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Preface

  The fi rst edition of this series on the nervous system as a target organ was published in 1992. This 
edition reviewed methodological approaches to detect and quantify the effects of chemicals at vari-
ous levels of neurobiological organization (i.e., behavioral, neurophysiological, neurochemical, and 
neuropathological). The fi rst edition also included chapters on newly emerging areas such as devel-
opmental neurotoxicology, neurotoxicology risk assessment, and methods to evaluate neurotoxic-
ity in humans. The evolution of neurotoxicology as a discipline could be seen clearly in the second 
edition published in 1999. The second edition contained chapters on emerging in vitro approaches 
to study effects of chemicals on the nervous system. Other chapters emphasized potential sites of 
action such as neuron–glial interactions, ion channels, the immune system, the endocrine hormone 
system, and neurotrophic factors during development. Other chapters focused on putative modes 
of action such as metabolic infl uences, apoptosis, and the formation of reactive oxygen species. The 
second edition also included a chapter on the use of brain imaging techniques to evaluate neurotox-
icity in vivo .  There was also a summary of approaches to evaluate learning and memory as neuro-
toxic endpoints and methods to assess neurotoxicity in children. This volume fi nished with a 
chapter on emerging concepts for quantitative neurotoxicology risk assessment. 

 The current edition on the nervous system as a target organ refl ects the continued growth 
and refi nement of the fi eld of neurotoxicology over a 10-year period. Included in the current 
edition is a chapter devoted to principles of behavioral phenotyping of neonatal and adult 
mice, an important topic for those interested in working with inbred mouse strains, outbred 
mouse stocks, or genetically modifi ed mice in neurotoxicological research. Recent developments 
concerning design-based stereology and video densitometry for the assessment of neurotoxico-
logical damage are also included. The current edition pays considerable attention to the potential 
of newly developed methods such as network analysis and emerging molecular approaches to 
identify potential neurotoxicants and their modes of action. The current edition also describes 
new advances in understanding the long-term impact of chemicals on the development of the 
thyroid hormone system and the potential relationship between disruption of the endocrine 
system and reproductive senescence. As in the case of the second edition, there are chapters 
that expand upon potential sites of action for neurotoxicity, including adult neurogenesis and 
the dopaminergic neurotransmitter system. The current edition also describes exciting new 
developments concerning the role of infl ammation in the expression of neurotoxicity and the 
complex compensatory changes that follow damage to the central nervous system both in vivo 
and in slice cultures. Chapters on the role of neurotoxicants and the manifestation of obesity 
and the effects of neurotoxins on brain tissue and function revealed through in vivo magnetic 
resonance imaging and spectroscopy round out the third edition. 

 The evolution of neurotoxicology as a discipline is clearly documented in the three editions 
spanning a period of nearly 20 years. The fi rst edition focused primarily on how to measure 
neurotoxic effects on the nervous system and identifi ed emerging trends such as developmental 
neurotoxicity. The second edition refl ected the development of new methodologies to identify 
sites and modes of action of neurotoxicity and described approaches to understand risk to 
humans of exposure to neurotoxic chemicals. The current edition builds on the two previous 
editions by exploring the potential use of molecular approaches to screen chemicals for potential 
neurotoxicity, developing approaches to understand the complex interactions of chemicals with 
biological systems, and providing the basis to study the relationship between neurotoxicant 
exposure and the emergence of diseases such as obesity and reproductive senescence. In spite of 
the tremendous advances that have made over the last 20 years, the discipline of neurotoxicol-
ogy is still in its infancy. Hopefully, the information provided in this and the previous editions 
will stimulate current and future students and researchers to study how the nervous system 
functions and how it responds to chemicals with potentially toxic effects. 

 G. Jean Harry 
 Hugh A. Tilson      
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  INTRODUCTION 
 Advances in molecular biology in the last two decades have produced a powerful set of tools 
for the analysis of structure, function, and internal dynamics of eukaryotic cells, both in vitro 
and in vivo. The ability to clone genes, measure their expression, and to assess their function by 
modulating the expression of the native gene or their mutant versions introduced into cells, are 
the central driving forces for this technological revolution. The confl uence of these molecular 
techniques with the similar developments in cell biology, allowing the isolation and cultivation 
of cells in vitro in primary cultures, has greatly impacted our understanding of biology of dif-
ferentiated cells from various mammalian organs including the brain. Despite the contribu-
tions of these complementary approaches to the study of basic cell biology and their successful 
applications to drug discovery, their use to address the questions of toxicology lags behind. A 
recent report released by the National Research Council of the National Academy of Sciences 
(U.S.A.) titled “Toxicity Testing in the 21st Century: A Vision and a Strategy”  (1) , places great 
emphasis on the use of in vitro assays, preferably using human cells in culture, in its vision of 
the future of toxicity testing as an alternative to the time- and resource-intensive methodologies 
currently used. This chapter highlights advances in molecular tools in the context of basic biol-
ogy of neuronal cells, discusses their extant applications to neurotoxicology, and addresses 
their future applicability. While the application of the molecular tools in vitro forms the focus 
of this review, it should be recognized these same tools have been vital to studies at the whole 
organism level, notably through the creation of transgenic and knockout animal models ( 2–  4 ), 
which will be discussed only as is relevant to the in vitro approaches or applications. Further, 
advances in recombinant DNA-based expression of proteins in heterologous organisms such as 
 Escherichia coli  and yeast have resulted in their use as antigens for the production of monoclonal 
antibodies highly specifi c to these proteins; these have been vital tools for immunohistochemical 
studies of cells in vitro as well as in vivo. However, this has been a well-established technology for 
well over a decade and will not be discussed in this review.  

  NEUROTOXIC MODES OF ACTION AT THE CELLULAR LEVEL 
 In vitro molecular approaches promise to have an increasing impact in neurotoxicology research 
as the focus moves away from apical tests of neurologic function in animals and towards an 
understanding of the sequence of key biological events that result in neurotoxicity (i.e., the 
 mode of action ). At the cellular level, mode of action may be defi ned as a series of key events 
starting with interaction of a chemical with a molecular target site and leading to perturbation 
of the normal physiological function of the cell. Mode of action data can be used to develop 
biologically-based dose response models and improve the ability to extrapolate data between 
species. The ability to manipulate and measure the interaction of genes and proteins at the 
cellular level will contribute to our understanding of how chemicals with known actions at 
neuronal targets (e.g., receptors, ion channels, cytoskeletal proteins) alter critical cellular path-
ways, ultimately resulting in adverse effects on the nervous system. It can also facilitate the 
neurobiological study of cellular networks and signaling pathways underlying normal nervous 
system function, and allow the identifi cation of new modes of action for neurotoxicity. 
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 Elucidating the mode of action of a neurotoxicant at the cellular level can be a daunting task 
considering that the nervous system consists of a heterogeneous population of cells exhibiting 
diverse phenotypes. This complexity, however, serves one major function: the transmission of 
information between and within cells. Thus, neurotoxicity at the cellular level can be considered 
in light of how chemicals interfere with the molecular mechanisms of neural signaling. To carry 
out this role, cells of the nervous system are specialized in terms of their morphology and bio-
chemistry. Unique morphological features of neurons include relatively long axonal processes 
ending with pre-synaptic terminals and complex dendritic processes containing post-synaptic 
densities, both of which support the pre- and post-synaptic machinery for neurotransmission. 
This morphology is supported by neuron-specifi c proteins that make up the cytoskeleton and 
transport system required to move cellular components to and from these relatively distant sites 
 (5) . Biochemically, neurons are highly enriched in the enzymes necessary for neurotransmitter 
synthesis, release, uptake, and degradation. Neurotransmitters act at cell surface receptors to 
activate ion channels that are responsible for fast synaptic transmission between cells. In addi-
tion, neurotransmitter- and trophic factor-activation of cell surface receptors engage second mes-
sengers and intracellular signaling pathways that regulate normal physiological processes 
including neurotransmitter release, neuronal survival and growth, and synaptic plasticity  (6) . 

 The morphological and biochemical specialization of neurons that support the transmission 
of information provides a multitude of molecular target sites for chemicals  (7) . Ultimately, neuro-
toxicity results from the interaction of a chemical with one or more of these molecular targets. This 
interaction can be due to the recognition of the toxicant’s chemical structure at some physiological 
binding site or to the reactive nature of the chemical structure itself. An example of the fi rst case 
is the action of domoic acid as an agonist at the kainate and alpha-amino-3-hydroxy-5-methyl-4-
isoxazole propionic acid subclasses of ionotropic glutamate receptors to result in excitotoxicity 
 (8) . In the second case, a chemical can interact with cellular macromolecules (protein, lipids, DNA) 
to result in catastrophic damage [e.g., adduct formation between 2,5-hexanedione and cytoskel-
etal proteins to leading to axonal degeneration  (9)] , or alter the molecular structure in such as way 
as to affect normal neuronal function [e.g., interaction of the pyrethroid insecticides with the  α  
subunit of the voltage sensitive calcium channel resulting in prolonged depolarization  (10)] . 

 Neurotoxicants are structurally diverse, ranging from simple ions  (10)  or solvents  (11)  to 
complex naturally occurring substances (e.g., brevetoxins)  (12) . In light of the structural diver-
sity of toxicants and the multitude of potential cellular target sites relating to neural signaling, 
it would appear to be an impossible task to identify the specifi c biochemical interactions of 
every chemical that leads to neurotoxicity. In contrast, an understanding of the key components 
of pathways that regulate normal neuronal functions will help to identify those that, when suf-
fi ciently perturbed by chemical exposure, produce neuronal damage or dysfunction. At one 
end of the spectrum are pathways that respond to levels of toxicant exposure that result in 
lethal cell injury. This would include the trophic factor pathways that promote cell survival 
 (13) , stress response pathways ( 14  ,  15 ), and apoptotic pathways ( 16  ,  17 ). At the other end of the 
spectrum are pathways that are more specifi c to the regulation of neural signaling. Examples of 
such pathways include those that regulate neuronal differentiation and growth ( 18–  20 ), path-
ways that regulate the development and maintenance of axons and dendrites ( 5  ,  21  ,  22 ), path-
ways that regulate neurotransmitter release ( 23  ,  24 ), and pathways involved in synaptogenesis 
and synaptic plasticity ( 25  ,  26 ). Using an approach that focuses on normal regulatory pathways, 
it may be possible to identify general principles of dysregulation that are common to a diverse 
array of chemical structures. In other words, there are likely common modes of action at the 
molecular level that result in an adverse effect on cellular structure or function. For example, 
the neurotoxicant Pb 2+  can substitute for other polyvalent cations (principally Ca 2+  and Zn 2+ ) at 
multiple molecular sites in neurons such as ion channels and the signal transduction enzymes 
protein kinase C and calmodulin  (27) . These multiple sites of action, however, can converge on 
cellular pathways regulating axonal and dendritic growth and synaptic plasticity ( 28  ,  29 ). Simi-
larly, recent work has demonstrated that structurally diverse toxicants which cause subtle alter-
ations in redox potential converge on a Fyn kinase pathway and alter neural progenitor cell 
division  (30) . These examples highlight an important aspect of mode of action studies at the 
cellular level: Toxicant-induced changes in critical biochemical pathways were associated with 
structural or functional effects in the cell that can be considered adverse. As discussed below, 
in vitro neural preparations provide models for both the molecular and genetic manipulation 
of regulatory pathways and cell-based assessment of neurotoxicity.  
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  UTILITY OF IN VITRO MODELS 
 Faced with the immense complexity and cellular heterogeneity of the nervous system, in vitro 
model systems have been an indispensable tool for elucidating mechanisms governing both the 
normal development and function of the brain and those underlying disease states. The rea-
sons for this include the ability to ask questions of a specifi c cell type in isolation and the ability 
to control the environmental conditions and variables of interest. Of course, the power of 
in vitro models is also the weakness since the nervous system does not consist of cells in isola-
tion, and its very purpose is to communicate with other cells in a coordinated fashion. It is clear, 
however, that the responses of neural tissue in isolation can often predict that observed in vivo. 
Even with the constraints imposed by growth conditions in vitro (e.g., physical constraints of 
the culture vessel, artifi cial substrate and growth medium, lack of afferent and efferent connec-
tions), at the cellular level, neurons and glia in culture are remarkably similar to those in vivo. 
From differentiation and development of polarity to the organization of the cytoskeleton, the 
ion channels and receptors expressed, and the characteristics of synaptic communication, neu-
ral cells in culture resemble their counterparts in situ in both structure and function. Thus, 
neuronal cells in vitro provide a model system that is ideal for asking questions about those 
 molecular pathways that regulate normal cell function and respond to perturbation by chemi-
cal exposure. The ability to fi nely control culture environment also facilitates the ability to 
manipulate these molecular pathways using genetic approaches. 

 A variety of in vitro preparations have been successfully developed and employed to 
address specifi c questions of cell biology and nervous system function ( 31–  33 ). The use of 
in vitro techniques for the assessment of neurotoxicity has been the subject of recent 
reviews ( 34  ,  35 ). Model systems of differing complexity provide the opportunity to examine 
cellular and molecular interactions at a number of levels. Developing brain tissue from differ-
ent regions can be cut into slices that will survive in culture with preserved spatial, structural, 
and synaptic organization. These are termed organotypic slice cultures and can be maintained 
for several weeks. Organotypic slice cultures from hippocampus, cortex, and cerebellum have 
been used to study mechanisms for brain development, neurodegenerative disorders, and 
chemical neurotoxicity ( 36–  38 ). In many cases organotypic cultures provide direct access to 
neurons for single-cell analysis, a feature that makes this model attractive for electrophysiolog-
ical recording. Electrophysiological recording of long-term potentiation using hippocampal 
slice cultures have been used to understand chemical-induced effects on the cellular and molec-
ular mechanisms of information storage  (39) . Primary neural cell cultures consist of dispersed 
cells that have been dissociated from nervous system tissue. When maintained under the 
appropriate culture conditions primary cells will acquire the properties of mature cells and 
attain a phenotype that is similar to that of cells from the brain region from which they were 
derived  (40) . Thus, neural cells with properties useful for assessing a particular molecular tar-
get or cell function can be obtained by choosing the appropriate source of cells. A comparison 
of properties exhibited by different neuronal culture systems can be found in  (41) . Although 
preparations of primary neuronal cultures can contain a predominant neuronal cell type (e.g., 
sympathetic neurons from the superior cervical ganglia, granule cell cultures from post-natal 
cerebellum) many preparations are a mixture of different neuronal populations. Pure neuronal 
cultures can be obtained using defi ned media which prohibit the growth of glial cells or by add-
ing an anti-mitotic agent to the medium during the fi rst days in culture. A mixed glial/neu-
ronal co-culture will result if these steps are not employed. Primary cultures have a limited 
lifespan (typically days to weeks), and it is not possible to expand neuronal cell populations in 
culture. Thus, new cultures must be prepared from nervous system tissue on a regular basis. A 
continuous source of neural cells can be obtained by using cell lines, a term applied to a defi ned 
population of cells that can be maintained in culture for an extended period of time. Cell lines 
are usually clonal, meaning that the entire population originated from a single common ances-
tor cell. A number of neuronal cell lines are available  (42)  and many have been used as in vitro 
models in neurobiology ( 43  ,  44 ). Neuronal cell lines have been derived from tumors, including 
pheochromocytomas  (45)  and neuroblastomas ( 46  ,  47 ). The PC-12 cell line of rat origin and SH-
SY5Y cell line of human origin are salient examples of such cell lines that have been routinely 
used in in vitro studies to elucidate basic neurobiologic principles and mechanism of chemical 
action ( 48–  50 ). More recently, cell lines have been generated using oncogene-containing retro-
viruses  (51) . The introduction of oncogenes from the  myc  family into primary neural cells can 
result in neural cell lines that are immortalized while retaining many of the characteristics of 
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the original cell population  (43) . Cell lines have a number of advantages as in vitro models. 
They provide a homogenous population of cells, are relatively easy to grow using standard tis-
sue culture plastic and media, and can be induced to differentiate into a non-dividing cell with 
many of the characteristics of a neuron  (52) . 

 An emerging in vitro model with great potential is the stem cell, derived from rodents or 
preferably from human sources ( 53  ,  54 ). Based on their functional properties of self renewal and 
multipotency (i.e., the ability to generate both neurons and glia), human neural stem cells are 
being widely considered as a potential therapy for neurodegenerative diseases ( 55–  58 ). How-
ever, there is also great potential for their use in drug discovery and in toxicity screening 
assays ( 59  ,  60 ), particularly those addressing developmental neurotoxicity. The use of human 
neuronal cells provides the opportunity to extend observations from rodent neurons to human 
neurobiology and thereby can be helpful in extrapolation of toxicity to humans. Stem cells are 
broadly divided into two types: embryonic, derived from developing human embryos, or 
somatic/adult, derived from adult tissues including the brain  (54) . There is, however, a great 
ethical debate regarding the use of human embryonic stem cells in research and therapy ( 61–  63 ). 
The situation is relatively simpler with stem cells derived from adult tissues and these are 
available from commercial vendors. Although stem cells represent an ideal system for studying 
neurotoxicity in vitro, the realization of their full potential in this and other applications is 
hampered by experimental diffi culties that remain to be resolved. For instance, despite their 
pluripotency or multipotency, the ability to derive homogenous population of a differentiated 
cell type remains diffi cult and involved, and the degree of desired differentiation is low and can 
vary between experiments ( 64–  68 ). Maintenance of stem cells requires expensive substrates 
and complex media with growth factor supplementation ( 65  ,  66  ,  69 ). These requirements add to 
the cost and variability inherent to the cell system itself, making the use of stem cells in routine 
in vitro research somewhat daunting, especially for screening assays. 

 A caveat in the use of established cell lines is to be aware that the same cell line main-
tained under the same generic name in different laboratories often behaves very differently 
from each other due to differences in both the number of passages and the methodological dif-
ferences between laboratories  (70) . While there is little that can be done to harmonize the 
numerous cell lines that are used under the same name in laboratories all around the world, it 
is prudent to minimally establish experimentally that the cells maintain the phenotypic fea-
tures that led to their selection as the model for the phenomenon under study. A second prob-
lem is that, often slow growing cell lines may also be contaminated with other more robust cell 
lines grown alongside in the laboratory  (70) . Thus, where possible, cell lines should be obtained 
from established cell banks such as the American Type Culture Collection (ATCC: http://www.
atcc.org/) or similar organizations dedicated to the archiving and distribution of cell lines. 

 The ability to genetically manipulate cells, be it to create screening assays or to defi ne the 
mode of action of toxicants, provide many advantages that go far beyond the use of cells to 
biochemically measure molecular changes resulting from toxicant exposures. Genetically mod-
ifi ed cells provide unique opportunities to address questions that would be diffi cult or impos-
sible to answer through the traditional biochemical approach. Thus, the ability to introduce 
genes into cells in vitro has been the ramrod of many of the studies in cell biology for the last 
decade or more ( 71  ,  72 ). However, from a neuroscience perspective, despite the availability of 
primary neuronal cells and established cell lines which exhibit neuronal phenotypes, applica-
tion of many of the molecular tools to neurobiology was limited by the diffi culty in genetically 
manipulating these cells. Several methods of gene delivery to cells in culture have been devel-
oped for transient and stable expression of exogenous genes (discussed further in the next 
 section). These methods fall into two classes, namely, physio-chemical methods and viral vec-
tor methods ( 71  ,  72 ). Both methods enable gene delivery to cells but at varying effi ciencies 
depending on the method employed and the cell line of interest. These methods are collectively 
known as “transfection” generally for physicochemical methods, and as “transduction” or 
“infection” when using viral vectors. The exogenous gene construct and its components are 
referred to as “transgenes.” 

 Cells of neuronal origin, primary or established, have proven to be some of the most 
recalcitrant to transfection and this has resulted in a lag in the advancement of the study of 
cellular neuroscience, which is in contrast to cells derived from most other organ systems where 
transfection techniques were relatively more effective  (73) . Many of these diffi culties have now 
been overcome through recent advances in physicochemical and viral delivery methods and 
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these are discussed below. Complementarily, the newer techniques such as transcriptomics 
and proteomics that do not require genetic manipulation of cells have been applied to neuronal 
systems on par with other organ systems. The power of genomic studies in vitro can be 
enhanced by the use of appropriate controls using genetically manipulated cells, and further 
genetic manipulation of cells can be vital to validation of genomics/proteomics-based 
 hypotheses. Together, these techniques have contributed to spectacular advances in cellular 
neuroscience and these are being translated to in vitro neurotoxicology.  

  GENETIC MANIPULATION OF GENE EXPRESSION 
 Developments in molecular biology have provided a set of tools to alter cellular gene expres-
sion in targeted fashion by the expression of exogenous protein coding genes in cultured cells 
including neurons ( 73  ,  74 ). Introduction of endogenously expressed genes under the transcrip-
tional control of constitutive or inducible promoters, releases them from the natural regulators 
of their expression in the cell, permitting studies of protein function. In this context, elucidation 
of function is usually enhanced by the expression of mutant versions of the endogenous protein 
in a parallel experiment, which can also serve as a control in some cases (if the mutant version 
does not have dominant negative properties as described in a later section). The mutant ver-
sions of the protein may differ by single amino acid changes that alter some or all of a protein’s 
activity, or by deletion of amino acids comprising one or more domains relevant to the function 
under study. Alternately, expression of genes foreign to the mammalian cell such as reporters 
(e.g., coral fl uorescent proteins, fi refl y luciferase)  (75)  under the control of constitutive, induc-
ible, or tissue and developmental stage-specifi c promoters  (76)  allows the development of 
screening assays as well as aids in mode of action studies. The end goal of the manipulations 
and the specifi cs of the genetic constructs used differ depending on the nature of the experi-
ment. Promoter elements that direct the expression of the exogenously added gene are critical 
components of experimental design and the choice or promoter for a specifi c set of experiments 
is dictated by the question that is being addressed. 

  Gene Delivery into Neurons and Glia In Vitro 
 The techniques for gene delivery, known as transfection, fall into two basic catego-
ries:  (i)   physico-chemical methods, and  (ii)  viral vectors as shown in  Table 1 . Chemical methods 
involve the delivery of naked DNA or DNA complexed with agents such as charged polymers 
or cationic lipids to cells. Electroporation, microinjection, and biolistic (gene gun) delivery are 
the primary physical methods ( 71  ,  77 ). Electroporation involves subjecting cells to an intense 
electric pulse leading to the creation of temporary “pores” in the cell membrane permitting the 
entry of DNA molecules from the surrounding medium into the intracellular space. Electropo-
ration works effi ciently only with single cell suspensions, and is a method of choice for trans-
fection of mouse embryonic stem cells for creation of transgenic mice  (4) . Microinjection, as the 
name suggests, involves the injection of DNA into individual cells using a fi ne needle and a 
micromanipulator set up and is performed under a microscope. This technique is laborious and 
hence not practical for use in cell culture experiments where large numbers of cells need to be 
modifi ed, but is used extensively in the injection of DNA into embryos to create transgenic 
animals ( 2  ,  3 ). Biolistic gene delivery relies on the ability of accelerated metal particles to enter 
cells and deliver the DNA which has been pre-complexed onto the fi ne particles derived from 
inert metals, mainly gold. The biolistic approach can be used to deliver genes to cells in tissue 
explants, although effective gene delivery is limited to superfi cial layers of the explanted tissue 
slice ( 71  ,  78  ,  79 ). 

   The chemical-based methods originated with the discovery over two decades ago that 
complexation of DNA with cationic polymers such as diethylaminoethyl (DEAE) dextran 
increased its uptake by mammalian cells. Cationic compounds increase DNA uptake by masking 
the negatively-charged sugar-phosphate backbone of the DNA molecule. It was also shown that 
DNA incorporated into calcium phosphate precipitates could effi ciently enter certain mamma-
lian cell types. However, the toxicity of the DEAE dextran approach and the intra-laboratory 
and intra-experimental variability of the calcium phosphate technique prompted the search for 
more effi cient materials to deliver DNA with limited toxicity  (71) . At this time, several com-
mercially available reagents of the cationic lipid genre (e.g., Lipofectamine™, Fugene™) pro-
vide an easy-to-use means of introducing nucleic acids (both DNA and RNA) into mammalian 
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 Table 1    Methods for Introducing DNA into Neuronal and Glial Cells  

Class Method Advantages Disadvantages Comments

Chemical Calcium phosphate Rapid, inexpensive
No DNA size limit

Transient expression 
Low, cell-type dependent 
effi ciency

Inter-experiment variability 
Cytotoxicity

Older method, less 
used

Lipofection Relatively expensive
Simple, rapid 
No DNA size limit 
Less cytotoxic

Transient expression 
Low, cell-type dependent 
effi ciency

Standardized 
commercial 
preparations 
available

Physical Biolistic Ideal for slice cultures
No DNA size limit

Need for special equipment 
Transient expression
Cytotoxic 
Restricted to superfi cial 
layers

Useful in plant cell 
transformation

Microinjection Directed to specifi c cells
No DNA size limit

Laborious, 
Transient expression 
Needle induced cell death
Need for special equipment 
Low throughput

Used in transgenic 
animal production 
for injecting 
embryos

Electroporation Works for many cell 
types 

No DNA size limit

Cells need to be in suspension 
Need for special equipment
High level of cell death
Optimization to cell type 
required

Used extensively in 
transducing mouse 
embryonic stem 
cells for knockout 
model production

Viral Several ( Table 2 ) Access wide range of cell 
types 

Effi cient delivery ( ∼ 100%) 
Persistence of expression a 

Laborious to produce
Can be cytotoxic a  
Safety concerns a 

Extremely useful for 
transducing primary 
neurons

 a Depends on the specifi c viral vector.
 Source : Compiled from Ref. 71, 73, 77.

 Table 2    Comparison of Viral Vectors for Neuronal Transduction  

Property Retrovirus Lentivirus Adenovirus Adeno-
associated 
virus

Herpes

Neuronal transdution – ++ ++ ++ +++
Ease of vector production +++ +++ + ++ +
Gene payload (kb) 8 8 8 a 4 30 b 
Persistence of expression Long/short  c Very long Transient Long Transient
Integration into genome + + – +/– –
Expression of viral proteins – – + – +
Cytotoxicity  d None None Cytotoxic None Cytotoxic
Insertional mutagenesis + + – + –

 a 30 kb for “gutless” version which are considerably more diffi cult to produce.
 b Amplicon version payload 15 kb, see Ref. 73 for details.
 c Expression prone to silencing, hence can be shorter.
 d At reasonable multiplicities of infection (vector particles/cell).

cells in culture with relatively low toxicity. These reagents permit transfection effi ciencies 
upwards of 80% in many established and primary cell lines; however, the effi ciency of  transfection 
varies signifi cantly among cell types, especially among primary cell cultures. The optimal ratio 
of DNA to the lipid reagent has to be empirically determined for each cell type line  (71) . One of 
the chief advantages of the physico-chemical methods of transfection is that there are no 
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 restrictions on the size of the DNA fragment, notably artifi cial chromosomes from yeast and 
bacteria of 100 to 1000 kb, that can be inserted  (80) . The limitations on the size of transgene 
termed “payload” is one of the restrictive features of viral vectors discussed below and is lim-
ited to about 50 kb at best or lower  (72) . The ability to analyze large fragments of DNA is critical 
for the delineation of regulatory regions of gene promoters that usually span many kilobases. Def-
inition of the minimum required elements and the resultant shortening of the promoter permit 
their more effi cent use in routine studies using physico-chemical or viral delivery methods. 

 Typically, although a higher percentage of cells transfected using physico-chemical methods 
take up DNA and express the transfected gene, this expression is transient for a period of 48 to 
72 hours after which cells lose the transfected DNA. Analysis of gene expression during this time 
window is referred to as “transient transfection” experiment. In a low percentage of the cells how-
ever, (usually <1%) the exogenous DNA integrates into the chromosome (genome) and will remain 
stably integrated  (71) . Cells with integrated copies of the transgene are clonally selected using 
selection markers that are incorporated into the DNA construct. These markers, usually tran-
scribed from a different promoter than the gene of interest, confer resistance to  antibiotics such as 
neomycin, puromycin, or hygromycin, which kill the cells that do not harbor the transfected DNA. 
Isolated single clones or a pool of such clones that continue to express the transgene are referred 
to as “stably transfected”  (71) . While transient expression studies are rapid, establishment of sta-
ble clones is time consuming requiring weeks to months, but  provide the opportunity to perform 
long term experiments without the loss of expression of the transfected gene and reduced 
 experiment-to-experiment variability when compared with  transiently transfected cells. 

 The cell type-dependent variability of effi ciency physico-chemical methods of transfection 
makes them very diffi cult to use universally, especially with primary cell cultures where the 
method often causes toxicity. In contrast, viral vectors provide an effi cient method for introducing 
genes into mammalian cells, particularly neurons ( 72  ,  73 ). Viral vector systems capitalize on the 
facility of viruses to effi ciently introduce and maintain their genomes in mammalian cells. The 
cytotoxic and disease-causing genes in the viral genome are deleted and replaced with regulatory 
and coding sequences needed for the expression of a foreign protein resulting in a “viral vector” 
that transfers the transgene to the transduced/infected cells, usually at high effi ciencies (in many 
cases close to 100%). Depending on the viral vector used, the expression can be short-lived or long-
lived. A number of DNA and RNA viruses have been modifi ed along these lines to create viral vec-
tors: however, from a neuronal cell perspective, vectors derived from adenovirus, adeno-associated 
virus (AAV), retrovirus (oncoretroviruses and lentiviruses), and herpes virus have the broadest 
utility (72,73,81–85). Each vector system has its advantages and limitations, chief among which are 
the size of the transgene or “payload” that can be encapsidated, its persistence in the cell and the 
cytotoxic perturbations caused by the viral-component-related gene expression. The properties of 
the various viral vectors are listed in  Table 2 . It is not possible to review all these systems in detail 
here and the references cited above should be consulted for details. The review by Craig  (73)  pro-
vides an extensive discussion of the adenoviral, AAV, and herpes viral vectors that have been used 
in many neuronal cell studies. Lentiviral vectors are a newer class of vectors that were in early 
stages of development at the time the review by Craig appeared. The lentiviral vector system is  a 
welcome addition to the vector arsenal as it has properties overall well-suited for use in differenti-
ated cells such as neurons. The use of lentiviral vectors in neurobiological studies, both in vitro and 
in vivo, has been on the rise signifi cantly over the last fi ve years. Established lentiviral vector sys-
tem components can be obtained commercially for vector construction in the laboratory and 
 several companies provide lentiviral production services. 

   Lentiviruses are members of the retroviridae family along with their cousins the oncoret-
roviruses such as Moloney leukemia virus which have been used extensively in human gene 
therapy trials over more than a decade ( 83  ,  84 ). Retroviral particles contain a diploid RNA genome 
that upon entry into the host cell is converted to DNA by enzymes co-packaged into the viral 
capsid with the RNA genome. The resultant DNA is integrated into the host chromosome. Unfor-
tunately, the oncoretroviral vectors have been of little use to studies in neuronal cells because of 
their inability to deliver genes to differentiated/non-dividing cells. In contrast, lentiviral vectors 
can transduce genes into differentiated/non-dividing cells with very high effi ciency resulting in 
stably altered cells without the expression of any extraneous viral  proteins that could perturb 
cellular functions, as commonly observed with both adenoviral and herpes viral vectors. 

 Lentiviruses are causative agents of diseases in many animal species, notably HIV-AIDS 
in humans. Despite this ominous property, the power of this class of viruses has been harnessed 
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for gene delivery by deleting all of the disease-causing genes of the parent virus. Thus, while 
vectors have been constructed with equine and feline lentiviruses, the versions derived from 
HIV have been used most widely ( 84  ,  86 ). Although safety concerns slowed the acceptance of 
this vector system, the issues with safety for laboratory in vitro applications (as opposed to use 
in human gene therapy or in vivo animal experiments) have signifi cantly abated due to devel-
opment of safer vector designs  (87)  and the use of the vectors in the laboratory for well over a 
decade in the absence of adverse events. Most in vitro work with lentiviral vectors can be carried 
out under NIH Biosafety level 2  (88) , but caution should be exercised when working with vectors 
carrying toxic or oncogenic genes. Lentiviral vectors have been in use for in vitro and animal stud-
ies for nearly a decade and have contributed signifi cantly to the advancement of neuroscience 
by permitting the genetic manipulation of neuronal cell lines and primary neurons. 

 Lentiviral genomes are around 9 kb in length, and all but  ∼ 2 kb of this can be replaced by 
foreign gene sequences which would include a promoter and the gene/cDNA of interest. The 
minimal viral sequences required for the vector to function are the two long terminal repeats 
(LTRs) of the virus and a short stretch of DNA, known as  ψ  (psi) sequence, required for encapsi-
dation of the RNA transcribed from the vector into vector particles during production of the 
vector. Vector production involves the co-introduction of the foreign-gene-delivering vector 
(gene transfer vector) with the LTRs into transformed human kidney cells (293 T) along with 
DNA constructs that direct the synthesis of the core and envelope proteins required for packag-
ing the viral vector particles (84,86). The messenger RNAs (mRNAs) transcribed from the helper 
constructs are not packaged into particles because they lack the “ ψ ” sequence. A notable fea-
ture of the lentiviral vector particle is the replacement of the traditional envelope protein of HIV 
(or other lentiviruses) with the G protein of the vesicular stomatitis virus (VSV G protein), 
which enables entry through binding to phosphatidyl serine, a component of all cell mem-
branes. In contrast to the Gp120 envelope protein of HIV that restricts the entry of HIV to a few 
cell types, VSV G protein, when present on the envelope of the vector particles, can permit 
their entry into (almost) any vertebrate cell, thereby conferring upon lentiviral vectors the 
ability to deliver DNA to any cell in any organ  (89) . Further details of lentiviral biology and 
the nuances of vector design and production can be found in the following references ( 84  ,  86 ). 

 Lentiviral vectors offer signifi cant advantages over traditional transfection methods for 
establishing stable cells lines. They are relatively easy to produce and concentrate and yield 
high titers with high infectivity. Lentiviral vectors transduce almost any cell type (including 
primary neurons) with 100% effi ciency and stably integrate the transgene into the cellular 
genome. Long-term, stable expression of the transgene is obtained over extended periods in 
established cell lines of neuronal origin. Maintenance of expression is limited in the case of 
primary cultures only by the longevity of the culture itself. Transferred transgenes are inte-
grated as whole cassettes, whereas with transfection/selection methods using physicochemical 
methods, random linearization of the circular plasmid carrying the transgene can result in 
 permuted insertions, some of which are non functional because of breakage of the circular plas-
mid in a region crucial for gene expression. Furthermore, because of the inactivity of the lenti-
viral LTR promoter in the absence of the viral tat protein  (90) , transcription of the transgene 
occurs nearly exclusively form the internal promoter chosen to drive the gene. Lentiviral vec-
tors permit the establishment of stable cells in two to three days, as opposed to several weeks 
with the traditional transfection and drug-selection approach used for the establishment of 
stable cell clones by physico-chemical transfection. Expression of the transgene is maintained 
over long periods without attenuation or silencing commonly seen with oncoretroviral vectors. 
Integration of lentiviral vectors is pseudorandom with under 1000 or so preferred sites in the 
human genome, with a bias towards the protein coding regions of transcriptionally active 
genes ( 91  ,  92 ). Due the extreme stability of the integration in host chromatin, no drug selection 
is required to maintain transgenes delivered with lentiviral vectors. Lentiviral vectors offer the 
ability to modulate the average gene copy numbers of the transgene in transduced cells by 
varying amounts of input vector during the establishment of stable cell lines. Multiple vectors 
carrying different genes can be introduced simultaneously or sequentially to generate cell lines 
or primary cultures simultaneously expressing combinations of genes to study gene-gene inter-
actions  (93) . Lastly, lentiviral vectors are practically nontoxic to all cell types in vitro including 
primary neurons [at the small number of vector copies/cell ( 5–  20 ) used in most experiments] 
because they do not express any of the viral proteins and are practically immobile once they 
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integrate into the genome. There are many variations in the design of lentiviral vectors used by 
many labs and available from commercial vendors. 

 Because of the ability of lentiviral vectors to transfer genes to differentiated cells, several 
early studies with lentiviral vectors were performed with primary neurons encompassing both 
in vitro and in vivo situations as well as in brain slices. Neurons of central nervous system and 
peripheral nervous system origin are effi ciently transduced by lentiviral vectors at relatively low 
multiplicities of infection (moi: number of vector particles/cell) ( 93–  98 ). They are also effi cient in 
the transduction of human neuronal progenitor cells  (99) . In addition to primary neurons, several 
diffi cult-to-transfect cell lines such as the PC12 that is extensively used in neurotoxicological 
research are also transduced effi ciently  (98)  as shown in  Figure 1 .  

  Promoter Elements: Determinants of Transgene Expression 
 In all the studies with engineered cells, in addition to the genes/proteins being expressed, the 
choice of the promoter used to direct their expression is a critical element that requires context-
specifi c considerations ( 76  ,  100  ,  101 ). Each promoter is characterized by several factors such as 
transcriptional effi ciency (strength), tissue specifi city (limiting their use to specifi c cell types 
derived from the tissue), developmental stage specifi city, and inducibility during normal 
biological processes as well as upon toxicant exposure. Some examples of promoters used 

(A) (B)

(C) (D)

  Figure 1    (See color insert) Lentiviral transduction of neuronal cells. Lentiviral vectors expressing green fl uo-
rescent protein (GFP) under the constitutive cytomegalovirus or elongation factor alpha promoters were used 
to transduce cells and explants. Panel ( A ) isolated rat retinal ganglion cells in culture, three days after transduc-
tion; ( B ) porcine retinal ganglion cells in explant one week after transduction; ( C ) PC12 cells stably transduced 
and expressing GFP over several passages; ( D ) neuronal differentiation of cells in panel C, exposed to nerve 
growth factor.  Source : Panel B reproduced from Ref. 93.     
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routinely and widely for constitutive expression in in vitro studies are the immediate early 
promoter derived from cytomegalovirus (CMV), the early promoter of SV40 virus, and cellular 
promoters of genes such as the elongation factor alpha (EF1- α ), actin, or phosphoglycero kinase 
(PGK). Among these the CMV, SV40, and EF1- α  drive high level expression of transgenes in 
most cell types and all of these elements are short, and therefore easy to engineer into DNA 
constructs or vectors with minimal impact on payload. 

 Tissue-specifi c or cell type specifi c promoters, which are highly transcribed in a  particular 
tissue or a cell type within a tissue, are useful tools to restrict the expression of the  transfected 
gene to specifi c organ or a cell type within the organ  (100) . In the study of neurotoxicology 
in vitro, these promoters are useful for determining the authenticity of the neuronal cell type 
being studied. In tissue explants and complex tissue culture systems, use of tissue specifi c 
promoters or their combinations enable focusing of the experiments specifi cally to neuronal/
glial cell type(s) of interest. While the identifi cation of tissue specifi c promoters is often easy 
(e.g., albumin promoter in the liver, neurofi lament promoter in the brain, immunoglobulin 
promoter in B cells), the isolation of the minimum stretch of DNA required to maintain fi delity 
of expression when transferred as a part of the gene construct is diffi cult, and involves directed 
experiments as well as trial and error, notably by creating transgenic animals ( 2  ,  3 ). Tissue-
specifi c promoters are especially useful for in vitro studies of stem cell differentiation where 
their expression or lack thereof can enable the monitoring of the differentiation process  (102) . 
Over the past several years many neuron-specifi c and neuronal subclass-specifi c promoters 
have been identifi ed and used in research ( 103  ,  104 ). Further, a major effort by the Allen Brain 
Atlas Project (http://www.brainatlas.org) is focused on mapping the expression of known 
mRNAs across the brain by in situ hybridization using mRNA probes  (105) . This information 
is useful for the identifi cation of cell type- or subregion-specifi c promoters for use in the 
study of specifi c cell types in vitro. Another major parallel effort known as GENSAT directed 
at the specifi city and timing of expression of genes in the brain, has produced thousands of 
transgenic mouse lines expressing fl uorescent marker protein under the control of various pro-
moter fragments, thus defi ning the tissue specifi c promoter DNA fragments in vivo  (105) . 
These resources should aid the further identifi cation of neuron-specifi c promoters for studies of 
neuronal cells and hence neurotoxicology. 

 The studies such as the ones in GENSAT  (105)  defi ne large segments of DNA that con-
tain the promoter elements, some of which may be too large to be useful in routine transfec-
tion experiments in tissue culture cells. Defi nition of the minimal promoter elements that 
maintain tissue- or cell type specifi city is an arduous task  (106) . Normally, promoter frag-
ments are of various lengths (usually hundreds of bases to kilobases) are isolated and charac-
terized in vitro by laborious deletion analysis to defi ne the minimum length of the DNA that 
retains the properties described for the promoter when resident in its normal chromosomal 
locus. However, these properties may not always translate to every cell type and/or condi-
tion beyond the cell system used for their characterization and it therefore it is advisable to 
verify their proper functioning in the specifi c cell system being used experimentally. Also 
analysis of families of promoters responding to the same or similar stimuli have led to the 
identifi cation of short consensus sequence elements (10–30 bases) which when linked to other 
basic, minimal promoter elements are suffi cient to qualitatively transfer the properties of the 
larger fragments  (107) . For instance, the hemoxygenase-1 (HO-1) promoter is contained in a 
complex 10 to 15 kb fragment and responds to various environmental stimuli including oxi-
dative stress, but a 4 kb fragment appears to contain most of the sequences required for regu-
lation by multiple stressors  (108) . A major component of the response to oxidative stress by 
the HO-1 promoter is directed by the binding of a transcription factor known as Nrf2  (108)  
that binds to a short, 10 base-pair DNA sequence element within the larger promoter frag-
ment. A synthetic promoter comprising of the basic elements common to all eukaryotic pro-
moters [i.e., TATA box and CAAT box  (101) ] and appropriately positioned Nrf2 binding 
consensus sequence results in a promoter that is responsive to oxidative stress. Multimeriza-
tion of the transcription-factor binding consensus sequence in the synthetic promoter results 
usually in promoters that produce an enhanced response to the specifi c stimulus ( 107  ,  109 ). 
However, their design involves trial and error for the optimum spacing between the elements 
and their placement relative to the basal promoter elements. Several such artifi cial promoter 
constructs that produce specifi c responses have been constructed in various laboratories and 
are also available from commercial vendors. 
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 A novel and an extremely useful version of the synthetic promoters is the widely used 
tetracycline-regulated inducible promoter system that has provided unprecedented utility 
to the study of biology in vitro and notably in transgenic animals  (110) . Assembled using 
minimal binding elements of a bacterial promoter whose transcription in bacteria is induced 
by the antibiotic tetracycline, this promoter system works exquisitely in mammalian cells 
including neurons and neuronal cell types and its transcription is highly induced by addi-
tion or withdrawal of tetracycline (two designs respectively known as tet on  and tet off ). A 
detailed description of this promoter system is beyond the scope of this chapter and the 
reader should consult a number of comprehensive reviews in the scientifi c literature  (110)  
or technical specifi cation sheets provided by commercial vendors. However, for the tet system 
to function in mammalian cells, co-expression of the tet repressor protein (fused to a tran-
scriptional activator) is obligatory. Other similar inducible promoter-related DNA elements 
from yeast such as the Gal 4 system as well as from mammalian genes such steroid recep-
tor are useful for inducible expression of proteins and are useful to the study of neuronal 
cells ( 103  ,  111 ). Major advantages of the use of inducible promoter systems are the ability to 
turn on the expression of the transgene at will and the ability to use a parallel culture of 
uninduced cells as a control.  

  Caveats in the Use of Genetically Modifi ed Cells 
 There are several caveats that need to be considered in designing and interpreting the results of 
experiments with genetically modifi ed cells. First, the expression/over-expression or untimely 
expression of an endogenous or foreign protein may compromise the health of the cell, although 
not overtly, or alter cells in some way not directly measured in the experiment. While appropri-
ate controls using an “empty vector” that lacks the gene of interest or mutant forms of the 
protein under study are often helpful, they are by no means fool-proof and hence it is often dif-
fi cult to engineer perfect controls. Use of inducible systems, as mentioned above, provides the 
best control for the effects of an exogenous protein on a cell, but with the assumption that the 
process of engineering the cell with the regulatory proteins required for induction itself does 
not alter the cell’s properties in the un-induced state, particularity if the promoter being regu-
lated has any extent of leakiness in the “off” state. Furthermore, as discussed later, the controls 
are dependent on the specifi c method used to introduce the genes into cells and the longevity 
of the engineered state (transient vs. stable expression). In stably transfected cell lines where 
the foreign gene and the promoter are integrated in the chromosome, the expression properties 
of the promoter can vary with the site of integration. Because integration of foreign DNA into 
mammalian chromosome is a random event, the use of a stable pool of cells resulting from 
independent transfection events, in contrast to the use of isolated single clones, will alleviate 
extreme deviations associated with a single integration site of the transgene construct. While 
well-characterized clonal lines are useful in situations like protein overproduction or screening 
assays, their use in mechanistic studies could be complicated by the chromosomal integration 
site of the transgene specifi c to the particular clone. The deviations could arise from the altera-
tions in the properties of the promoter by the integration site or by the interruption and disrup-
tion of a key cellular DNA locus by the integration event. Although these caveats may appear 
so serious as to compromise studies using genetically modifi ed cells, their increasing use in 
neuroscience and neurotoxicology as discussed below in detail, underscores that the power of 
genetically manipulated cells in providing insights far outweigh these problems.   

  EXPERIMENTAL APPROACHES TO GENETIC MODIFICATION OF CELLS 
 The approaches to genetic modifi cation of cells, based on the desired endpoint, fall broadly into 
three categories:  (i)  exogenous gene expression/over-expression,  (ii)  inhibition of endogenous 
gene function using dominant negatives and small interfering RNAs (siRNAs), and  (iii)  reporter-
based techniques for real time studies of transcriptional timing and protein localization. The 
details of the three approaches are discussed below. 

  Gene Expression/Over-Expression 
 Protein expression and over-production by genetic engineering of cells is one the earliest and 
medically benefi cial application of genetic manipulation of cells ranging from bacteria to 
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 mammalian cells. These techniques form the basis for the production of biological therapeutics 
ranging from growth factors to antibodies which were then applied with necessary modifi ca-
tions to cell biology and pharmacology in vitro. While the focus of this review is on the applica-
tions of these methods to cells in vitro, it should be noted that availability of proteins of high 
purity created by genetic engineering have permitted the development of in vitro biochemical 
assays, such as those based on enzyme activity, for characterization of toxicants. For instance, 
in vitro assays using recombinant-expressed liver enzymes, such as members of the Cyp fam-
ily, have been vital to the study of toxicant metabolism  (112) . Similarly, and more pertinent to 
neurotoxicology, rat, mouse, and human acetyl cholinesterases produced by recombinant 
methods have been used to characterize organophosphate pesticides, determine the relative 
species-specifi c sensitivities of the enzymes facilitating extrapolation of results obtained in 
rodents to human exposures. These recombinant enzymes are also being developed as anti-
dotes for organophosphate poisoning ( 113–  118 ). 

 In the context of cell-based in vitro studies, over-expression of native proteins (such as 
those normally expressed endogenously in neurons) or their mutated versions, often use 
promoter elements of higher strength or specifi city. This approach results in the elevated 
production of the protein in the cell, thereby permitting the study of the role of the protein in 
normal cellular metabolism, in disease states  (93) , and/or in response to environmental 
insults (see next paragraph). In this context, it is also possible to express the constitutively 
active or non-activatable versions (such as by mutation of a post-translational modifi cation 
site, e.g., phosphorylation) of a protein, permitting the study of its role in cell biology. This 
strategy is typically applied to proteins that are activated or silenced via phosphorylation 
where the replacement of neutral serine or threonine (which are normally phosphorylated by 
a kinase and acquire a negative charge) with a charged aspartic acid residue. Conversely, the 
serine or threonine in a protein that are substrates for phosphorylation can be replaced with 
alanine, a moiety that cannot serve as a phosphoacceptor, thereby rendering the mutant pro-
tein not activatable by phophorylation. There a large number of studies in literature analyz-
ing kinase cascades using these approaches, however the following examples should be 
suffi cient to illustrate the approach ( 103  ,  119  ,  120 ). 

 The current scientifi c literature abounds with examples of protein expression studies 
spanning a decade or more, but the following prototypic studies are cited as instances pertinent 
to neurological disease and neurotoxicology. Over-expression of glutathione peroxidase in cul-
tured neurons has been shown to render the neurons relatively resistant to the toxic effects of 
the Alzheimer’s disease associated A-beta peptides  (121) . Over-expression of the unphosphory-
lated form of the protein MARCKS (myristoylated alanine-rich C kinase substrate, which is 
normally phosphorylated) in the neuronal cell line SH-SY5Y cells has been shown to infl uence 
neurite initiation induced by insulin-like growth factor-1  (122) . Heat shock protein over-
expression has been shown to protect primary neuronal cells from apoptosis induced by nerve 
growth factor (NGF) withdrawal or by exposure to retinoic acid ( 123  ,  124 ). Transfer of human 
Cu/Zn superoxide dismutase (SOD) protects dopaminergic neurons against damage by 
6-hydroxydopamine  (125) . Lastly, pertinent to neurotoxicology, over-expression of the Parkinson’s 
disease-associated protein, alpha synuclein, and its mutant forms has been shown to be toxic to 
neurons in culture and has been shown to increase the sensitivity of these neurons to apoptosis 
induced by the pesticide dieldrin  (126) . These and other such examples of relevance to neuro-
toxicology discussed in a later section, show that gene over-expression studies offer novel ave-
nues to address the toxic mechanisms of compounds and their molecular targets in a way that 
was not possible without the use of genetic modifi cation. Prior to the advent of genetically 
engineered cells, such studies depended on the availability of naturally isolated cell variants 
from human and animal sources that were obtained perchance by serendipity or isolated from 
diseased animals or humans (such as rat PC12 cells or human SH-SY5Y, discussed earlier under 
“Utility of in vitro models” on p. 3) and hence their applications are of limited in scope. Genetic 
manipulation of cells through the techniques described above affords the controlled and 
graded alteration of expression level of the protein under study that permits the design of more 
meaningful experiments with appropriate parallel controls.  

  Interference with Gene Expression or Function 
 Complementary to over-expression studies, inhibition of specifi c gene function in cultured 
neurons or neuronal cell lines offers a powerful tool for the study of gene function and the roles 
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specifi c genes play in the cell’s response to toxicants. Gene function can be inhibited by two 
broad mechanisms that produce a reduction of activity of the targeted endogenous gene. While 
achieving the same end, ablation of gene function, these methods differ greatly in the in their 
mechanics. The earlier of the two, termed “dominant negative expression,” was developed based 
on the observation that the function of endogenous proteins can sometimes be disrupted by 
over-expression of mutant forms of the protein, resulting in a mutant cell phenotype. A signifi cant 
number of such dominant negative proteins with specifi c applications to neuroscience have 
been described  (103) . The mechanism of action of dominant negative mutant proteins results 
from their binding to key targets of their normal counterparts resulting in little or no function-
ality of the complex. Similarly, the dominant negative protein may incorporate into multimeric 
complexes usually formed by their normal counterpart, rendering the multi-subunit com-
plexes, such as ion channels, inoperative. Dominant negative version of proteins can be cre-
ated through a variety of manipulations such as truncation, elimination of post translational 
medication sites (e.g., phosphorylation sites) either by deletion or point mutations and fusion 
of the protein to other proteins (103,127–130). 

 While dominant negative protein expression provided a novel strategy to study gene 
function, it is rather laborious from the perspective of designing and characterizing a dominant 
negative protein mutant. Additionally, it is not at all clear that dominant negative can be engi-
neered for all proteins. In view of these limitations with the dominant negative approach and 
the recent emergence of RNA interference technology for inhibition of gene function, its use has 
decreased signifi cantly. However, the dominant negative effect should be considered as a 
possible phenomenon when interpreting the results of experiments where mutant versions of 
protein are used as controls for their native counterpart. 

 About a decade ago, in a set of ground breaking experiments, it was observed that intro-
duction of double stranded RNA representing the sequence of genes into a whole range of 
species from plants to worms to fl ies, resulted in the specifi c suppression of the expression of 
the homologous gene, through the phenomenon dubbed as RNA interference or RNAi ( 131  ,  132 ). 
Frustratingly, this phenomenon could be demonstrated to work in most cells from most spe-
cies other than vertebrates. This is because vertebrates mounted an interferon response when 
exposed to double stranded RNA, leading to cytotoxic consequences. It was soon discovered 
that this phenomenon of RNA interference worked in vertebrate cells, notably in mammalian 
cells, if the size of the double-stranded RNA was restricted to 18 to 21 nucleotides. This short-
ening permits RNA interference without eliciting an interferon response  (133) . Since this 
breakthrough discovery, a new fi eld of research based on short interfering RNAs (siRNAs) has 
emerged with a growing number of research publications using the technique and a host of 
commercial vendors supplying siRNA reagents against practically every gene in the genome 
of wide range of species. siRNAs (short interfering RNAs) are believed to inhibit the expres-
sion of their homologous genes by either causing the degradation of the cognate mRNA or by 
inhibiting the translation of the mRNA into protein or both. 

 While space does not permit a detailed description of the siRNA technology, current sci-
entifi c literature is replete with reviews that expound on the benefi ts and the caveats of this 
technology ( 133–  135 ). Briefl y, siRNAs can be delivered to a cell in culture by two methods. In 
the fi rst method, chemically synthesized short double-stranded RNA molecules 18 to 21 nucle-
otides in length can be added to the cell culture to obtain specifi c inhibition of the correspond-
ing genes. A fraction of the RNA from the extracellular space is taken up by the cell to cause 
specifi c inhibition of expression of the message cognate to the siRNA. Nucleic acids, owing to 
their charged nature, do not permeate cells easily. This necessitates the addition of high concen-
trations (high micromolar) of the siRNA, often with other facilitating chemical agents. The high 
concentration used often leads to off-target effects and other toxicities. Further, the effects of 
exogenously added siRNA are often transient prohibiting long-term analysis of gene suppres-
sion. Nonetheless, this approach has great value because of its ease and rapidity and has been 
used extensively to validate hypotheses. 

 An alternative to the use of exogenous RNA is the introduction of DNA constructs encod-
ing the siRNA into cells. Stable integration of the siRNA construct into the genome of the cells 
produces long-lasting inhibition of the function of the cognate gene. Typically, the short RNAs 
are expressed as hairpins (short hairpin RNA:shRNA) from the transfected DNA that, upon 
intracellular expression, are processed by the cell’s biochemical machinery to form double 
stranded siRNA similar to the moieties internalized upon external addition of synthetic double-
stranded siRNA. In this case, however, the expression from the transfected DNA can be 
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 longer-lasting and permits the study of long-term consequences of inhibition of specifi c 
genes ( 134  ,  136 ). Of note is the fact that lentiviral vectors described in the previous sections is a 
powerful delivery vector for shRNA application and affords the regulation of the expression of 
the shRNA through inducible promoters ( 89  ,  137 ). Within the last fi ve or so years, the siRNA 
technology has burgeoned into an industry with several vendors supplying siRNAs to practi-
cally every protein coding gene in the human and mouse genomes. Algorithms for selection of 
the target site within the target mRNA and modifi cations to the siRNA to improve their effi cacy 
have been developed. High throughput methods for functional genomics based on loss of func-
tion and phenotypic suppression by siRNA have been developed ( 134  ,  136 ). In addition to their 
use in research, several biotechnology companies are engaged in the development of siRNA as 
drugs for specifi c diseases. However, the diffi culties with the systemic delivery of the siRNA 
drug through the biological barriers at the organism level and cellular level remains one of the 
major roadblocks to the fruition of siRNA therapeutics  (138) . 

 Both approaches of delivering siRNA to cells are currently used primarily based on the 
duration of inhibition required in experimentation. As the RNAi-based gene knockdown has 
become a routine component of in vitro neurobiological research, key examples of siRNA 
approaches to neurons are too numerous to review here, but a few salient examples are as fol-
lows: Krichevsky and Kosik  (135)  demonstrated that RNAi could be applied to primary neu-
ronal cultures and demonstrated the knockdown of MAP2 expression. Calabrese and Halpain 
 (139)  showed that knockdown of endogenous MARCKS using RNAi reduced spine density 
and size in hippocampal neuronal cultures. Willard et al.  (140)  showed that siRNA-mediated 
knockdown of RGS12 expression also inhibits NGF-induced axonal growth in dissociated  cultures 
of primary dorsal root ganglia neurons. 

 Exogenous siRNA methods have been used to deduce or confi rm proposed regulatory 
mechanisms and for the validation of putative targets of inhibition by chemicals, notably drugs 
 (141) . This approach is based on the premise that sequela of inhibition of a protein target by a 
drug or toxin would resemble the consequences of inhibition of the production of that protein 
using siRNA. While this approach has not been applied signifi cantly to toxicological studies, 
the siRNA approach represents a powerful tool for mechanistic studies in in vitro toxicology 
where the hypothesized mechanism of action of a toxicant through a target protein can be 
simulated using siRNA against the gene transcript encoding the target protein. 

 As with all technologies, there are caveats to be borne in mind with siRNA studies ( 142  ,  143 ). 
It is well established that the inhibitory activity of siRNAs are variable ranging from no effect to 
>90% inhibition of the target; it is rare that 100% inhibition of the target is ever achieved as would 
be the case with a gene knockout (hence “knockdown”). siRNAs targeting different regions of 
the same target mRNA show differing effi ciencies  (144) . Accordingly, it is necessary to test sev-
eral siRNAs to identify an acceptable moiety. While mismatched (generally sequence scrambled) 
siRNA at the same concentration as the experimental version can be used to control for mass 
effects, it is always possible that the control RNA might affect another mRNA target in the cell. 
Chief among the diffi culties in the application of siRNA are the off-target effects of the siRNAs 
directed against a specifi c target mRNA as well as global effects on the cell, primarily interferon 
response. These effects have been observed in experiments where the siRNAs are applied exog-
enously to the cells as well as when they are expressed endogenously in the cell using expression 
vectors. While the algorithms for the design of siRNAs are designed to minimize off target effects, 
it is critical to experimentally rule out off-target effects by use of two to three siRNAs directed to 
different sites within the same mRNA  (144) . Although the interferon response characteristic of 
vertebrate cells is minimized by the use of short siRNAs of 20 to 23 base-pair length, several stud-
ies have reported the activation of interferon response even with the small RNAs. Recent studies 
show that induction of the interferon response varies with both the length of the RNA as well as 
the cell type being treated  (145) . Thus, in experiments with siRNA, measurement of interferon 
response induction should be performed ( 143  ,  145 ). Several commercial kits are available to 
 measure interferon response using polymerase chain reaction (PCR) based assays. 

 While the siRNA methodology serves a powerful tool to analyze gene function in neurons, 
it would be inappropriate to omit the discussion of the centrality RNA interference phenomenon 
to cell biology because of its emergence as a newest frontier in biology. Although siRNA was 
discovered accidentally and developed as a research tool, it has become obvious that nature 
upstaged man and used the RNA interference as a regulatory phenomenon through much of 
the evolutionarily history of eukaryotic organisms. Since the detailed study of genomes of 



MOLECULAR APPROACHES TO IDENTIFY SPECIFIC MODES OF ACTION FOR NEUROTOXCITY IN VITRO 15

eukaryotes began, it has been assumed that much of the genome, except the DNA regions 
encoding proteins and regions regulating their production, was “junk.” However, it was known 
that much of this “junk DNA” is transcribed to produce RNA  (146) . At least a fraction of this 
RNA is comprised of what is now recognized as microRNA (miRNA) that is now believed to 
be a vital to regulation in the eukaryotic organism through mechanisms analogous to that of 
siRNAs  (131) . Several miRNAs have been implicated in the development and maintenance of 
the nervous system ( 147  ,  148 ). This is an unfolding area of biology whose full impact is yet to be 
felt. The possibility that a mammalian cell contains large classes of regulatory RNA is not 
inconceivable. Thus, it is possible that toxicants could elicit their adverse effects by interfering 
with miRNA production and metabolism.  

  Expression of Fluorescent Reported Proteins 
 The discovery of fl uorescent reporter proteins from marine organisms, fi rst green fl uorescent 
protein (GFP) and subsequently GFP variants covering the entire visible spectrum, have 
advanced the study of cell biology, including that of neuronal cells into a new dimension (75,149–
151). Ectopic expression of these proteins is achieved through the transfer of DNA encoding 
them. Cells expressing the fl uorescent proteins (FPs) can be visualized for periods extending 
days under a microscope without the need to irreversibly fi x the cells and hence permit the real-
time monitoring of cellular events  (149) . The applications of the fl uorescent proteins fall into two 
different categories:  (i)  as makers of cell type specifi city and event timers and  (ii)  organelle mark-
ing and protein-protein interactions. While the focus here is on the use of FPs as reporters, it 
should be recognized that prior to the advent of FPs, a number of other reporters such as fi refl y 
luciferase,  E. coli  beta galactosidase and others with enzymatic activities were used very success-
fully as reporters in in vitro studies, primarily to monitor alterations in the activities of promot-
ers of interest. In contrast to FPs that produce stoichiometric readouts (proportional to the amount 
of fl uorescent protein) and hence are less sensitive, the enzymatic reporters are catalytic and hence 
provide a greater sensitivity and dynamic range to measurements  (152) . 

 Fluorescent protein expression driven by either a cell-type-specifi c or developmental 
stage-specifi c promoters respectively permits the identifi cation of cell types or their stage in 
development. FPs driven by promoters encoding synaptic proteins such as synapsin ( 68  ,  153 ) or 
post synaptic density protein 95 (psd95)  (154)  for instance, are expressed exclusively in neu-
ronal cells, while FPs linked to the glial fi brillary acidic protein (GFAP) promoter are restricted 
to glial cells  (155) . Neuronal cell types could be further distinguished and studied by this 
approach, if promoters specifi c to those cell types could be identifi ed and engineered. For 
instance, there are several promoters described that drive genes involved in neurotransmitter 
production and these would be specifi c for that particular class of neurons  (103) . A GFP pro-
tein inserted into the chromosomal tau gene coding sequences resulting in the expression of a 
GFP-tau fusion protein has been used to follow the differentiation of stem cells into neurons 
 (156) . When expressed in neuronal cells, FPs fi ll the entirety of the cytoplasmic and nucleoplas-
mic space within the neuron including long axonal processes and therefore provide a conve-
nient and vivid method to assess changes in cell morphology caused by toxicants and other 
agents. Such experiments can be performed using dispersed neuronal cells or in explants such 
as brain slices using gene delivery approaches described in the previous sections ( 78  ,  79 ). 

 The timing of appearance of FP expression can also be monitored as a real-time marker 
of the differentiation process as exemplifi ed in their application in timing the differentiation of 
stem cells. Differentiation of pluripotent stem cells into cells of various lineages is accompa-
nied by expression of lineage-specifi c genes. Expression of fl uorescent proteins under the con-
trol of lineage-specifi c gene promoters “reports” the specifi c stage in the differentiation 
process ( 68  ,  156 ). Multiplexing fl uorescent proteins with distinct excitation/emission spectra 
 permit the expression of different colored proteins under differentiation-stage-specifi c or 
 lineage-specifi c promoters, permitting the real-time visualization of unfolding of developmental 
events  (157) . This is a task easily achieved using lentiviral vectors, which can deliver multiple 
genes sequentially or simultaneously  (99) . This approach is of particular signifi cance to neuro-
toxicology, particularly to developmental neurotoxicology, as differentiation of pluripotent 
human stem cells into neuronal lineages has been proposed as system for screening develop-
mental neurotoxicants ( 59  ,  158 ). It is germane to note here that transgenic mouse strains 
expressing FPs in specifi c subsets of neurons have been established permitting the study of 
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neuronal cells in dispersed cultures derived from animals treated with drugs or toxicants 
in vivo ( 159  ,  160 ). More recently, transgenic mice with different populations of neurons labeled 
with different FPs have been generated  (161)  and the neuronal cells obtained from these mice 
will likely aid the parallel real-time studies of mixed neuronal populations in vitro. 

 While the FPs in their free form are useful in themselves, their ability to maintain their fl uo-
rescent properties when fused to other proteins has provided powerful avenues to study protein 
localization and protein-protein interactions in cells including neurons ( 162  ,  163 ). With the judi-
cious choice of the fusion partner, orientation (N- vs. C-terminus) and point of fusion between the 
two proteins, it is possible to maintain the functionality of the protein fused to the FP. While opti-
mization of these factors must be performed empirically, once constructed, such fusion proteins 
are powerful tools for the real-time study of protein dynamics and localization within cells  (163) . 
A large number of studies using neuronal proteins such as receptors  (164) , synaptic pro-
teins ( 154  ,  165 ), and structural proteins  (166)  fused to GFP have enabled real time analysis of neu-
ronal physiology in vitro, providing information on localization, physiological dynamics, and 
traffi cking. However, it is always advisable to confi rm these fi nding by other techniques such as 
immunolocalization to ensure that the fusion protein behaves like its native counterpart. The suc-
cessful application of the fusion protein technology in the last several years shows that these fusion 
proteins and the cell lines expressing them can be very valuable tools in the study of mechanism 
of action of toxicants. We have engineered PC12 cells  (167)  to express a tau-GFP fusion for use in 
real-time assays of neurite outgrowth to measure effects of putative developmental neurotoxicants 
on this process . Fusion of GFP with a fragment of the tau proteins  (166)  enhances the localization 
of tau-GFP fusion to the neurites enabling their accurate visualization and quantifi cation. 

 The availability of multiple FPs overlapping the excitation and emission spectra have 
enabled the study of protein co-localization and protein-protein interactions in real-
time ( 162  ,  168  ,  169 ). Functional fusion proteins derived using two distinct FPs permit the detec-
tion of their proximity in cells through fl uorescent resonance energy transfer (FRET). When the 
fusion proteins are separated spatially, they emit at their characteristic emission frequencies 
when excited at their respective excitation frequencies. However, when the fusion proteins are in 
close proximity, in the order of 5 nm  (168) , the emission of the fi rst FPs (in response to its excita-
tion wavelength) acts as the excitation for the second FP, resulting in non-radiative energy trans-
fer and emission at the wavelength characteristic of the second, recipient FP. This technique has 
been used to design a number of real-time in vitro assays ( 170  ,  171 ) and has found application in 
neurotoxicity studies such as that of the potent neurotoxin botulinum toxin  (172) .   

  GENOMICS, PROTEOMICS, METABOLOMICS 
 The last decade has seen the emergence of a group of technologies all with the suffi x “-omics” 
that aim at parallel/global analysis of multiple biochemical processes in cells that are very rel-
evant to the fi eld of toxicology  (173) . These include but are not limited to: transcriptomics, the 
comparison of mRNA levels (often used interchangeably with genomics); proteomics, the com-
parison of protein levels; and metabolomics, the comparison of metabolites present in cells. The 
-omics technologies, particularly transcriptomics and proteomics, are well suited to in vitro 
studies as opposed to in vivo studies because of the degree of control the experimenter can 
exert over the cellular environment. Furthermore, unlike in vivo situations where tissues rep-
resent a mixture of cell types showing varying response to treatments, enriched populations 
used in in vitro studies provide data relevant to the particular cell type. We should note how-
ever, that although laborious, there are techniques such as laser capture microdissection that 
permit the isolation of specifi c cell populations from tissues generated in in vivo studies  (174) . 
One of the major benefi ts of the -omics techniques is the ability to compare the global patterns 
of changes produced by similar or related treatments. The two major objectives of the -omics 
approaches are:  (i)  identifi cation of correlative biomarkers/signatures of disease, exposure, effect, 
or genetic susceptibility and  (ii)  hypothesis generation of causation for further investigation of the 
origins of diseases or mode of action of toxicants. 

  Genomics/Transcriptomics 
 Transcriptomics is the earliest of the -omics technologies that has now been largely reduced to 
highly automated “chip” based systems for parallel comparisons of the relative levels of 
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 thousands of mRNAs in cells subjected to different treatments, such as exposure to growth 
 factors or toxicants ( 175–  177 ). Cells respond to their environment by altering protein expression 
primarily through changes in expression of mRNAs. mRNAs are isolated and used to gener-
ate fl uorescent dye-linked complimentary DNAs (cDNAs), which are then quantifi ed by the 
degree of hybridization to small single-stranded DNA probes arrayed on solid-matrix chips 
(microarrays) using imprinting techniques such as photolithography, wherein each probe is 
specifi c for a particular gene. Due to the large number of data points generated using this tech-
nique, the procedures are highly automated at the wet lab and in silico levels and the evalua-
tion of microarray data is laborious and complicated. Several competing procedures for data 
analysis have been developed and each differs with the particular algorithms used. Nonetheless, 
microarray data is useful for generating lists of genes whose mRNAs are up- or down- regulated 
in response to changes in cellular environment. Examination of the gene lists for clustering of 
the altered genes by function or pathways allows researchers to postulate hypotheses regarding 
the mode- or mechanism-of-action of the environmental stimulus  (178) . 

 Transcriptomics is a relatively mature -omics technology that has been used extensively 
in the last fi ve or so years and several in-depth reviews discussing the technology itself and 
the methods of analysis have appeared. Originally started in individual laboratories, the tech-
nology has become an industry with several platforms competing for primacy  (179) . To 
address platform-dependent and operator-dependent variability which confounded the 
reproducibility of microarrays  (180) , a global consortium MicroArray Quality Control (MAQC) 
was formed  (181) . Minimum Information About a Microarray Experiment (MIAME) stan-
dards that should enable the harmonization of data obtained under different conditions have 
been proposed  (182) . Applications, extensively to cancer but also signifi cantly to other area of 
biology in vitro and in vivo, have been described. An exemplary and successful application of 
microarrays from an in vitro research perspective is the analysis of the genomic profi le of a 
panel of 60 cancer cell lines (NCI60) of different pathological origin  (183)  and their response 
to a library of thousands of compounds ( 184  ,  185 ). This effort showed that expression patterns 
could be correlated with the histological origin of the cell line, and could also be used to iden-
tify pathways predominantly active in a tumor type. The chemical screening also provided 
information on the tumor type specifi c action of compounds, suggesting cancer-specifi c thera-
peutic approaches. More recently in 2007, FDA has approved the microarray-based cancer 
diagnostic test, MammaPrint, for determining the metastatic potential of breast cancers  (186) . 
Relevant to neuroscience, microarray analysis has examined the transcriptional changes asso-
ciated with the differentiation of stem cells into neurons, providing stage-specifi c landmarks 
 (187) . Since trasnscriptomic analysis is a relatively mature fi eld, several articles reporting its 
application to neurotoxicology have appeared in the past fi ve years; these are described in a 
later section below. 

 Despite the power of the technology there are several issues that need to be considered 
when employing microarray analysis. The cost of the array chips and analysis technology ren-
ders microarray assays impractical for large experiments covering multiple doses and time 
points. Thus, microarray analysis is restricted to obtaining a “snap shot” at a limited set of time 
points or doses of a dynamic process of mRNA metabolism  (188)  that can yield an entirely dif-
ferent picture if the dose and time parameters are altered. Typically, before the generation of 
hypotheses, the mRNA changes observed in the microarray experiment are confi rmed using 
complementary and more focused techniques such as quantitative PCR (qPCR) that may be 
relatively more reliable and cost-effective  (189) . Several qPCR-based commercial kits have also 
recently appeared permitting the study or smaller, defi ned gene sets related to an organ or a 
process or a pathway at higher reliability and lower noise and cost compared to the gene chips 
that interrogate thousands of genes. It should also be noted that depending on the nature of 
the question addressed, the analysis of microarray data can be very mathematically 
involved ( 190  ,  191 ). Therefore microarray experiments should be performed with questions 
clearly defi ned and the analysis procedures chosen carefully. 

 One of the advantages of the in vitro genomics studies is the ease with which hypothesis 
generation as well as validation can be conducted relative to similar studies performed in vivo. 
The homogeneity of the cell samples and the ability to control the culture conditions and doses 
result in reproducible data which can permit effi cient generation of mode of action (MOA) 
hypotheses. Validation of the hypotheses, leading to MOA information can be performed using 
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genetic manipulations such as the gene over-expression and gene-silencing techniques 
described in detail in the earlier sections. Thus in vitro systems provide ideal substrates for 
genomic analysis to generate MOA information that can then be compared with in vivo genomics 
data to facilitate risk characterization.  

  Proteomics 
 While changes in the transcriptome of a cell generally result in changes in protein levels of the 
altered transcripts, the correlation between mRNA levels and the level of the proteins trans-
lated from them are not equivalent. Levels of a protein in a cell are infl uenced by factors such 
the level of its mRNA, mRNA stability, mRNA sequestration, translational effi ciency, and the 
degradation rate of the protein  (188) . Additionally, a single pre mRNA can encode multiple 
protein isoforms through alternative mRNA splicing  (192)  which can be extreme for some genes 
 (193)  and also through the use of internal start codons  (194) . Furthermore, proteins undergo 
extensive posttranslational modifi cations such as proteolysis, glycosylation, phosphorylation, 
and others that control and/or profoundly alter their biological activities. Some modifi cations 
such as phosphorylation and acetylation are reversible and hence dynamic, strongly affecting 
the physiology of the cell ( 195  ,  196 ). This diversifi cation of function at the protein level is not 
refl ected at the mRNA level. Thus, it is believed that direct comparison of protein isoforms and 
their levels might provide more relevant information regarding the state of a cell than the mea-
surement of their mRNA levels. Therefore proteomics forms a powerful technology for the 
study of biology  (197)  and toxicology  (198) . 

 As proteins are composed of twenty amino acids, proteins exhibit a greater structural 
diversity than RNA, which is composed of only four bases. Thus the separation and identifi ca-
tion of the protein complement of a cell poses a greater technical challenge than measuring 
mRNA levels. However, in the last few years there have been spectacular developments in 
proteomic methodologies such as two dimensional electrophoretic techniques, protein-labeling 
techniques, and mass spectrometric techniques to make proteomics studies reproducible and 
meaningful  (196) . A major advance in the reproducibility of two-dimensional electrophoresis 
through the development of two-dimensional differential gel electrophoresis (2D-DIGE) using 
a multi-dye system has led to rapid advances in the fi eld ( 199  ,  200 ). Differentially expressed 
proteins detected by DIGE are sequenced using mass spectrometric techniques to identify the 
protein ( 201  ,  202 ). A technique that is particularly suited to proteomics of in vitro systems the 
differential labeling of cellular proteins with a heavy stable isotope followed by analysis by 
mass spectrometry, thus allowing the parallel comparison of the two proteomes  (202) . Because 
of the large numbers of posttranslational modifi cations in proteins and the special approaches 
need to study each of these, the fi eld of proteomics is now splitting into subspeciality areas 
such as phosphoproteomics and glycoproteomics. The application of proteomics to the study of 
biology is only beginning to emerge and the application of this technique to the study of 
 neurotoxicology is in its infancy, but has great potential  (203) .  

  Metabolomics 
 The rationale of metabolomics is that the action of thousands of genes and their protein products 
(30,000–100,000) are refl ected at a cellular level in a much smaller number (a few thousands) of 
cellular metabolites. Therefore, changes in the levels of these metabolites represent the sum 
total of the actions of genes/proteins. Metabolomics analysis is currently focused primarily on 
in vivo studies, where body fl uids such as serum, urine, or saliva, etc., are profi led for metabo-
lites using mass spectrometric and nuclear magnetic resonance techniques  (204) . Such analysis 
is aimed at matching metabolite profi les to disease, drug treatment or environmental exposure 
 (205) . While powerful at a whole organism level, metabolomics is less-suited to in vitro studies 
because of the small molecule-rich media used in cell cultures and the diffi culty in isolating the 
intracellular metabolites of a cell without causing signifi cant alterations due to technical manip-
ulations  (206) . However, developments are occurring in this fi eld for successful application of 
metabolomics to microbial and mammalian cell bioengineering  (206) . Despite the demonstrated 
advances in the application of this technology at the organism level, the utility of metabolomics 
in vitro neurotoxicology are only beginning to emerge  (207) .   
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  APPLICATIONS IN NEUROTOXICOLOGY 
 Recent advances in the molecular techniques discussed in the previous sections are already 
propelling research to identify modes of action in neurotoxicology. This section will review 
recent literature highlighting the utility of the previously described molecular techniques in 
uncovering toxicant modes of action. 

 Little has contributed as much to the recent understanding of toxicity mechanisms as 
functional gene analysis through such techniques as gene over-expression and targeted 
gene perturbation by siRNA knockdown, dominant negatives, and pharmacological 
agents. Used collectively, these techniques have allowed investigators to study the roles of 
specific genes and their gene products in neurotoxicity. Generally, studies have focused on 
identifying protective gene products by demonstrating how their over-expression can 
reduce the effects of neurotoxicants. Conversely, perturbation of these protective genes 
renders cells more sensitive to toxicant exposure. A recent study by Lee et al.  (208)  showed 
that over-expression of HO-1 increased reactive oxygen species (ROS) formation and cell 
death in mouse neuronal MN9D cells exposed to the commercial polychlorinated biphe-
nyl (PCB) mixture, Aroclor 1254; additionally, HO-1 inhibition by RNAi knockdown 
blocked Aroclor 1254-induced ROS production and cell death. These results indicate that 
HO-1, an antioxidant protein that usually confers protection against electrophilic toxi-
cants, can in some instances actually facilitate ROS-mediated toxicity. Overexpression of 
the yeast mitochondrial complex I subunit nicotinamide adenine dinucleotide dehydroge-
nase (NDI1) protected human epithelioma SK-N-MC cells from the toxic effects of rote-
none, a powerful complex I inhibitor that produces a Parkinsonian syndrome in rats  (209) . 
In this case, the protective effect of NDI1 overexpression supports the mitochondria- 
specific mechanism that has been postulated for rotenone. Stable overexpression of free 
radical scavenging enzyme SOD-1 in murine N9 microglia decreased superoxide and nitric 
oxide production after lipopolysaccharide treatment; the altered ROS production reduced 
the ability of the N9 microglia to induce toxicity with co-cultured neurons  (210)  and these 
results could be reversed by inhibition of SOD-1 with disulfiram. Ectopic expression of 
neuroglobin, a vertebrate globin that protects against neuronal hypoxia and cerebral isch-
emia, rendered murine cortical neurons resistant to the toxic effects of the excitatory amino 
acid N-methyl-D-aspartate as well the Alzheimer’s disease-related peptide A β   (211) . 

 As discussed earlier, over-expression experiments have caveats that often make interpre-
tation using over-expression data alone problematic. The primary concern with over-expression 
analysis is that high levels of ectopic expression of a specifi c gene product will alter normal 
cellular function, creating a model that bears little resemblance to the actual biology in question. 
One of the more impactful gene analysis methods that has helped alleviate this concern with 
over-expression analysis is target gene knockdown 

 Dominant negative mutants, as discussed previously, provide a useful tool to inter-
fere with normal gene function. The utility of dominant negative mutants stems from the 
partial functionality retained by the mutant. Newhouse et al.  (212)  used constitutively 
active MKK3, MMK4, and c-Jun dominant negative mutants to delineate which mitogen-
activated protein kinase (MAPK) signaling cascades were involved with rotenone-induced 
apoptosis in SH-SY5Y cells. c-Jun and c-Fos dominant negatives were used in another study 
to examine the role of jun N-terminal kinase (JNK) signaling in thimerosal-mediated apop-
tosis in SK-N-SH cells  (213) . Expression of a dominant negative mixed lineage kinase 3 
(MLK3) mutant attenuated the cytotoxicity of MPP+ in SH-SY5Y cells, revealing a protective 
role for MLK3/JNK pathways  (214) . 

 As discussed earlier, creation of dominant negative reagents is an arduous and often 
chancy task, and hence this approach is being supplanted by knockdown techniques using 
siRNA. Gene knockdown techniques, especially those using RNA interference that reduces the 
cell’s capacity to express a particular gene product, allow researchers to systemically target 
components of pathways thought to be critical in the mechanism of action. The targeted knock-
down of HO-1 using RNAi in the report by Lee et al.  (208)  has already been mentioned. In 
another study, siRNAs were used to inhibit expression of specifi c Bcl-2 family members to dis-
cern the role each member contributed to paraquat-induced cell death using human SK-N-SH 
cells  (215) . It was revealed that siRNA-mediated knockdown of BNip3, Noxa, and Bak pro-
tected cells from the effects of paraquat treatment, suggesting these Bcl-2 family members 
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played a role in paraquat-mediated apoptosis. Antisense inhibition of the p53-activated gene 
PAG608 abated toxicity in methamphetamine-treated PC12 cells, suggesting a role for the p53 
pathway in methamphetamine-induced neurotoxicity  (216) . Novitskya at al.  (217)  recently 
showed that targeted knockdown of endogenous prion protein (PrPc) abolished the toxic effect 
of recombinant mammalian prion protein (rPrP) in human SH-SY5Y cells, indicating a role for 
endogenous PrPc in prion-mediated toxicity. 

 Microarray technology provides researchers with a tool to quantify the simultaneous expres-
sion of thousands of genes. This has helped advance neurotoxicology in at least three important 
ways. First, microarray technology has increased our understanding of specifi c gene expression 
patterns associated with neurological diseases. Identifi cation of key genes associated with neuro-
logical diseases provides insights into the mode of action for toxicants that elicit similar adverse 
health effects. A classic example of the overlap between neurological disease and neurotoxicity is 
that of the heroin analog 1-methyl-4-phenyl-1,2,5,6-tetrahydropyridine (MPTP) and Parkinson’s 
disease. MPTP targets the dopaminergic neuron of the substantia nigra; these same neurons are 
degenerated in Parkinson’s disease. Secondly, microarrays help illustrate how gene expression 
patterns change after exposure to toxicants, an application referred to as toxicogenomics. Altered 
gene expression patterns often highlight cellular pathways affected by a particular toxicant. 
Affected pathway components may be the targets of toxicity, such as cellular metabolism pathway 
components, or that are activated in response to toxicant exposure, such as heat shock response. 
Toxicogenomic data can thus be used to identify toxicant modes of action as the understanding of 
the pathways linked to regulating cellular activities increases. Lastly, gene expression changes 
identifi ed using microarray experiments can be useful as biomarkers of exposure  (218) . 

 Toxicology as a fi eld has not fully exploited microarrays due to a variety of factors such 
as cost, lack of familiarity with the required techniques, and diffi culties with data analysis. 
However, there have been several studies using microarrays to analyze toxicity-induced 
changes in gene expression using cells derived from the nervous system. Gene expression pro-
fi ling using primary human astrocytes highlighted that manganese chloride, long known to 
induce neurotoxicity, stimulated the interferon- γ  infl ammatory pathway, induced oxidative 
stress responses, and stymied cell cycle progression  (219) . Using microarray data from immor-
talized rat astrocytes, Bouton et al. identifi ed several genes activated in response lead exposure, 
namely stress-responsive genes such as GFAP and heat shock protein 70  (220) . A study using 
the MPTP-treated PC12 cells revealed several pathways likely to be involved in MPTP toxicity 
including oxidative stress, DNA and protein damage, cell cycle arrest, and apoptosis  (221) . A 
similar study using mouse dopaminergic neuronal MN9D cells also showed a role for oxidative 
stress, cell cycle arrest, and apoptosis in MPTP-induced toxicity but also suggested that cellular 
metabolism and iron homeostasis may also be disrupted by MPTP  (222) . 

 Proteomics is a relatively new fi eld compared to genomics but recent work has highlighted 
the promise of proteomics in neurotoxicological research. Zhou et al.  (223)  used quantitative pro-
teomics techniques to identify proteins involved in microglial activation following MPP+ expo-
sure in rat primary neuron-microglia mixed cultures. Another study probed for proteins targeted 
by methylmercury exposure in mice cerebellar granule cells  (224) . The use of proteomics in neu-
rotoxicology research will surely increase as the power of the applications develops. Mapping 
post-translational modifi cations, which have impact on protein stability, structure, and function 
are of keen interest to researchers interested in toxicant mechanisms of action. Protein expression 
profi ling provides information about changes in quantity and pattern of protein expression result-
ing from toxicant exposure. Finally, a proteomics technique that isolates protein complexes for 
component identifi cation known as protein network mapping would allow toxicologists to study 
how toxicants affect protein-protein interactions leading to cellular dysfunction  (198) . 

 Metabolomics emerged later than proteomics and while best suited to in vivo studies, 
applications to in vitro neurotoxicology studies are emerging. For instance van Vliet et al.  (207)  
examined the alterations in the metabolomic profi le of primary rat neuronal cells induced by the 
neurotoxicant, methyl mercury, raising the possibility that gamma-aminobutyric acid, choline, 
glutamine, creatine, and spermine could serve as metabolite biomarkers for methylmercury 
action. It is not unrealistic to anticipate that other studies in this vein would be forthcoming and 
will help expand the application of metabolomics to in vitro neurotoxicology with the simulta-
neous measurement in appropriate cell types of alterations in neurotransmitters, neuropeptides, 
and other metabolic markers of neurotoxicity.  
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  INTRODUCTION 
 With the advent of microarray technology, the generation of a million data points from a single 
experiment is now commonplace. However, this explosion of data generation has not auto-
matically equated to novel biological insights into neurotoxicology. Signifi cant advancements 
since the initial introduction of microarray technology have come at the data generation stage 
through large-scale collaborations between industry, government, and academia. Signifi cant 
advances at the data analysis stage have been made as well, in the form of novel computational 
and bioinformatic methods; yet, a consensus on the most appropriate method(s) for a given 
experimental design has not been reached. This chapter will provide a brief overview of 
microarray technology, its current applications in neurotoxicology research, common problems 
encountered with microarray data analysis, and novel methods developed for assessing the 
biological relevance of results from microarrays.  

  MICROARRAY TECHNOLOGIES IN NEUROTOXICOLOGY RESEARCH 
 Microarray technology evolved from the Southern blot, which detects the presence of specifi c a 
DNA sequence by attaching a fragmented mixture of DNA molecules to a solid substrate and 
then probing, through hybridization, with a known gene or fragment  (1) . The microarray 
reversed the process by immobilizing known sequences and then probing with labeled unknown 
nucleic acids. This technique was expanded such that hundreds of known DNA fragments could 
be interrogated in a single experiment. The fi rst example was reported in 1987, when an array 
of complementary DNAs (cDNAs) was spotted onto fi lter paper to detect genes expression 
modulated by interferon  (2) . 

 Today, microarray technology has several applications. Microarrays can be used for 
DNA [e.g., in comparative genomic hybridization or single nucleotide polymorphism (SNP) 
analysis] or RNA [either messenger RNAs (mRNAs) or microRNAs (miRNAs)] analyses. In 
1997, the fi rst whole genome, that of  Saccharomyces cerevisiae , was captured on a microarray  (3) . 
Currently, microarray-based, genome-wide scans of gene expression and/or SNPs are possible 
for several species commonly used in neurotoxicology research, such as mouse, rat, monkey, 
and human. 

 Specifi c microarray applications examining genomic DNA include studies of copy number 
variation through comparative genome hybridization, genotyping of millions of SNPs, and 
analysis of transcription factor binding to specifi c DNA sequences isolated via chromatin 
immunoprecipitation (ChIP-chip). The genetic basis of a wide variety of neuropsychiatric 
disorders has now been tested using genome-wide screening techniques that interrogate large 
patient cohorts for quantitative trait loci ( 4–  7 ). 

 Detection of mRNA expression via microarray hybridization is often referred to as global 
gene expression analysis (whole genome analysis) or gene expression profi ling, and is currently 
the most widely used application of microarray technology. Since its inception, the popularity 
of the gene expression profi ling approach has grown enormously. In 2007, there were over 
200,000 datasets deposited in the two major gene expression microarray data warehouses GEO 
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and ArrayExpress ( 8  ,  9 ). Expression profi ling has now advanced to include transcriptional 
analyses where splicing patterns can be investigated using splice junction and exon tiling 
microarrays  (10) . In addition, microarrays are now being developed to also include examina-
tion of miRNAs  (11) . This chapter will focus on expression profi ling applications of microarray 
technology where neurotoxicological research and advancements in data analysis methods are 
widespread. 

  Brief Overview of Gene Expression Microarray Technology 
 The appeal of the expression profi ling array is simultaneous measurement of mRNA expres-
sion for tens of thousands of transcripts from a single biological sample. Indeed, the motivation 
is to use arrays to conduct unbiased assessments of the gene expression changes. At the incep-
tion of the technology, arrays were constructed by robotic spotting of cDNAs onto treated glass 
slides. This technology has generally been replaced by microarrays consisting of oligonucle-
otides. These oligonucleotides are either synthesized in situ on a slide, synthesized, and then 
spotted onto a slide, or synthesized on a bead and then deposited into microwells on a slide. 
No matter the type of microarray, databases of well characterized genes (e.g., RefSeq) and 
expressed sequence tags are used to select sequences complimentary to short segments of a 
gene for inclusion on the array. Oligonucleotide arrays have become the predominant technol-
ogy due to the higher density and thus more genes and different probes for different regions of 
a gene can be included on an array. 

 For mRNA expression analysis, the experimental steps broadly involve:  (i)  isolating the 
mRNA;  (ii)  converting it to a labeled copy (through a combination of reverse transcription and 
amplifi cation);  (iii)  hybridization to an array of known gene sequences in an addressable array; 
and  (iv)  signal collection, reduction, and analysis. In brief, mRNA is isolated from control and 
experimental samples, reverse transcribed to cDNAs, and then labeled with fl uorescent dye(s), 
and hybridized to the microarray. In a two color design, both the control and experimental 
sample is hybridized to the same array; whereas, in a one color design, the control and experi-
mental samples are hybridized to separate arrays. Due to the advances in technology which 
produce less costly, more consistent microarrays, the one-color experimental design has become 
the most common approach. After washing, the spot-bound fl uorescent dyes are excited by 
lasers of appropriate wavelengths to generate images. Images are then analyzed to quantify the 
signal within each spot. Background hybridization intensity is removed (via quantifi cation of 
mismatch probe binding, or measurement of signal intensity at “empty” addresses or negative 
control sequences). Therefore, the principal measurement is the signal minus the estimated 
background of each probe. Finally, a dataset of signal intensity measurements is generated 
usually expressed in a matrix whose columns correspond to samples and rows to genes. 

 Initially, microarrays were manufactured in-house using cloned polymerase chain reaction 
(PCR) products and led to data inconsistencies across users  (12) . Kothapalli et al. (2002) 
examined microarray data from two different systems  (13) . They reported inconsistencies in 
sequence fi delity for the spotted microarrays, variability of differential expression, low spec-
ifi city of cDNA probes, discrepancy in fold-change calculations, and lack of probe specifi city 
for different isoforms of a gene. In addition, Tan et al. (2003) examined gene expression mea-
surements generated from identical RNA preparations that were obtained using three com-
mercially available microarray platforms from Affymetrix, Amersham, and Agilent  (14) . 
Correlations in gene expression levels and comparisons for signifi cant gene expression 
changes in this subset showed considerable divergence across the different platforms. These 
initial inconsistencies have largely been addressed through a variety of efforts to improve the 
reliability of microarrays. For example, introducing standards for microarray experiments 
and for data analysis (Minimum Information About a Microarray Experiment; MIAME)  (15)  
establishing standardized RNA controls  (16) , and large scale collaborations between govern-
ment, academia, and industry to assure quality control [MicroArray Quality Control (MAQC) 
Project]  (17)  have all led to dramatically increased reliability and reproducibility of microar-
ray experiments. Recent studies comparing platforms across laboratories have concluded 
there is not a signifi cant advantage of any one commercial design, but that researchers should 
pick the platform based on their individual needs. Although not covered in detail in this 
chapter, we refer readers interested in comparisons across platforms to several important 
reviews on this topic ( 18  ,  19 ).  
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  Applications in Neurotoxicology 
 The two broad applications of microarray technology in neurotoxicology research are the 
discovery of patterns of expression that can:  (i)  classify toxicity phenotypes and predict disease 
or  (ii)  identify novel molecular targets of a toxicant. The fi rst use hinges on the hypothesis that 
mRNA expression can serve as an important classifi cation system for molecular pathology. 
Indeed, microarray data can serve as an important subclinical biomarker of pathology. Research 
in this area includes reports of patterns of genetic expression that predict new classifi cations of 
central nervous system embryonal tumors and gliomas ( 20  ,  21 ). Indeed, one of the fi rst bioinfor-
matics approaches to analyzing neurotoxicology microarray data [1-methyl-4-phenylpyridinium 
ion (MPP+) toxicity in PC12 cells] was published by Slikker and colleagues in 2005  (22) . These 
studies provided validity for the approach as the analysis identifi ed induction of oxidative stress, 
DNA/protein damage, cell cycle arrest, and apoptosis pathways as important sequelae to 
MPP+-induced neurotoxicity. A follow-up report extended these fi ndings in MN9D dopamin-
ergic cells  (23) . Additional neurotoxicology microarray studies include analysis of aryl hydro-
carbon receptor-induction of gene expression changes  (24)  and Aroclor 1254-mediated 
developmental neurotoxicology  (25) . 

 The second use, and the focus of this chapter, addresses the hypothesis that neuropatho-
logical phenotypes are created by networks of molecular interactions. Therefore, analysis of 
global transcriptional responses can help to build hypotheses of the molecular system, includ-
ing transcriptional regulation, signaling pathways, protein-protein, and protein–nucleic acid 
interactions, that are responsible for a particular phenotype. Most examples of microarray 
applications in systems biology are in non-mammalian systems such as regulation of the tran-
scriptional responses when yeast cells encounter nutrients or the yeast galactose-utilization 
pathway  (26) . The translation of these methods to the mammalian nervous system is progressing. 
For example, Yonan et al. (2003) developed hypotheses of gene networks mediating autism  (27)  
and Tropea et al. (2006) examined activity-dependent plasticity in the visual cortex  (28)  using 
bioinformatic evaluation of microarray results.  

  Primary Data Analysis Concerns 
 While the emphasis of this chapter is on the data analysis portion of microarray research, it is 
important to note the quality of the starting material will determine the success of any gene 
expression profi ling experiment. Indeed, experimental design and sample collection and pro-
cessing will frequently mean the difference between a successful experiment and a collection of 
uninterpretable data. 

 Some issues are of particular note. As we are focused, in the present context, on neuro-
toxicology, it is important to collect samples at a time point prior to frank cell death. Choose a 
condition at which altered gene expression is contributing to the pathology (as opposed to 
being the result of lost cells). With the widespread adoption of microarray technologies and the 
concomitant reduction in costs, it is no longer common practice to perform analyses on “pooled” 
samples. In fact, such practices deprive the investigator of potentially important insights into 
inter-individual variations. However, this does require that the experimental subjects or sam-
ples be processed in a consistent manner. Before hybridization, the quality of the RNA should 
always be verifi ed either by gel electrophoresis or commercial products such as the Agilent 
RNA 6000 Nano or Pico kits for the 2100 Bioanalyzer. For most institutional (and commercial) 
core facilities, this is a requisite fi rst step in determining whether to proceed with an array 
analysis on a given sample. 

 Developing methods that allow integration of previous research is an important area of 
growth. As mentioned above, repositories of microarray datasets are growing. Combined anal-
ysis of datasets as well as determining the biological context of results requires development of 
novel computational models to identify mechanisms of biological processes by integrating 
diverse sets of experimental data. Growth in this area of research has been initiated particularly 
in organisms where high throughput perturbation analyses are possible, including  S. cerevisiae , 
 Caenorhabditis elegans , and  Strongylocentrotus purpuratus  ( 29–  33 ). However, fi nding and quanti-
fying networks from datasets in mammalian species, particularly in the heterogeneous tissues 
of the brain, has been challenging. In fact, one of the most critical issues is the data require-
ments of current network based methods. The following sections will provide an overview of 
methods currently used at each step of microarray data analysis, starting with image analysis, 
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normalization, and determination of differential expression. Next, methods for linking results 
with previous research will be discussed. Finally, approaches for developing novel hypotheses 
from microarray datasets are discussed.   

  GENERATING A LIST OF DIFFERENTIALLY EXPRESSED GENES 
 So far, we have reviewed mechanisms by which large-scale analysis of RNA can be conducted. 
These studies produce large databases of quantitative signals (generally of a fl uorescent nature). 
Following this data generation step, a robust initial data analysis of the signals within and 
between chips is of primary concern. There are two areas of particular importance in the initial 
analysis of these large datasets: normalization and identifi cation of signifi cant differential 
expression. Both of these are complex and involved issues, therefore only a high-level overview 
will be provided here. 

  Initial Data Analysis and Normalization 
 With all microarray analyses of a functional genomic experiment, data normalization is required. 
This need derives from the fact that we are conducting complex analyses on independent 
platforms with several involved technical steps—each step of which provides opportunity for 
variability. Direct comparisons between microarrays are often not possible due to differences 
arising from technical variability in labeling effi ciency, hybridization, or microarray fabrication. 

 The fi rst step is background subtraction. Background subtraction corrects for non-specifi c 
background noise and permits comparison of specifi c signals. For illustration, if the signal 
intensities for the control and experimental spots are 200 and 300, respectively, it would appear 
that the experimental signal is 50% higher. However, if a background of 100 is subtracted from 
both signal intensities, the experimental value is actually 100% higher than control (100 vs. 
200). Background is often taken from the blank areas on the array. A complication to back-
ground subtraction is that differences in background across the array can affect some spots 
more than others. An alternative is to use either a local background for the area around each 
spot or designate spots with the lowest signal intensities for background determination. The 
latter may be a more accurate determination of non-specifi c background because it represents 
the non-specifi c binding of targets to probe. Background intensities from blank areas (no nucleic 
acids) do not contain probe, and therefore are arguably a different form of background. Alter-
natively, nonsense probes (probes which should not be complimentary to any gene) can be 
used as a determinant of background signal intensity. In this regard, one innovative aspect of 
the Affymetrix platform is the use of the mismatch oligonucleotide. In this case, each hybridiza-
tion oligonucleotide is accompanied by an oligonucleotide of the same sequence with a mis-
match in the middle of the sequence. With oligonucleotides of such short sequence (25 residues), 
even such a single mismatch will disrupt specifi c hybridization signals. 

 The second step in initial data analysis is signal normalization. To overcome the variabil-
ity in the labeling and hybridization steps, researchers frequently turn to a “sum” approach for 
normalization. This strategy is based on the precept that the total amount of labeled target 
should be the same in all samples. That is, even though individual genes will have selected 
increases and decreases, on balance, the total hybridization signal should be constant. There-
fore, equilibrating the sum of the intensities for all control and experimental spots can be used 
to normalize arrays. In a similar vein, the median value of signal intensities can be used. This 
value is less susceptible to distortions caused by outlying signals. More complex methods of 
normalization have been developed such as those that apply Lowess intensity dependent nor-
malization, which is even more impervious to skewing by outliers  (34) . Currently, there is no 
single standard method and generally the normalization strategy chosen is dependent on the 
type and degree of technical variance specifi c to an individual microarray technology. The ultimate 
point, however, is to convert all of the signal intensities from the various arrays to a “common 
scale” so as to permit statistical analyses with a reasonable level of confi dence.  

  Signifi cance Testing Methods 
 Perhaps the most obvious bioinformatics challenge is determining when a gene expression differ-
ence exists between samples. As with normalization, there is no single, commonly accepted 
method. In early microarray experiments, one method for “calling” a gene as differentially 



BIOINFORMATIC AND COMPUTATIONAL APPROACHES FOR ANALYSIS OF GENOMICS DATA IN NEUROTOXICOLOGY RESEARCH 33

expressed between samples was based on the magnitude of change. Generally, a two-fold 
(i.e., 100% increase or 50% decrease) change was commonly accepted as a difference. This method 
has fallen from favor because it lacks statistical rigor and eliminates the possibility of detecting 
smaller magnitude changes (a common occurrence when examining brain tissue, in particular). 
As use of microarray technology has evolved, standard parametric tests (t-test and ANOVA) 
were applied to data analysis. The major limitation of this approach is that there are hundreds to 
tens of thousands of dependent measures in a microarray experiment. Standard methods for 
multiple testing correction (e.g., Bonferonni correction), however, are often too conservative. This 
led to further development of tools such as z-score analysis  (35) , statistical analysis of microarrays 
(SAM)  (36) , and false-discovery rates  (37)  to give just a few examples. These tools offer a better 
approach to determining signifi cant changes because they are designed for the specifi c require-
ments of examining thousands of dependent measures. As with all statistical analyses, the appro-
priate balance between Type I and Type II error will depend on the goal of the experiment. 

 When examining thousands of mRNAs or proteins, it is almost a certainty that there will 
be false-positives (i.e., changes will be observed by microarray screens that in fact do not exist) 
as well as false-negatives. One of the best methods for dealing with this problem is to confi rm 
changes by another method. Whenever possible, array results are used to identify targets for 
further validation using orthogonal technical approaches. This might involve quantitative 
reverse transcriptase-PCR (QRT-PCR) or western blot analysis of selected targets highlighted 
by the initial microarray screen. For microarray results, the most common method for confi r-
mation is to use QRT-PCR. The current preferred method is to use real-time techniques. A range 
of techniques exists including Sybr green  (38) , fl uorescent primers (LUX, light on extension)  (39) , 
and TaqMan fl uorescent probes  (40) . Real time methods take advantage of the kinetics of the 
PCR reaction to accurately quantify transcript levels. For the specifi cs on quantitation using 
PCR there are several good resources ( 41  ,  42 ). With microarrays now capable of examining the 
whole genome, there is a need for high-throughput confi rmation by quantitative PCR. New 
instruments and protocols are making possible the PCR confi rmation of a large number of 
genes  (43) . Other traditional methods such as in situ hybridization can be used for microarray 
confi rmation  (44)  with the additional benefi t being that the transcript is anatomically localized. 
However, this method is more time-consuming and requires more sample than quantitative 
PCR. Finally, if the functional endpoint of the mRNA in question is protein, then the gold stan-
dard for confi rmation is the western blot or other protein quantitation method. Not only is this 
approach well suited to quantifi cation, it also establishes that observed mRNA changes are in 
fact translated into changes in protein. The problem with this technology, however, is that it 
is not well-suited to high-throughput applications.   

  MOVING FROM DIFFERENTIALLY EXPRESSED GENE LISTS TO PATHWAYS 
 Initially, establishing a list of differentially expressed genes from a microarrray experiment was 
the endpoint. Now it is considered only the starting point of a research project as determining 
the biological signifi cance of that list is a complex issue. As mentioned previously, these lists 
can be used to establish hypotheses and direct experimental research on the function of a single 
or couple of genes with a previously unknown role. In recent years, more sophisticated algo-
rithms have been developed to analyze the implications of the complete set of differentially 
expressed genes from microarray results. Development of these algorithms has been an inte-
gral part of the resurgence of the fi eld of systems biology, where the focus is the interactions 
between parts of a biological system, and not the individual parts themselves. 

 In the fi eld of systems biology, there has been considerable discussion of “top-down” 
versus “bottom-up” strategies for delineating critical interactions in a system ( 45  ,  46 ). In par-
ticular, a traditional top-down approach focuses on determining the functions of one or a few 
genes through incorporation of known information at several levels of organization, but may 
miss important novel discoveries gleaned from the integration of broad gene or protein expres-
sion scans. In contrast, several new computational methods have been recently developed that 
take a bottom-up approach, by constructing networks de novo through application of statisti-
cal or graph theory analyses to global gene or protein expression experiments ( 47  ,  48 ). How-
ever, these bottom-up approaches have been criticized for utilizing data generated solely by 
novel high-throughput techniques at the gene, protein, or metabolite level, while excluding 
data generated using more traditional approaches at various levels of organization. Alleviation 
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of the limitations at both ends is of paramount importance for the continued growth of systems 
biology approaches  (49) . Methods that combine top-down and bottom-up methodologies for 
elucidation of gene regulatory networks (GRNs) may provide the most useful information for 
experimentalists who want to balance previous research and novel insights from microarray 
experiments. An example of this methodology using the developing telencephalon as a model 
system will be discussed in greater detail in the next section. 

 In regards to top-down approaches, there are numerous ways in which microarray data-
sets can be analyzed within the context of previous research. Pathway enrichment algorithms 
are popular as they provide an effi cient method for determining the most likely metabolic, sig-
nal transduction, and disease pathways affected by the experimental condition, thus summariz-
ing results based on what is already known about the functions of gene products. The purpose 
of these algorithms is to determine how previously studied higher order processes (e.g., the 
interactions between gene products) contribute to the observed gene expression patterns. 

 In contrast, bottom-up strategies generate hypotheses about connectivity between gene 
products based on microarray results. These methods employ a wide variety of statistical and 
mathematical methods to determine connections between gene products that best explain the 
variation in expression results across samples and across genes. The reader is referred to several 
comprehensive reviews on these methods for further details ( 50–  53 ). Because these methods 
generally require very large sample sizes to get reliable results, other methods have been developed 
to incorporate  a priori  information, thereby reducing the search space and thus reducing the 
sample size requirement  (54) . These methods utilize literature based information or sequence 
based information to require, prohibit, or weigh particular connections between a given set of 
genes. These methods are examined in more detail in the next section. 

  Pathway Enrichment Algorithms 
 Pathway or functional enrichment algorithms are the most widely used method to develop 
hypotheses of the global processes or pathways affected by the experimental condition in microar-
ray analyses. These methods group biologically-relevant sets of genes/proteins based on known 
roles in biochemical, signaling, metabolic, or disease pathways. Some researchers have also 
extended the use of the methodology by including groupings of genes, or gene sets, based on 
chromosomal position and previous microarray experiments. The most important advantage of 
this methodology when compared to the conventional univariate statistical analyses is the ability 
to detect consistent, yet subtle changes in expression of a group of genes with related functions. 
In addition, these methods allow easy integration of genomic, metabolomic, and proteomic data-
sets, as known inter-relationships are annotated in many of the pathway and functional grouping 
databases. This section fi rst describes sources of pathway information, then gives a brief over-
view of the statistical methods implemented in the most commonly used pathway enrichment 
algorithms, and ends with a few recent examples in neurotoxicological research. The reader is 
referred to several important reviews for a more detailed overview of these approaches ( 55–  57 ). 

   Sources of Pathway or Functional Information  
 There are several sources of pathway or functional grouping information. Probably the most 
well known is the Gene Ontology (GO) annotation database, which was introduced in 1999  (58)  
and has been vastly expanded to incorporate several important sources of data as of 2008  (59) . 
This database organizes genes into functional categories using a hierarchical system. Therefore, 
genes belong to very broad categories such as metabolism, but are also categorized further into 
more specifi c classes, such as pentose phosphate metabolism. The Kyoto Encyclopedia of Genes 
and Genomes (KEGG), Biocarta, and GenMAPP are other popular pathway annotation data-
bases. Compared to the hierarchical system of GO, the advantage of KEGG, Biocarta, and 
GenMAPP is that gene products are organized into networks of biochemical processes such 
that connectivity between individual components of a pathway represents a known direct 
interaction. KEGG focuses on inter-relationships between classical metabolism, signal trans-
duction, and disease based pathways  (60) . Biocarta develops fully annotated pathways from 
previous publications (www.biocarta.com/pathfi les/), whereas GenMAPP includes easy to 
use tools for creating user defi ned pathways and visualizing gene expression on the pathways 
 (61) . PANTHER (Protein ANalysis THrough Evolutionary Relationships) is another pathway 
resource that builds relationships through a protein functional classifi cation system, either 
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through published scientifi c experimental evidence or evolutionary relationships  (62) . In addi-
tion, chromosomal location datasets, as well as sets of genes found to be differentially expressed 
in previous experiments can serve as functional groupings or gene sets ( 63  ,  64 ). Finally, a 
comprehensive guide to sources of pathway information has been developed  (65) .  

  Statistical Methods 
 The statistical methods vary widely across pathway enrichment algorithms. Sometimes 
referred to as overrepresentation analysis (ORA), the simplest form of pathway enrichment is 
to use the chi-squared test or the Fisher exact test to calculate how the observed number of 
matches (number of genes that are differentially expressed and are on a specifi c pathway) 
deviates from what is expected by random chance. Popular online software tools that fall into 
this category include EASE, GOMiner, and FatiGO ( 66–  70 ). Other methods use the hypergeo-
metric distribution or the binomial approximation to the hypergeometric distribution to deter-
mine the probability of there being a specifi c number of genes from one pathway or class 
within the list of differentially expressed genes from a microarray experiment. MAPPFinder 
and Onto-Tools employ this method and are widely used in microarray research ( 71  ,  72 ). 
FatiGO and Onto-Tools have recently added additional functional groupings based on promoter 
region and SNP analyses ( 73  ,  74 ). 

 It is important to note that many of the algorithms mentioned above require one to pre-
determine signifi cance of differential expression for each gene in the experiment. Therefore, 
these methods still have the limitation of potentially missing a set of genes within a pathway 
whose gene expression levels change consistently across the pathway, but are not considered 
signifi cant because the magnitude of change for individual genes within the pathway is not 
great enough to meet the pre-determined fold-change or p-value cutoff. In addition, these 
methods assume gene products act independently of each other as permutations are done 
across the genes to calculate the P-value for a given pathway. 

 To alleviate these limitations, other methods, sometimes referred to as functional class 
scoring (FCS) analysis, have been developed that do not require a fold change or p-value cutoff 
to determine differential gene expression  (75) . For example, gene set enrichment analysis, or 
GSEA, starts with the total set of genes in the microarray ranked by fold change or signal-to-
noise ratio  (63) . The enrichment score for a given pathway is determined by the distribution of 
the positions of pathway genes within the ranked list. A weighted Kolmogorov-Smirnov test is 
then used to test whether the distribution differs from uniform. In addition, because the 
assumption of independence of expression across genes is likely not met (e.g., transcription of 
several genes may be regulated coordinately by the same set of transcription factors), the indi-
vidual experiment can be used as the sampling unit for permutation to maintain the correla-
tions between genes. Some popular online or downloadable tools that incorporate these 
methods include ErmineJ and SAM-GS ( 76  ,  77 ). Finally, as with determining differential expres-
sion, the multiple testing problem needs to be addressed as the more pathways analyzed, the 
greater the chance of observing a false-positive result. As in determining signifi cance of differen-
tial expression for individual genes, Bonferroni correction and false discovery rate calculations 
are popular methods to address this issue in pathway analysis as well  (56) .  

  Examples in Current Neurotoxicology Research 
 Although several applications of pathway analysis in neurotoxicology research exist, two studies 
are highlighted here to provide concrete examples for the neurotoxicologist. Wang et al. (2008) 
used pathway analysis techniques to identify strain and region specifi c responses to chronic 
nicotine treatment  (78) . Behavioral and pharmacological studies have shown that C3H/HeJ 
and C57BL/6 mice respond differently to nicotine treatment. Microarray analyses using tissue 
from amygdala, hippocampus, nucleus accumbens, prefrontal cortex, and ventral tegmental 
areas produced divergent gene expression patterns according to brain region and strain. Thirty 
key genes for each of fi ve components were identifi ed using principal components analysis to 
determine genes that explained the majority of strain specifi c variability. Using this set of key 
genes, ORA of GO categories using the EASE software was performed. Results suggested that 
nicotine perturbed cell cycle, organogenesis, and transmission of nerve impulse in both strains 
across all brain regions, but ubiquitin-dependent protein catabolism was specifi c to the 
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C57BL/6J strain whereas cell-surface receptor-linked signal transduction was specifi cally 
overrepresented in the datasets from the CeH/HeJ strain. Further validation of the predicted 
pathway changes using RT-PCR in the prefrontal region supported the hypothesis that the 
strain specifi c increased locomotor activity observed in the C3H/HeJ strain may be due to 
increased activation of the mitogen-activated protein kinase signaling cascade. 

 Looking at age-related changes in gene expression in the human prefrontal cortex, 
Pavlidis et al. (2004) compared ORA with FCS pathway analysis methods  (79) . They found that 
ORA methods requiring a cutoff to determine differential expression do not perform as well as 
FCS methods that use p-values, fold change, or an ANOVA result as a continuous variable 
across the whole gene expression dataset. For example, they found greater consistency in 
results across datasets from different brain regions when using a FCS approach. In addition, 
ORA methods were found to be less consistent, as results varied depending on the specifi c 
cutoff set for differential expression. 

 Many more examples exist in the neuroscience and neurotoxicology literature than can be 
covered in this chapter. In fact, a review produced in 2005 found over 502 original publications of 
microarray datasets in neural or glial tissue, 103 of which involved administration of a nonendo-
genous substance  (80) . This number has grown considerably since then (over 400 neuroscience 
related datasets deposited in GEO and ArrayExpress), and numerous efforts have been made to 
develop methods for re-analysis of these datasets to provide context for future studies  (81) . For 
example, GSEA provides easy to use tools to compare current microarray datasets with gene sets 
from previous microarray analyses to determine if similar patterns exist. In addition, novel analysis 
tools that use previous literature based hypotheses are described in further detail below.   

  Literature Based Search Algorithms 
 Although current pathway databases provide annotation of gene products that are part of the 
well known canonical pathways, several novel pathways are not included. For example, only 
4000 of the 24,000 National Center for Biotechnology Information (NCBI) recognized human 
genes are represented in at least one KEGG pathway  (60) . One method to alleviate this limita-
tion is to develop pathways based on mining of the literature. Two popular proprietary soft-
ware programs that use expert knowledge and text mining algorithms to establish connections 
between gene products include Ariadne’s Pathway Studio and Ingenuity’s Pathway Analysis 
software packages ( 82  ,  83 ), although neither emphasize analysis of neurosciences research. 
Other freeware text mining algorithms have been developed for retrieval of information spe-
cifi cally from the neurosciences literature, such as Textpresso for NeuroSciences  (84)  and 
NeuroExtract  (85) . The Comparative Toxicogenomics Database provides an easily searchable 
database of connections between genes, chemicals, and diseases based on text mining and 
expert annotation of the literature  (86) . In addition, a pathway can be built by traditional litera-
ture research and then tested against a microarray dataset. An example of this methodology 
applied to the regulatory cascade describing neurogenesis in the developing telencephalon is 
described below. 

  Testing Microarray Data Against Literature Based Networks: A Case Study 
in the Developing Telencephalon 
 The embryonic telencephalon gives rise to specialized structures such as the basal ganglia, the 
neocortex, and the hippocampus. The neocortex, mainly derived from the dorsolateral 
telencephalon, is the dominant structure of the adult mammalian brain and functions as the 
primary region for higher order processes such as language, decision making, and complex 
social behaviors  (87) . The embryonic ventral telencephalon also contributes to the neocortex, as 
it is the site of origin for a unique subset of neocortical GABAergic interneurons ( 88  ,  89 ). The 
basal ganglia, also derived from the ventral telencephalon, is involved in behavioral control 
such as response inhibition, attention span, and overall executive functioning  (90) . The differential 
patterning of these regions begins early during the neurogenesis period, and perturbations of 
this process are linked to various neurological disorders often associated with developmental 
neurotoxicity including attention-defi cit hyperactivity disorder, epilepsy, and schizophrenia. In 
addition, behavioral abnormalities associated with in utero exposures to substances such as 
ethanol, cocaine, and polychlorinated biphenyls (PCB) are thought to arise from perturbation 
of neurogenesis, creating an imbalance between inhibitory versus excitatory neurons ( 91–  95 ). 
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 During neurogenesis, which spans the second trimester in humans (approximately E11–
E17 in the mouse), neural stem cells begin the differentiation process to become specialized, 
region-specifi c neuronal populations. This period is critical for correct telencephalon pattern-
ing in the adult, as perturbations during this period can result in massive shifts in positional 
identity ( 96  ,  97 ). In general, neural stem cells in the dorsal telencephalon differentiate into stim-
ulatory glutamatergic pyramidal neurons, whereas inhibitory GABAergic interneurons are 
derived from neural stem cells found in the ventral telencephalon  (98) . Furthermore, the regu-
lation of cell fate choice is closely linked to the regulation of the cell cycle, thereby determining 
the fi nal number of neurons in each region ( 99  ,  100 ). 

 The proneural basic-helix-loop-helix (bHLH) transcription factors  Ngn1 ,  Ngn2 , and 
 Mash1 , are particularly important for the correct differentiation of neuronal phenotypes in the 
developing telencephalic structures ( 101  ,  102 ). Mice with null mutations of  Mash1  show severe 
defects in neurogenesis in the ventral telencephalon, whereas single and double mutants of 
 Ngn1  and  Ngn2  lack specifi c neuronal populations in the dorsal telencephalon ( 103  ,  104 ). The 
generation of replacement mutations in mice in which the coding sequences of  Mash1  and  Ngn2  
are swapped suggests  Mash1  is an instructive determinant of GABAergic neuronal differentiation, 
whereas  Ngn2  is a permissive factor that may act in combination with other factors to specify 
the dorsal glutamatergic neuronal phenotype  (105) . 

 The GRN shown in  Figure 1  describes the current understanding of neuronal differentiation 
initiated by expression of proneural bHLH transcription factors in the developing telencephalon 
 (106)  and is based on extensive experimental research summarized in several important 
reviews ( 97  ,  101  ,  107 ). 

Figure 1 (See color insert) Literature-based gene regulatory network describing proneural bHLH regulation of 
telencephalon neurogenesis. Activations are identifi ed with an arrow and repressions are identifi ed with a barred 
line. Those connections that are non-signifi cant based on the current microarray dataset are represented as 
dashed lines. Signifi cant relationships were determined through analysis of the distribution of the strength of linkage 
parameter (β) after 500,000 MCMC simulations. If >95% of the simulations have values above zero they are 
 considered signifi cant. *Connections which were signifi cant, but as inhibition. Abbreviations: bHLH, basic-helix-
loop-helix; MCMC, Markov Chain Monte Carlo. Source: From Ref. 106 (originally published by Biomed Central).
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 A Bayesian based method was applied to global gene expression patterns in  Ngn2, 
Mash1 , and  Ngn1  gain of function (GOF) and loss of function (LOF) mice to test these literature 
based connections  (106) . This method removes the need to rely on fold change cutoffs by 
examining the strength of the predicted relationships based on concurrently evaluating vari-
ability in gene expression patterns across control and perturbation experiments. Signifi cant 
connections based on this analysis [the 5th percentile of the posterior density for  β  is greater 
than zero  (108) ] are highlighted in  Figure 1 . This analysis predicted 86% (31/36) of the connec-
tions as signifi cant based on the microarray dataset. Specifi city of this method was estimated 
via permutation of gene labels, resulting in an estimated false positive rate of 8.2%. Therefore, 
the random chance of seeing 31 signifi cant connections out of 36 is very low ( p  < 0.001), suggest-
ing this method can provide an effi cient way to test microarray datasets against literature-based 
network hypotheses. 

 One limitation of this approach is the assumption of an acyclic network (e.g., no feedback 
loops) and the assumption that gene expression relationships are linear. For example, notice 
that four of the signifi cant interactions are considered inhibitory interactions instead of activa-
tions, which suggests possible feedback loops between  Pax6  and  Ngn1  and  Satb2 ,  Ngn2 , and 
 Nscl , as well as between  NeuroD  and  Etv1 . In addition, two of the connections originating from 
 Ngn2  (to  Ngn1  and  Dll1 ) are not considered signifi cant based on this analysis. As the algorithm 
relies on linear relationships between genes, its inability to detect these two connections may 
have resulted from non-linear variability between  Ngn2  and its targets created by the large 
increase in  Ngn2  transcript levels after the GOF electroporation. This highlights the importance 
of considering experimental design constraints in evaluating connectivity between gene prod-
ucts. Application of robust time-series datasets will allow for determination of acyclic networks 
and non-linear relationships  (109) .    

  GENERATING NOVEL PATHWAY HYPOTHESES FROM MICROARRAY DATA 
 As introduced above, another application of microarray datasets is generation of novel network 
or pathway hypotheses. In general, this type of analysis uses the variance structure across many 
experiments to estimate connections between gene products. In simple terms, if Gene 1 consis-
tently increases when Gene 2 decreases across many different experiments, it would suggest there 
is a connection between the product of Gene 1 and Gene 2. Methods for this type of analysis 
were fi rst developed using very large datasets generated in organisms where high throughput 
perturbation analyses have been developed, including  S. cerevisiae ,  C. elegans , and  S. purpuratus  ( 29–  33 ). 
Because of the higher complexity of mammalian systems and smaller numbers of microarray 
experiments available, application to other species without modifi cation of the methods 
produced high false positive rates ( 48  ,  110 ). Since then, numerous novel and modifi ed methods 
have been developed to alleviate this problem. In particular, it has been found that incorporating 
datasets from several independent data sources to limit the search space results in more robust 
predictions of connectivity ( 54  ,  111 ). 

 This section starts with a short description of common methods used to predict connec-
tivity using microarray data. Next, databases available to aid in the development of novel 
networks in neurotoxicology research are explored. Finally, this section ends with a case study 
using a Bayesian based algorithm with an informative prior structure to predict novel connec-
tions in the GRN governing neurogenesis during telencephalon development. This type of 
algorithm is particularly useful because it can incorporate multiple sources of prior data. 

  Generating Networks from Microarray Data 
 Often referred to as “reverse engineering,” numerous methods have been utilized to predict 
connections between gene products based on global gene expression patterns. These methods 
are detailed in several comprehensive reviews ( 50–  53 ). Briefl y, clustering is by far the simplest 
method employed to group genes by expression patterns. Different similarity metrics including 
Euclidean distance, correlation coeffi cient, ranked correlation coeffi cient, and mutual informa-
tion based measure have been used to quantify the similarity in gene expression patterns. 
Multivariate unsupervised techniques including hierarchical clustering, k-means, and self-
organizing maps have been used to predict functional groups of genes from microarray datasets. 
Supervised techniques such as support vector machine or decision tree analysis have been 
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employed to classify genes of unknown function based on similarity in expression patterns of 
genes whose function is known. Neural network approaches have also been employed to 
predict connectivity between genes. Discreet, Boolean networks, where a gene is said to either 
be “on” or “off” based on a predetermined cutoff have been used to develop network hypotheses, 
whereas other methods use continuous functions to describe relationships between genes. 

 When compared to other methods, Bayesian approaches have performed particularly 
well for identifying connectivity networks based on global gene or protein expression datasets 
 (112) . Bayesian-based network analyses was fi rst introduced in applications of large datasets 
from in vitro and invertebrate models ( 48  ,  113 ); however, some attempts using datasets derived 
from mammalian species have been made  (108) . Through this research, it has been found that 
the sample size limitation can be eased through the use of an informative prior structure to 
incorporate data from other sources, such as from sequence-based transcription factor binding 
site (TFBS) information  (54) . In fact a wide variety of data can be used as prior knowledge to 
build a probability distribution for particular connections in the Bayesian framework, making 
it particularly amenable for prior knowledge data synthesis. Besides literature based search 
algorithms or traditional literature searches as described in the above section, there are several 
important sources of prior information. Some examples are explored below.  

  Prior Information Databases 
 A diverse set of information can be useful as prior knowledge for building a GRN. Some tools 
that are particularly suitable for neuroscience research are briefl y discussed below. The reader 
is also referred to a recent review of informatics tools in neuroscience  (114)  and to a Neurosci-
ence Database Gateway (http://ndg.sfn.org/) developed and managed by the Society for 
Neuroscience. 

 The National Institute of Mental Health Human Brain Project focuses on funding 
neuroinformatics research. One result is the SenseLab Project, which includes six linked data-
bases bringing together neuroscience research in pharmacology, ion channels, membrane prop-
erties, olfactory pathways, and neuronal models  (115) . Functional magnetic resonance imaging 
datasets are deposited in the Brede database  (116) . This database includes software that allows 
searches and cross-referencing to genes, diseases, and receptors via SenseLab. In addition, 
compilation of electrophysiological datasets into databases are in the beginning stages  (117) , 
which when complete, will allow integration of these signal transmission datasets into other 
static datasets such as gene expression. 

 Cell to cell connections are an important part of neurophysiology and can help to inter-
pret microarray datasets. Brain Architecture Management System (BAMS) ( 118  ,  119 ) focuses on 
connectivity in the rat brain, whereas CoCoMac  (120)  compiles connectivity data in the Macaque 
monkey. Currently,  C. elegans  is the only species for which the complete wiring diagram of the 
nervous system is available (www.wormatlas.org). 

 GeneNetwork (http://www.genenetwork.org) provides easy to use query tools for gene 
expression datasets from several brain regions from well-studied recombinant inbred mouse 
strains  (121) . This allows researchers to treat expression levels as quantitative traits that can be 
related to morphological or behavioral traits  (122) . For example, this database has been used to 
show the link between genetic variation, gene expression variation, and adult neurogenesis in 
the hippocampus  (123) . 

 The highly heterogeneous nature of nervous system tissue contributes to the diffi culty in 
interpretation of results from microarray analyses. Therefore, atlases of spatially restricted gene 
expression are ideal databases for supplementing microarray data to obtain morphological con-
text. The Allen Brain Atlas contains high-resolution colorimetric in situ RNA hybridization data 
in the adult mouse brain for 21,000 genes  (124)  and has been used in regulatory network inference 
 (125) . For developmental expression patterns the Brain Gene Expression Map (BGEM), GenePaint, 
and Gene Expression Nervous System Atlas (GENSAT) provide searchable databases of radioactive 
in situ hybridization and fl uorescent protein reporters ( 126–  128 ). 

 Novel tools for integration of results from multiple microarray datasets are being devel-
oped. Gemma is one such project that focuses on the functional characterization of gene prod-
ucts via meta-analysis of variation across microarray experiments  (129) . Therefore, those genes 
that have correlated expression patterns are inferred to have a closer relationship than those 
with uncorrelated expression patterns. For example, by performing an analysis of 60 human 
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data sets, Lee et al. (2004) was able to show more robust functional predictions were possible 
when results from several microarray experiments were combined  (129) . 

 Protein-protein interaction (PPI) databases can also be used to supplement microarray 
datasets in network generation based on the assumption that interactions between gene prod-
ucts at the protein level are predictive of relationships at the mRNA level. Although this is a 
simplistic assumption, it can be helpful to determine if the coordinated gene expression seen in 
a set of microarray experiments can be related to modules of protein interactions. Several PPI 
databases exist, some of which focus on particular species, yeast two hybrid screen results, or 
literature searches. Two well known freely accessible databases include database of interacting 
proteins (DIP)  (130) , which has no species restrictions and Human Protein Reference Database 
(HPRD)  (131) , which focuses on human protein interactions. Another popular database as well 
as a list of PPI resources can be found at the Mammalian Protein-Protein Interaction Database 
(MIPS)  (132) . Mathivanan et al. (2006) compares several PPI databases and evaluates their 
applicability based on the particular needs of a researcher  (133) . 

 The most popular method for supplementing gene expression data in network analysis is 
TFBS analyses. For example, if the binding site of a particular transcription factor is found in 
the upstream region of a gene, then this information can be used to increase confi dence of a 
direct connection if correlation in gene expression exists between the transcription factor and 
the gene. Several important databases are useful in sequence searches for TFBS. TRANSFAC 
developed by Biobase provides the most comprehensive database of TFBS position weight 
matrices (PWM)  (134) . A given sequence can also be searched within TRANSFAC, although an 
initial sequence alignment and identifi cation of evolutionary conserved regions is recom-
mended. Because TFBS are very short sequences (usually between 6–15 bp in length) and 
degenerate in nature it is important to perform searches only within evolutionarily conserved 
regions to limit false positives. Several sequence alignment algorithms exist and are covered in 
detail elsewhere  (135) . A web-based platform developed at the Lawrence Livermore National 
Laboratory provides an integrated set of tools for analysis of TFBS in evolutionarily conserved 
sequence ( 136  ,  137 ). MatInspector is part of a proprietary software package developed by 
Genomatix that includes up-to-date information on PWM and easy to use gene expression anal-
ysis tools  (138) . An example of how this type of information can be integrated with microarray 
datasets to generate hypotheses of GRNs is described in the following section.  

  A Case Study in the Developing Telencephalon 
 This example builds from the case study described in the previous section on testing of microar-
ray datasets against a literature-based network. Briefl y, microarray datasets were generated 
from dorsal and ventral telencephalon tissue derived from  Mash1, Ngn1 , and  Ngn2  GOF and 
LOF mice  (106) . To predict novel co-factors and co-regulators important for telencephalon spec-
ifi cation, comparative genomics bioinformatics approaches were used to identify conserved 
TFBS surrounding the putative Ngn2 and Mash1 target genes identifi ed from these global gene 
expression datasets  (106) . Subsequently, this sequence based information was incorporated into 
an informative prior structure for the TAO-Gen algorithm  (139) , which is a Bayesian based tool 
for fi nding the best network given a gene or protein expression dataset. Therefore, the resultant 
network incorporates prior information with microarray expression results to develop consensus 
predictions of connectivity between the predicted targets, co-factors, and co-regulators. 

  Sequence Analysis to Identify Potential Co-factors for Ngn2 and Mash1 
 It has been shown that developmentally expressed genes are often regulated via ultra con-
served long-range enhancers ( 140–  142 ). Therefore, comparative genomics and TFBS searches 
can be utilized to identify putative long-range enhancers. For example, in this study a mini-
mum of 500 kb of sequence surrounding several predicted Ngn2 and Mash1 target genes was 
analyzed. In general, approximately 300 kb in front of and approximately 200 kb behind including 
UTRs and introns of the gene of interest was considered. A four step bioinformatic process was 
then implemented:  (i)  The ECR browser (www.ecr.dcode.org) was used to align human sequence 
with  Mus musculus, Gallus gallus, Xenopus tropicalis, Fugu rubripes , and  Danio rerio    (137) .  (ii)  
Mulan (www.mulan.dcode.org) was used to perform a higher quality local multi-sequence 
alignment based on Blastz  (137) .  (iii)  Multitf (www.multitf.dcode.org) was applied to search for 
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putative Mash1 (GCAGSTGK or CAGSTG) and Ngn2 (CANWTG) binding sites within the 
aligned conserved sequences.  (4)  All other TRANSFAC annotated TFBS within 30 bp upstream 
and downstream of the putative Ngn2 or Mash1 binding sites were then identifi ed. In total, 114 
conserved putative Ngn2 and Mash1 sites were identifi ed. Finally, to identify the most likely 
co-factors for Ngn2 and Mash1, K-means clustering was carried out to predict those TFBS that 
most often co-occurred with Ngn2 or Mash1 binding sites within the Ngn2 versus Mash1 putative 
target genes, respectively. 

 This bioinformatics approach suggested that only the ubiquitously expressed E-proteins, 
Tcf12 and Tcfe2a, are specifi cally associated with conserved Mash1 binding sites in the Mash1 
and common target genes, consistent with an instructive role for Mash1 in ventral cell fate 
determination  (105) . Alternatively, the analysis predicted several co-factors for Ngn2, again 
consistent with previous fi ndings suggesting a permissive role for Ngn2 in dorsal fate specifi -
cation  (105) . In addition, this analysis predicted CREB and Crebbp are the most likely candi-
dates for a dorsally expressed Ngn2 co-factor, which is supported by similar interactions 
identifi ed in other developing tissues ( 143–  146 ). In addition, this analysis predicted transcrip-
tional regulators downstream of Wnt signaling (Tcf4/Lef1) may bind to regulatory modules 
that also bind Ngn2. This result is consistent with research implicating the importance of Wnt 
signaling in the specifi cation of the dorsal forebrain ( 147–  149 ), and offers a hypothesis in which 
coordinated Wnt activation and Ngn2 expression act in concert to transcriptionally activate 
genes important for dorsal neuronal specifi cation.  

  Identifi cation of Putative Co-regulators of Ngn2 and Mash1 Targets 
 A second comparative genomics analysis was designed to identify important regulatory mod-
ules that bind transcription factors other than Ngn2 and Mash1. For this analysis, promoter 
region sequence (10,000 bp upstream of TSS) from mouse and human orthologs of Ngn2 pre-
dicted targets and Mash1 and Mash1/Ngn2 predicted common targets was automatically 
uploaded from the UCSC database via the CONFAC website  (89) . CONFAC then identifi ed 
conserved TFBS from the TRANSFAC database version 7.0 in the human and mouse sequence 
alignments  (150) . As part of the CONFAC software, the Mann-Whitney statistical test was then 
applied to test for enrichment of TFBS in the given gene lists. Each list was compared with a list 
of 250 randomly picked genes available from the CONFAC website, as well as comparing the 
Ngn2 target list with the Mash1/common targets list and vice versa. Several transcription fac-
tors were identifi ed that may act as co-regulators, including Hes1, Egr1, Nfy, Mef2a, Tef, and 
Sox9. Each of these transcription factors have previously been implicated in developmental 
regulation in neural and non-neural tissues ( 151–  156 ) and based on the microarray analyses, 
showed gene expression consistent with a potential role in the developing forebrain.  

  Utilization of In Situ Hybridization and Protein-Protein Interaction Databases 
 Through interrogation of online databases of in situ hybridization in serial brain sections across 
development ( 126  ,  127 ), the spatially distinct expression patterns of several predicted co-factors/
co-regulators in the developing dorsal and ventral telencephalon was confi rmed  (106) . In fact, 
this analysis was able to show that several of the predicted co-factors/co-regulators, including 
Sox9, Crebbp, Creb1, Tcf4, Lef1, Pou6f1, Pou2f1, Pou3f1, Tef, Hes1, and E2f1, have appreciable 
expression in the ventricular zone of dorsal and/or ventral telencephalon, where proneural 
bHLH proteins are specifi cally expressed. In addition, the HPRD  (157)  was interrogated to fi nd 
if direct PPIs between proneural bHLH proteins and the predicted co-factors have been previ-
ously identifi ed using a yeast two hybrid screen. Experimental evidence found in this database 
supported direct PPIs between proneural proteins and Crebbp, Tcf4, and Mef2a.  

  Bayesian Network Analysis with an Informative Prior Structure 
 Using Bayesian network analysis with an informative prior structure, the knowledge gained 
from the above experimental and computational approaches was synthesized to predict con-
nectivity between the novel target genes, co-factors, and co-regulators ( Fig. 2 ). An informative 
prior structure considered all signifi cant literature-based connections as required (diagrammed 
using thicker lines) and used the TFBS information from the comparative genomics analyses to 
weight connections in which TFBS information was found. For example, a conserved  Sox9  
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TFBS was identifi ed in the sequence surrounding  Lfng , therefore a preference is given to  Sox9  
being a parent to  Lfng , which results in a slightly higher probability that a linear relationship 
between these two genes will be signifi cant in the posterior distribution. The reliability of the 
TAO-Gen algorithm as well as the utility of the informative prior structure was tested through 
direct comparisons with results obtained from another Bayesian network algorithm ( 112  ,  158 ), 
as well as with results obtained using TAO-Gen without an informative prior. 

 The fi nal network structure predicts 174 linkages between the set of 82 genes, adding a con-
siderable amount of knowledge to the previous literature based network. For example, Sox9, Mef2a, 
Elavl4, and Pou6f1 are predicted as prolifi c co-regulators of the target genes, with 14, 12, 9, and 12 
children, respectively. Furthermore, our analysis predicts Creb1, Crebbp, and Yy1 as the most likely 
candidates for dorsally expressed Ngn2 co-factors, and supports a synergistic interaction between 
Pou-domain containing transcription factors and bHLH proneural proteins in the regulation of 
common target genes, which is consistent with previous studies  (159) . Several transcription factors 
were identifi ed as candidate co-regulators of Ngn2 target genes, including Hes1, Egr1, Nfy, Mef2a, 
Tef, and Sox9, whereas Pou6f1 is a predicted co-regulator of Mash1 target genes.  

  Lessons Learned 
 One important application of a network analysis is the prioritization of the most useful experi-
mental perturbation or ChIP experiment for resolving the overall network structure  (160) . This 
is particularly relevant to studies in mammalian species, in which perturbation analyses are 
much more time and resource intensive, although the development of RNAi strategies and 
ChIP-on-chip technologies in mammalian systems offers promising prospects for increasing 
the effi ciency of network inference  (161) . For example, the network analysis presented here 
would suggest  Centg3  and  Elavl4  are important candidates for perturbation analysis and sub-
sequent global gene expression analysis for further network resolution, as they are both highly 
connected nodes and little is known about their function in the developing telencephalon. 
Interestingly, variants in  Centg3  have been shown to modulate protection against neurodegen-
eration in Polyglutamine diseases  (162) .  Elavl4  regulates through mRNA stabilization  (163) , 
highlighting the importance of moving beyond cis regulatory binding and mRNA expression 
analysis to elucidate network relationships.    

  SUMMARY 
 With the maturation and widespread use of microarray technology, there is a critical need to 
understand how gene expression patterns can be utilized to understand gene regulation, the 
functional outcomes of sets of co-regulated genes, and ultimately phenotypic outcome. This 
chapter is intended to demonstrate the utility of bioinformatics approaches for elucidation of 
biological insights from omics technologies. Although this chapter focused on global gene 
expression analysis as it is the most developed omics fi eld, the methods introduced here are 
relevant to all omics techniques. The analytical approaches are not restricted solely to genomic 
data, in fact the lessons learned from microarray studies over the past 15 years can aid in the 
more rapid development of proteomics, metabolomics, and other systems biology level analy-
ses. This chapter covered initial data analysis to fi nd differentially expressed genes, the place-
ment of gene expression datasets into the context of known pathways, and ended with methods 
for developing novel network hypotheses by combining microarray datasets with prior knowl-
edge. There is no doubt that as the technology for rapid experimental data generation contin-
ues to progress, the utilization of computational and bioinformatic tools will become an integral 
part of neurotoxicology research.     
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  INTRODUCTION 
 This review will discuss the evidence explaining which blood-brain barrier mechanisms in the 
immature brain appear to be functional in relation to what is known about effects of neurotoxic 
agents in the fetus and newborn. The infl uence of neurotoxic agents on specifi c aspects of brain 
development have been reviewed in detail elsewhere ( 1–  3 ) and will only be dealt with in outline 
here. There is a widespread belief amongst toxicologists (1,4–13) and neurobiologists ( 14–  18 ) 
that “the” blood-brain barrier in the fetus and newborn is immature or even absent  (3) . This 
appears to be partly due to a teleological view that the developing brain would not “need” a 
specialized local environment for its development or if it does then this would be supplied by 
protective functions of the placenta  (19) . A more recent but similarly teleological view is that 
“the rapid growth of the cerebral cortex perhaps necessitates a ‘leaky’ structure of the blood-
brain barrier to accommodate the high demand of blood-borne nutrients for brain growth”  (20) . 
The belief in the immaturity of the blood-brain barrier is often stated without citing evidence, 
or supported by uncritical acceptance and interpretation of results of three types of experiments. 
One involves the injection of large volumes or concentrations of barrier markers into fragile 
embryos or fetuses  (21) . The second, which is more directly relevant to toxicological studies, is 
the interpretation of differences in responses of the brains of adult and immature animals to 
drugs and toxins as due to barrier immaturity  (22) . The third type of experiment is measurement 
of entry of biologically important molecules such as amino acids into the developing brain. 
These show unequivocally that the level of transfer is generally greater in the developing rather 
than in the adult brain (reviewed below). Some have interpreted this as evidence of a “leaky” 
barrier ( 20  ,  23 ). Most of those who did the actual experiments concluded that the greater transfer 
was a refl ection of a developmental specialization during brain growth ( 24  ,  25 ). 

 The term blood-brain barrier is unfortunate; for many people it implies a single mecha-
nism that excludes certain classes of molecules from the brain. As will be described below, the 
term is now used to cover a wide range of mechanisms that determine and control the compo-
sition of the internal environment of the brain, the stability of which is essential for normal 
brain function. It is appropriate to be particularly cautious about the administration of drugs to 
pregnant women and children since all drugs have potential side effects and the immature 
nervous system may be more susceptible to these effects than the adult. Similar problems occur 
with respect to exposure to toxins. However, blanket assumptions that the blood-brain barrier 
in the fetus and newborn is immature may lead to potentially valuable drugs being withheld 
from treatment  (26)  although it is probable that the incidence of inappropriate use of drugs in 
pregnant women is much higher than under-use ( 27  ,  28 ). Nevertheless, it would seem appropri-
ate that clinical decisions about drug-use should be rational and based on sound evidence 
rather than supposition. In addition, if drugs and toxins have effects in the fetus or newborn, 
which are not apparent in the adult, it is important to know what mechanisms are involved. 

 Fundamental biological questions are:  (i)  What brain barrier mechanisms are present in the 
embryonic, fetal, and newborn brain?  (ii)  How do they contribute to brain development?  (iii)  When 
do adult mechanisms develop?  (iv)  Are there any brain barrier mechanisms that are specifi c or more 
prominent in the immature brain than in the adult? The key toxicological question is whether or not 
these mechanisms provide protection for the developing brain or render it more vulnerable.  

  BRAIN BARRIER MECHANISMS IN THE ADULT 
 The term “blood-brain barrier” was originally coined early in the 20th Century to explain the 
results of experiments showing that certain dyes and toxins, when injected into an animal, did 
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not penetrate into the brain apart from a few limited areas, e.g., choroid plexus and area 
postrema. The explanation of this exclusion was shown by electron microscopy studies  (29)  to 
be due to the presence of specialized intercellular junctions (“tight junctions”) between cells 
forming barrier interfaces between blood and brain. In physiological studies several 
authors ( 30  ,  31 ) have shown that classical dyes used to demonstrate the blood-brain barrier 
bind to plasma proteins, particularly albumin, thus it was concluded that the barrier (tight 
junctions) was to protein rather than to the much smaller dye molecule  (32) . However, as a 
consequence of measurements of electrical resistance across different epithelia in vitro it was 
proposed that the tight junctions between cells in epithelia, such as the choroid plexus and 
between cerebral endothelial cells, are a low resistance pathway compared to the actual cell 
membranes through which ions and water are able to pass. From the point of view of under-
standing brain barrier mechanisms, the essential point is that the barrier interfaces are imper-
meable to the intercellular passage of proteins and they have low, if any, intrinsic permeability 
to small lipid insoluble molecules. The functional importance of this low permeability is that 
transport mechanisms in the cells of the barrier interfaces are able to generate gradients between 
the brain compartments [cerebrospinal fl uid (CSF) and brain interstitial fl uid] and the blood 
that are essential for normal brain functioning. Thus the overall effect of the brain barrier mech-
anisms is to maintain the internal environment of the brain with respect to a whole range of 
constituents (e.g., ions, glucose, amino acids, micronutrients). Some cellular transfer mecha-
nisms result in a net infl ux of molecules into the brain [e.g., glucose ( 24  ,  33 ), many amino 
acids ( 24  ,  34 ), and effl ux mechanisms that exclude certain classes of molecules (including many 
drugs) from entering the brain]. Among effl ux mechanisms the multidrug resistance proteins MDR-1 
(P-glycoprotein) and the MRPs are particularly important as their substrates are a wide range of 
drugs and chemicals; many of them neurotoxic ( 35–  37 ). The developmental status of these 
effl ux mechanisms is a key to understanding the potential for neurotoxicity in the fetus and 
newborn brain, although many textbooks do not mention these mechanisms ( 38–  41 ). 

 The brain barrier interfaces are present at three main sites in the adult brain, illustrated in 
 Figure 1 : cerebral blood vessels (blood-brain barrier), choroid plexuses (blood-cerebrospinal 
fl uid barrier), and pia-arachnoid barrier. In the fetus there is an additional barrier interface 
between the cerebrospinal fl uid and the brain parenchyma (CSF-brain barrier) ( Fig. 1  and 
section “Barrier Mechanisms in the Developing Brain”). Furthermore, the placenta provides 
an additional barrier interface between the maternal and fetal blood. 

   BARRIER MECHANISMS IN THE DEVELOPING BRAIN 
  Intracellular Tight Junctions in Barrier Interfaces 
 The fundamental structural barrier (tight junctions) present in both the blood-brain and blood-
CSF interfaces is already functionally effective from very early in brain development. Molecules 
even as small as sucrose and inulin do not appear to permeate tight junctions either in the 
endothelial cells of the fi rst blood vessels to grow into the brain or in the choroid plexus epithe-
lial cells ( 42–  44 ). This has been demonstrated at both the light and electron microscopical levels 
using biotin labelled molecules of different sizes that can be visualized microscopically and also 
have permeability properties similar to more familiar markers, such as sucrose mw 362 Da (cf. 
biotin ethylenediamine MW 286 Da) and inulin MW 5000 Da (cf. biotin dextran 3000 Da) as 
illustrated in  Figure 2 . Thus the fundamental structural barrier at the blood-brain and blood-CSF 
interfaces is present and functionally effective from very early in brain development. The 
assumption that the blood-brain barrier in the fetus is not present or only partly formed and 
therefore the developing brain is accessible to drugs and toxins (3,4,7,8,11,45) is incorrect. How-
ever, the tight junctions are only part of the system that provides the brain with its stable internal 
environment. In addition there is a range of cellular mechanisms that control entry and exit of 
molecules across the barrier interfaces. These are the essential determinants of the local environ-
ment in which the brain grows and develops. Much less is known about these mechanisms than 
about the development of the morphological components of brain barrier systems. Understand-
ing these mechanisms is an essential prerequisite for interpreting data on toxicological effects in 
the fetus and newborn. Some of these mechanisms develop early and their functional effective-
ness is, in itself, evidence of the presence of some aspects of barrier mechanisms in the immature 
brain. However, some mechanisms develop later. Whether the temporal differences in development 
of different brain barrier mechanisms can be interpreted as evidence of a degree of immaturity or 
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  Figure 1    (See color insert) Schematics of the interfaces and barriers in the adult and developing brain. ( A ) The 
blood-brain barrier is a barrier between the lumen of cerebral blood vessels and brain parenchyma. The endothe-
lial cells (Endo) have luminal tight junctions (arrowhead) forming the physical barrier of the interendothelial cleft. 
Outside the endothelial cell is a basement membrane (bm) which also surrounds the pericytes (Peri). Around all 
these structures are the astrocytic endfeet processes from nearby astrocytes (As Endfoot). All these structures 
together are often referred to as the neurovascular unit. ( B ) The blood-CSF barrier, a barrier between choroid 
plexus blood vessels (bv) and the CSF. The choroid plexus blood vessels are fenestrated and form a non- restrictive 
barrier (small arrows), however, the epithelial cells (Ep) have apical tight junctions (arrowheads) that restrict 
intercellular passage of molecules. ( C ) The meningeal barrier, is the least studied and structurally most complex 
of all the brain barriers. The blood vessels of the dura are fenestrated and provide little barrier function, however, 
the outer cells of the arachnoid membrane (Arach) have tight junctions (arrowheads) and this cell layer is believed 
to form the physical barrier between the CSF-fi lled subarachnoid space (SAS) and overlaying structures. The 
blood vessels in the arachnoid and on the pial surface (PIA) have tight junctions with similar barrier characteristics 
as cerebral blood vessels although lacking the surrounding pericytes and astrocytic end-feet. ( D ) The fetal CSF-
brain barrier, a barrier between the CSF and brain parenchyma, and has only been shown to be a functional 
barrier in the early developing brain (245). In early development, the neuroependymal cells are connected to each 
other by strap-junctions (open arrowheads) that are believed to form the physical barrier restricting the passage 
of larger molecules such as proteins but not smaller molecules such as sucrose. ( E ) The adult ventricular 
 ependyma. During development, the neuroependymal cells fl atten and lose their strap-junctions. The mature 
ependyma does not restrict the exchange of large molecules at (e.g., proteins) between CSF and brain.  Source : 
From Ref. 246.   
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(A) (B)

(C) (D)

Figure 2 Micrographs of the blood-brain and blood-CSF barriers at early stages of brain development. (A) 
shows neocortical blood vessels on the brain surface of a newborn opossum (Monodelphis domestica) 30 min-
utes after an intraperitoneal injection of a small inert tracer (3 kDa biotin-dextranamine). The tracer, visualized as 
a dark reaction product, is clearly confi ned to the lumen of these blood-vessels, which are the fi rst to grow into 
the neocortex of the developing opossum brain (scale bar is 50 µm). (B) Electron micrograph of an intercellular 
junction between two adjacent endothelial cells in the newborn opossum brain (blood-brain barrier). Note the 
biotin-dextran amine tracer (dark reaction product) which is present in the lumen of the blood vessel, but does not 
pass beyond the tight junction complex (arrow) located at the luminal end of the intercellular cleft (scale bar is 
200 nm). (C) Electron micrograph of an intercellular junction between two adjacent choroid plexus epithelial cells 
(blood-CSF barrier) in a newborn opossum brain 30 minutes after the tracer was injected into the intraperitoneal 
cavity. Note that the tight junction (arrow) restricts the passage of this tracer along the intercellular cleft towards 
the cerebrospinal fl uid in the ventricles (scale bar is 100 nm). (D) Electron micrograph of an intercellular junction 
between two adjacent choroid plexus epithelial cells in an embryonic rat brain at 15 days gestation. In this animal, 
the tracer was administered into the cerebrospinal fl uid on the other side of the blood-CSF barrier rather than into 
the peritoneal cavity as in (C). Note that by 10 minutes after administration, the tracer is clearly visible in the 
intercellular cleft, but is unable to pass beyond the tight junction complex (arrow) located at the ventricular end of 
the intercellular cleft (scale bar is 200 nm). Source: From Ref. 245.
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represent developmental specializations appropriate for specifi c stages of brain development is 
a matter of debate. It may be that mechanisms important for particular aspects of brain develop-
ment become potentially damaging if toxic agents are able to use them to gain entry to the 
immature brain. One such mechanism is the transfer of proteins from blood to CSF, which results 
in a high concentration of proteins in fetal CSF  (46) . Since heavy metals and some drugs bind 
to plasma proteins, the higher level of these proteins in fetal CSF may represent a hazard to 
the developing brain, particularly since they will be entering the brain at periods of greater 
 vulnerability because of the various growth processes that are occurring  (3) . 

   Blood-Brain and Blood-CSF Transport Mechanisms in the Developing Brain 
 It is the transport mechanisms in these barrier interfaces that determine the internal environ-
ment of the developing brain and supply essential nutrients and other molecules essential for 
the growth and differentiation of this complex integrated organ.  Figure 3  summarizes what 
is known about inward (blood-brain) transport mechanisms that have been shown to be 
functional in the fetal and newborn brain. 

  Water 
 The key water channel, aquaporin-1, is present in the appropriate (adult) functional site of the 
choroid plexus epithelial cells as soon as the plexus begins to differentiate in all species studied, 
including the human fetus  (47) .  

  Ions 
 One of the most fundamental characteristics of the adult brain is stability of the ionic composi-
tion of CSF and brain extracellular fl uid. This stability is essential for normal brain function in 
that the transmission of nerve impulses in axons and across synapses is dependent on a stable 
resting membrane potential and characteristic transient changes in ion permeability across 
axon membranes at postsynaptic terminals. An indication of the stability of ion gradients in 
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Figure 3 Inwardly directed (blood-brain) transfer mechanisms that are known to be functionally active in the 
barrier interfaces of the developing central nervous system and which could provide potential routes of entry for 
some neurotoxic compounds. Examples of the endogenous substrates for each transfer mechanism are shown 
below and neurotoxic compounds that can also enter via these mechanisms are shown above. GLUT1 is the main 
glucose transporter in cerebral endothelium and choroid plexus epithelium (33,51,53). There are several amino 
acid transporters (24,25,34,52,55). Receptor mediated transporters include the transferrin receptor (203,216). 
Other transporters identifi ed in immature brain vessels are MCT1 and MCT2 (247).
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brain extracellular fl uid can be obtained from measurements of CSF and plasma ion concentra-
tions. Gradients for some ions are present very early in brain development: E45 in fetal sheep 
(Mg 2+ ; 48), E50 in fetal monkeys (Mg 2+ ; 49), and E23 in fetal rabbits (Na + , K + , Cl – ; 50). The presence 
of even one ion gradient between blood and CSF is strong evidence that the tight junctions in 
the barrier interface are functionally effective.  

  Glucose 
 The fi rst blood vessels to enter neural tissue acquire the Glut 1 that is characteristic of endothe-
lial cells in brain barriers  (51) . Similarly in the choroid plexuses, although Glut 1 is absent from 
the blood vessels which lack barrier properties, it appears very early in the epithelial cells of the 
choroid plexuses ( 52  ,  53 ). Glut 1 levels are actually highest in the rat choroid plexus epithelium 
during gestation and fall to 50% of that level by P1 and further decline during the fi rst week of 
postnatal life  (54)  which is probably a refl ection of the importance of the choroid plexuses for 
transfer of materials from blood to brain in early stages of brain development  (46) .  

  Amino Acids 
 Transport of amino acids and other important nutrients in newborn brains of rabbits and rats 
has been demonstrated ( 24  ,  34  ,  55 ). The uptake of these essential nutrients was greater in new-
born than in older animals. Some metabolites (e.g., lysolecithin and cytosine) were excluded 
from entry into the developing brain and it was concluded that this was further evidence that 
“the concept of an ‘immature’ barrier at birth seems untenable and inconsistent with current 
understanding of the blood-brain barrier”  (24) . Expression of amino acid transporters in 
endothelial cells in developing brain does not appear to have been studied.  

  Choroid Plexus Transfer of Proteins from Plasma to CSF 
 The protein concentration in fetal CSF is high compared to the adult ( 56  ,  57 ). There is now 
evidence from several species that this is produced by transcellular transfer of plasma proteins 
across the epithelial cells of the choroid plexuses ( 58  ,  59 ) reinforced by the slow turnover of CSF 
in the developing brain which allows the proteins to accumulate in CSF early in brain development 
to a greater extent than in the adult  (46) .   

  Effl ux Mechanisms in the Embryo and Fetus 
 An important barrier mechanism in the adult brain at both the blood-brain and blood-CSF barrier 
interfaces is the presence of effl ux ATP-binding cassette (ABC) transporters. There are 48 known 
ABC proteins in humans  (60)  classifi ed into seven subfamilies (A–G) of which three (B, C, G) 
have been shown to act as effl ux transporters at the blood-brain and blood-CSF barriers in the 
adult ( 60  ,  61 ). These transporters either intercept and export lipophilic compounds including 
xenobiotics as they pass across the cell membrane or export compounds from within the intra-
cellular compartment in association with a transport moiety ( Fig. 4 ). Because of the impor-
tance of these effl ux mechanisms for protection of the brain from many drugs and toxic 
agents ( 62  ,  63 ) knowledge of their status in the fetus and newborn is essential for understanding 
the potential neurotoxicity of a wide range of compounds. 

  P-Glycoprotein 
 The most studied of these ABC proteins is P-glycoprotein [also known as MDR1 or ABCB1 
according to the Hugo Gene Nomenclature Committee]. P-glycoprotein is localized in the 
luminal membrane of cerebral endothelial cells of several species including humans  (64)  and 
has also been claimed to be located in the apical membrane of choroid plexus epithelial cells 
 (65) . The functional importance of MDR1 in choroid plexus, at least in mice, was demonstrated 
in triple knockout (KO) mice lacking  Mdr1a, Mdr1b , and  Mrp1  in which the level of penetration 
of the anticancer drug etoposide from blood into CSF was about 10 times higher in the triple 
KO mice compared to the double KO  Mdr1a/Mdr1b  mice  (66) . P-glycoprotein has been shown 
to be present in human embryonic and fetal brain in three studies. P-glycoprotein expression 
was reported to be at adult levels in the fetal brain by the third trimester  (67) . Weak staining for 
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P-glycoprotein in some vessels in the mid and hindbrain of 30 mm CRL (8 weeks gestation) 
embryos, with strong staining by 123 mm CRL (15 weeks gestation) was identifi ed by  (68) . 
Virgintino et al.  (64)  compared the immunoreactivity of four different antibodies to human 
P-glycoprotein and found that even as early as 12 weeks gestation there was strong staining 
for P-glycoprotein in the fi rst vessels growing into the telencephalon (forerunner of the cerebral 
cortex) at a time when the characteristic layers of the cerebral hemispheres are beginning to 
form  (69) . 

 In mouse embryos, messenger RNA (mRNA) for  mdr1a  was already expressed at E10.5 in 
blood vessels associated with the neural tube  (70) . In a more detailed quantitative study of 
mRNA expression detected by reverse transcription-polymerase chain reaction and protein 
estimated by western blotting  (71)  measurable amounts of both at E16 (the earliest age studied) 
were detected. By the day of birth, there was no signifi cant increase in the level of mRNA, but 
the protein was about four times higher. However, the main increases in both mRNA and pro-
tein did not occur until the postnatal period, the adult level of P-glycoprotein being reached at 
three weeks of age (although the mRNA level was only about a quarter of that in the adult). In 
the rat fetus expression of  mdr1a  was identifi ed as early as E15  (9)  whereas the protein was not 
detected until P7  (72) . This apparent discrepancy compared to the mouse may have been due 
to lack of sensitivity of the antibodies used. 

 The developmental changes in expression of  mdr1a  in rodents refl ect the pattern of vascu-
larization of the developing rodent brain. Prior to birth most vascularization occurs in the more 
mature parts of the brain namely the mid and hindbrain. Although the characteristic neuronal 
layers of the neocortex are established in the period E15 to the time of birth  (73)  most vascular-
ization of the cerebral hemispheres in the rodent occurs in the fi rst three weeks of life  (74) . Thus 
much of the increase in P-glycoprotein in the postnatal period in rodents is probably accounted 
for by this expansion of the cerebral vasculature. However, in humans the equivalent stage of 
vascularization of the brain extends from early in the third trimester to the end of the second 
postnatal year  (75) . In addition to the stage of vascularization at birth, another key question 
from the point of view of the vulnerability of the developing brain is how active is this effl ux 
transport mechanism during these critical stages of brain development. This seems not to have 
been studied. Postnatally, there appears to be no information available about the level of  MDRI  
expression and the level of P-glycoprotein protein in the human infant brain; deductions from 
animal experiments depend critically on assumptions about appropriate age-related comparisons, 
given the different stages of brain development at which humans and rodents are born (see 
section “Species Differences”).  

  MRPs in Barrier Interfaces in the Developing Brain 
 MRP1 to MRP6 have been identifi ed in endothelial cells of cerebral blood vessels of a variety of 
species ( 76  ,  77 ) and see  (37)  for brief review. Only those MRPs (and other effl ux transporters) 
present in the apical/luminal membrane of endothelial cells (P-glycoprotein, MRP2, MRP4, 
and BCRP) would be expected to restrict entry of drugs and toxins into the brain. However, the 
evidence for localization of some of the other MRPs ( 1  ,  3  ,  5  ,  6 ) to the basolateral membrane was 
determined in cell culture experiments  (37) ; this may not refl ect the situation in vivo. In the 
developing rat brain  mrp1  was expressed at E15 (earliest age studied) at a level that was 75% of 
that at birth and in the adult, although the difference was not signifi cantly different  (9) .  

  Breast Cancer Resistance Protein in the Brain Barrier Interfaces 
 Another ABC transporter that has been identifi ed in adult cerebral endothelial cells is breast 
cancer resistance protein (BCRP) ( 63  ,  78 ). This product of the ABCG2 gene was fi rst isolated 
from a multi-drug resistant human breast cancer cell line  (79) . The substrate specifi city of BCRP 
overlaps with that of P-glycoprotein  (62) . The mouse equivalent, Bcrp1 shares 81% homology 
with human BCRP and is encoded by the  Abcg2  gene  (80) .  Brcp1  expression has been identifi ed 
in embryonic rat brain as early as E12.5  (81) , with expression said to be confi ned to blood ves-
sels and not present in the rest of the brain  (81) . However, the evidence for this was based on a 
micrograph of immunocytochemical staining of Bcrp1 in E18.5 brain. Further studies will be 
required to defi ne the developmental profi le of this potentially important xenobiotic effl ux 
transporter in the fetal brain.  Figure 4  summarizes the three main ABC transporter types 
involved in xenobiotic exports at the blood-brain, blood-spinal cord, and placental barriers.   
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  Detoxifying Enzyme Systems in Brain Barriers of the Developing Brain 
 As outlined in  Figure 4 , the MRPs primarily export compounds coupled with glutathione, 
glucuronic acid, or sulfates, either by co-transport with the compound or by biochemical 
conjugation onto the compound and subsequent effl ux of the conjugate [reviewed by  (82) ]. 
There is some evidence that BCRP exports both conjugated (glucuronidate and sulfate) and 
unconjugated compounds ( 83  ,  84 ). Conjugating enzymes form part of the natural Phase II 
metabolism machinery of cells for detoxifying and removing endogenous compounds and 
probably unwittingly contribute to the effl ux of xenobiotics that manage to fi nd their way into 
the cells in which these enzymes and MRPs are present. Glutathione is a tri-peptide that requires 
the presence of three main enzymes; fi rstly  Gamma-glutamylcysteine synthetase  to couple gluta-
mate to cysteine, then  Glutathione synthetase  to add glycine and fi nally  Glutathione-S transferase  
to attach the glutathione onto the drug to be exported. Glucuronidation requires the presence 
of the  UDP-glucuronyltransferase  enzymes to transfer the glucuronyl group from UDP 
(uridine-di-phosphoglucuronate) onto a polar functional group present on the compound to 
be exported. Sulfation requires the presence of  3-phosphoadenosine-5-phosphosulfate synthase  
followed by the  sulfotransferase  enzymes to transfer the sulfonate group from 3-phosphoadenosine-
5-phosphosulfate onto the compound to be exported. These conjugations result in a less toxic 
(less active) conjugate, due to the modifi cation of the reactive polar group, making it less lipid 
soluble, thus restricting its distribution and ability to cross cell membrane, and allowing the 
compound to be excreted from the cell by MRP and BCRP. 

  Gamma-glutamylcysteine synthetase  is present in many tissues in the adult, including the 
central nervous system (CNS) and mRNA from the two genes which encode for it has been 
shown to be present as early as gestational day 10 (E10) in fetal mouse brain and liver  (85) . There 
is no information available on the expression of  Glutathione synthetase  in the developing CNS. 
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Figure 4 (See color insert) The three main ABC transporter types involved in xenobiotic export at the blood-
brain, blood-spinal cord, and blood-placental barriers; PGP (p-glycoprotein, also known as MDR1, ABCB1), MRP 
(multidrug resistance related proteins, ABCC1-8) and BCRP (breast cancer related protein, ABCG2). PGP and 
the MRPs are arranged in two repeated halves, each half containing a nucleotide binding domain and six mem-
brane spanning domains. BCRP is a half-transporter with a single nucleotide binding domain and six membrane 
spanning domains, but is thought to form a homodimer in order to be functionally active. All utilize energy from 
ATP hydro lysis to move substrates across the membrane. PGP’s substrate binding sites are located within or 
close to the internal leafl et, thus PGP is thought to be able to intercept lipophilic compounds as they pass across 
the cell membrane. In contrast, the MRPs transport compounds from within the cell cytoplasm in conjunction with 
a transport moiety (glutathione, glucuronic acid, or sulfate). This is achieved either by co-transport or by conjuga-
tion of the transport moiety (shown as a star in the diagram) onto the substrate prior to export. The MRPs do not 
appear to be able to directly intercept compounds within the internal leafl et in the way that PGP does. BCRP also 
transports a wide range of unconjugated compounds, but it is not known if it is able to intercept these from within 
the internal leafl et. BCRP is also able to transport conjugated compounds, with a greater affi nity for sulfate con-
jugates over glutathione conjugates (248), thus it may function in a similar manner to the MRPs. Abbreviations: 
ADP, adenosine diphosphate; ATP, adenosine triphosphate.
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  Glutathione S transferase  is present in both cerebral endothelial cells and in choroid plexus 
epithelial cells  (86) . The Pi class isoenzyme of glutathione S-transferase has been shown to be 
present at least as early as 12 weeks gestation in human fetuses  (87)  and in rat choroid plexus 
from the day of its fi rst differentiation (E15) and subsequently in the brain ventricular zone cells 
(E18 to birth) and subventricular zone and astroglial cells of grey and white matter  (88) .  UDP-
glucuronyltransferases (UGTs) : These are found in the CNS in barrier forming cerebral endothe-
lial cells  (89) , but the highest concentration appears to be in choroid plexus epithelial cells  (90) . 
In fetal rats,  UGTs  are present in cerebral cortex at embryonic day 17 (the earliest age investi-
gated) and increase to reach a peak between birth and postnatal day 5, before declining to 30% 
of the peak level by postnatal day 60  (91) . Since  mrp1  is expressed as early as E15 in rat brain  (9)  
its concurrent presence with the glutathione producing enzymes suggests that this effl ux 
 mechanism may be functionally active very early in brain development. 

  Placental Effl ux and Detoxifying Mechanisms 
 Many of the effl ux transporters and enzymes described above in the barrier interfaces of the 
developing brain are also present in the placenta (36,60,62,92,93). Studies of mice with dele-
tions of either or both  mdr1a  or  mdr1b  genes have shown that there is a much greater transfer 
of P-glycoprotein substrates [e.g., digoxin  (94) , some pesticides  (95) , in  mdr1a –/–  or  mdr1a –/– 
mdr1b –/–  mice]. The phenotypes of these have been reported to be normal  (96)  but there 
is some evidence that if challenged with certain drugs the mutants may show congenital 
deformities  (97) . 

 In the embryo and fetus the placenta provides an important defence against the penetra-
tion of many drugs and toxins that would otherwise enter from the mother’s circulation, should 
the mother be exposed. A consideration of whether P-glycoprotein is present and functionally 
active at the brain barrier interfaces in the embryo and fetus is important in relation to possible 
effects on the developing brain, should the level of such materials exceed the effl ux capacity of 
the placenta. A related consideration is that there are genetic differences in levels of expression 
of P-glycoprotein genes  (98) ; the fetuses of such mothers may be at greater risk that those of 
mothers with normal levels of P-glycoprotein gene expression.    

  SPECIES DIFFERENCES 
 In addition to the general need for caution when attempting to extrapolate from animals to 
humans, in the developmental fi eld there is the additional problem that different species develop 
at very different rates and are born at different stages of brain development. For example, “new-
born” represents something quite different in a human, sheep, rat, or marsupial. Taking the 
cerebral cortex as an example, in rodents its development is very rapid and in terms of neuro-
genesis and cell migration is largely complete by birth, although other features of its develop-
ment such as synaptogenesis continue well into the postnatal period. In the sheep, which has a 
slowly growing brain and a long gestational period (150 days), the equivalent period for the end 
of cortical neurogenesis is mid gestation  (99) . In the human cortex the equivalent period is 
towards the end of gestation ( 100  ,  101 ). This conclusion was based on studies in rhesus macaque 
monkey and extrapolated to humans  (102) . Correction for shrinkage and stereological errors in 
the extensive data of Conel on brains of children showed that after a decline in cortical neurons 
numbers at 6 to 18 months (depending on the region) there is a subsequent increase at least up 
to 72 months of about two fold  (102) . In late gestation and in the postnatal period there is also a 
substantial amount of organizational development, especially gliogenesis, and synaptogenesis 
 (101) . At the other extreme, in marsupials, the whole of neocortical development occurs after 
birth, postnatal day 15 (P15) being equivalent to the newborn (P0) rat neocortex. With respect to 
vascularization of the developing brain, most of this process in the neocortex of rodents occurs 
in the fi rst three weeks of life  (74)  whereas in the human this occurs over a much longer period 
extending from the third trimester through the fi rst two years of life  (75) . When transferring 
information from experimental animals to humans, particular caution is needed with respect to 
development; it is not appropriate to extrapolate fi ndings from neonatal rodents to neonatal 
infants. CSF in developing brain has a high concentration of protein, which declines with age. 
Thus a simple comparison of total protein concentration in CSF could be a useful comparator 
between species. In the adult term human, CSF protein concentration is about two to four times 
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the adult level  (103)  but is much higher in the fetus ( 57  ,  104 ). On this basis the equivalent stage in 
the rat is about postnatal day (P) 10 to 20  (105) ; in fetal sheep it is late in gestation  (106) . In this 
and other respects, a newborn rat is quite different from a newborn human.  

  PHYSICOCHEMICAL PROPERTIES OF DRUGS AND TOXINS 
 The idea that it should be possible to predict brain barrier permeability of drugs and other 
compounds based on considerations of their chemical structure and physical properties has 
been around for a while  (107) . Thus lipid solubility and/or molecular size have been consid-
ered to be primary predictors of drug entry from blood into brain and CSF. It assumed that for 
drugs to permeate the brain barriers they would need to be small (<400 Da) if they are hydro-
philic, or if they were larger, they would need to be lipid soluble. In real life this simplistic view 
is defeated by the presence of effl ux mechanisms in the barrier interfaces (see section “Effl ux 
Mechanisms in the Embryo and Fetus”). A good illustration of this point in neurotoxicology is 
the study of Watanabe et al.  (108) . These authors investigated placental and blood-brain barrier 
transfer of a series of drugs in pregnant rats. The drugs (propranalol, chlorpromazine, haloperi-
dol, atropine, reserpine, dopamine, epinephrine, and norepinephrine) were chosen to be of 
very different lipid solubility in the expectation that this would be the main determinant of 
their entry into the fetus and its brain. However, with respect to placental transfer, there was no 
signifi cant correlation between log P corr  [P corr  is the corrected partition coeffi cient, chloroform/
water. Thus log P corr  = log[P app /(1 –  α ) where  α  = 1/[1 + antilog( p H –  p K a )] and the fetal plasma/
maternal plasma concentration ratios. Thus the entry of the highly lipid soluble drugs pro-
pranalol, chlorpromazine, and haloperidol was much less than predicted from their lipid solu-
bility. The explanation for this is likely to be that these drugs are P-glycoprotein substrates ( 109  ,  110 ) 
and the presence of this effl ux protein in the placenta would have reduced their entry into the 
fetus. However, at the time their paper was published it had only just been shown that 
P- glycoprotein was present in the placenta  (111)  and cerebral endothelial cells ( 112  ,  113 ). 
Watanabe et al.  (108)  did fi nd that there was a signifi cant correlation for log P corr  and brain/
plasma concentration ratios for the drugs in the mothers, their fetuses (E19) and the postnatal 
animals at P2, P7, and P14, but brain/plasma concentration ratios for the three most lipid solu-
ble drugs (propranalol, chlorpromazine, and haloperidol) were appreciably less in the fetus 
and neonatal animals compared to the mother and by two weeks postnatal the ratio was 
approaching maternal levels. For the less lipid soluble drugs, some reached higher brain/
plasma concentration ratios in the fetus (atropine, epinephrine, norepinephrine) whereas  others 
achieved lower or similar ratios in the fetus compared to the mother (dopamine, reserpine). 
Possibly, age-related differences in brain receptor binding, metabolism, or effl ux proteins in 
developing cerebral endothelial cells account for these differences. In a detailed compilation of 
the physicochemical characteristics and developmental toxicology of 50 compounds, neither 
P-glycoprotein nor other effl ux mechanisms are mentioned  (41) . Their presence in the placenta, 
cerebral blood vessels, and other sites in the fetus and newborn will affect the distribution of 
compounds that are substrates, thus limiting the predictive value of the physicochemical data. 
Results such as those in  (108)  make it clear that for both the adult and developing brain the 
question of whether a particular compound will enter it and to what extent and whether it has 
neurodevelopmental effects, can only be answered by direct experimentation.  

  VULNERABILITY OF THE DEVELOPING BRAIN TO DRUGS AND TOXINS 
 The evidence described above strongly supports the notion that the fetal and newborn brain 
has well developed mechanisms in its brain barrier interfaces that determine the composition 
and control of the internal environment in which the brain grows. In spite of the wealth of mor-
phological and functional evidence, a belief in the “immaturity” of the blood-brain barrier 
persists (1,4–13,15,16). This perhaps explains why experimental evidence about barrier perme-
ability and brain vulnerability in the fetus and newborn is so fragmentary. The fi ndings that 
key barrier mechanisms, particularly the effl ux mechanisms, are already present early in brain 
development as well as in the placenta, does not necessarily mean that the immature brain will 
be unaffected by potentially toxic agents ingested by the mother or young child. This can only 
be determined by experimentation, in most cases in suitable animal systems. The rest of this 
review will outline what is known about the penetration of potential neurotoxins into the 
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developing brain and attempt to assess the extent to which the very real neurotoxic effects may 
be a property of the barrier interfaces or to some other feature of brain development. However, 
the design of many experiments is such that it is often diffi cult to distinguish between protec-
tive (or imperfections in protection) provided by placental mechanisms compared to brain 
barrier mechanisms. 

 The number of potentially neurotoxic agents is considerable. A recent review  (12)  listed 
201 industrial chemicals known to be neurotoxic in humans and >1000 known to be neurotoxic 
from experimental studies. The “chemical universe” was assessed as exceeding 80,000 com-
pounds. The review did not consider drugs, food additives, microbial toxins, snake venoms, or 
other biogenic toxins. Many of these potential neurotoxins are substrates for the various effl ux 
transporters described above. Several reviews have published lists of substrates for the effl ux 
transporters (35,114–116) but these are not comprehensive. A systematic review of the literature 
on effects of prenatal toxin exposure on mental health in children and adolescents has been pub-
lished  (116) . The number of drugs that have been administered to pregnant women is very large. 
A risk assessment for nearly 1200 drugs used in pregnant and lactating mothers has been pub-
lished  (117) . Most of these have never been evaluated formally for neurotoxic or damaging 
effects and testing is not included in the regulatory approval of most of these drugs. There is 
little serious evidence (as opposed to anecdote and belief) on the specifi c problem of the extent 
to which different drugs enter the developing brain and by what mechanism. As indicated in the 
introduction to this chapter, there is a general tendency to assume that the presence of a drug (or 
other toxin) in the developing brain is due to “immaturity” of the blood-brain barrier, rather 
than to specifi c developmental mechanisms. 

  Medically Important Drugs 
  Anticonvulsants 
 Various abnormalities have been reported in offspring of mothers treated with anticonvulsant 
drugs during pregnancy [reviewed in  (118) ]. The incidence appears to vary with different anti-
epileptic drugs and drug dose, with valproate having the highest incidence (over 15% in some 
studies)  (119)  and lamotrigine possibly the lowest (around 3%)  (120)  although this might refl ect 
the fact that it is a much newer treatment. Use of polytherapies ( 98  ,  121 ), and large doses, appear 
to be associated with a higher incidence of congenital malformations; but the reported inci-
dences are very variable. The main disorders affecting the CNS that have been reported are 
neural tube defects for exposure early in pregnancy and behavioral (including autism) and cog-
nitive effects that may be severe enough to cause mental retardation  (118) . Greater blood-brain 
barrier transfer of the protein-bound anticonvulsant drugs phenytoin and phenobarbitone has 
been reported in immature animals  (122) . This was attributed to greater extraction from more 
slowly perfusing cerebral circulation, which was estimated in newborn rabbits. It was suggested 
that this was due to uptake of protein-bound drug in the newborn, but not adult brain. How-
ever, proteins in plasma are not taken up into developing brain via the cerebral blood vessels 
 (21)  but via the choroid plexuses  (46) . This would also be expected to transfer protein-bound 
drugs into CSF, which might account for some of the greater extraction of protein-bound drugs 
reported by  (122) . Only recently has it been appreciated that many of the antiepileptic drugs are 
substrates for P-glycoprotein. The likely importance of fetal genotype for effl ux transporters in 
the placenta in determining fetal sensitivity to these drugs has been discussed  (98) . This will also 
be important for the level of protection effl ux transporters provide against the nervous system 
damaging effects of these drugs. Evidence for potentially damaging effects of the GABA-acting 
antiepileptic drugs, carbamazepine, valproate, vigabatrine, on specifi c features of development 
of the hippocampus and cortex in fetal rats whose mothers had been given antiepileptic drugs 
from E14 to E18 have been described  (123) . Other authors have suggested that genetic differ-
ences in detoxifying mechanisms may play a role in the predisposition of some infants to induction 
of congenital malformations by antiepileptics  (124) . A further complication is that in prolonged, 
high dose therapy, there maybe up-regulation of effl ux transporter activity  (98) .  

  Opiates 
 For many years morphine has been considered to have a greater effect in newborn infants than 
in adults. Decades ago this was attributed to immaturity of the blood-brain barrier  (125)  and also 
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in more recent studies in which fetal brain morphine levels were fi ve times higher than in adult 
brain following administration of morphine to pregnant rats  (125) . In support of the interpreta-
tion of barrier immaturity the authors  (126)  cited  (127)  a fetal rat study, in which horseradish 
peroxidase (HRP) was used as a marker for blood-brain barrier permeability. However, this is 
not relevant because HRP tests protein (tight junction) permeability. Morphine is a much smaller 
and more lipid soluble compound and therefore enters the brain by a different mechanism, 
although its entry is reduced by P-glycoprotein. Fetal brain levels of morphine could only be 
interpreted if fetal blood levels were available, but these were not measured  (126) . Studies of 
blood levels of morphine in neonates  (128)  raised an important issue, which was ignored for a 
long period by neonatal pediatricians and led to a number of disasters (perhaps most notably 
the potentially lethal “grey syndrome” in neonates from the toxic effect of chloramphenicol). 
The blood-levels of a drug may be very different in the neonate because of differences in metab-
olism. Often liver enzymes that metabolize drugs are less active in the newborn, leading to 
higher blood levels of the drug. Also, the metabolic pathways used may be different, resulting 
in more active forms of the drug than occurs in adults. Metabolic and pharmacokinetic differ-
ences in preterm infants, term infants and adults have been reviewed in  (129) . The supposed 
greater susceptibility of the immature brain to morphine in causing respiratory depression could 
relate to a number of different factors:  (i)  possible differences in metabolism in neonates,  (ii)  the 
level of morphine receptors in a number of key brain areas may be greater in the newborn than 
later in life  (130) ,  (iii)  morphine is protein bound  (131)  and the concentration of proteins in 
plasma of immature animals and humans is substantially less than in the adult ( 57  ,  59  ,  105  ,  106 ), 
or  (iv)  morphine is a substrate for P-glycoprotein ( 132  –    134 ); this would result in a brain level of 
morphine that is less than would be predicted for its physicochemical characteristics.  

  Theophylline and Related Xanthines 
 Studies of metabolism and distribution of theophylline in the pregnant rat have been published 
 (135) . Pregnant rats were injected with labelled theophylline; fetal brain-blood ratios of around 
1.0 compared with 0.41 in adult, were reported. It was proposed that this indicated the lack of 
a blood-brain barrier in the fetus. The authors do not seem to have realized that theophylline is 
protein bound and that since plasma protein concentration is much lower in the fetus and new-
born, this could increase availability of theophylline for exchange in younger animals. Accu-
mulation of theophylline, theobromine, and paraxanthine in the fetal rat brain has been 
measured following a single oral dose of caffeine  (136) . Pregnant rats at 20 days gestation (E20) 
were given a single dose of caffeine (5 or 25 mg/kg). Fetal and maternal concentrations of 
 caffeine were estimated both in the blood and the brain. Brain/blood ratios of around three 
were obtained for theophylline for both doses of caffeine in fetuses, but adult results depended 
on the dose administered. In adults, the brain/plasma ratio for theophylline at a caffeine dose 
of 5 mg/kg was about 3, whereas at a caffeine dose of 25 mg/kg, the ratio was around 0.1. This 
was a consequence both of  less  theophylline getting into the brain  and  a higher concentration in 
plasma. The authors acknowledged that theophylline is lipid soluble (although less so than 
caffeine) and has a higher binding affi nity than caffeine for proteins in plasma (50–60% and 
24–35%, respectively). Nevertheless they still concluded that the greater brain/blood ratios for 
theophylline found in fetuses were due to differences in blood-brain barrier permeability. Con-
cern has been expressed about possible teratogenic effects of caffeine ingested by pregnant 
women  (137)  but as indicated above, the developmental state of blood-brain barrier mecha-
nisms is not likely to be a signifi cant contributor, although transfer of protein-bound drug 
across the choroid plexuses and greater accumulation of drug due to low turnover of CSF, may 
be important. 

 Theophylline and L-glucose entry from blood into different brain regions and CSF have 
been studied in postnatal rats  (138) . Although theophylline and L-glucose have similar molecu-
lar weights, theophylline is much more lipid soluble, and therefore unlikely to be hindered by 
a blood-brain barrier, as theophylline appears not to be a P-glycoprotein substrate  (139) . L-glucose 
is a non-transported low molecular weight probe of brain barrier permeability. Hypercapnia 
increased penetration of L-glucose, but not theophylline, into CSF and brain. This supports the 
contention that the difference in lipid solubility means that the route of entry is likely to be 
different and that an increase in protein binding of theophylline accounts for the decrease of its 
brain/plasma ratios in older animals  (138) . In addition, the transfer of theophylline bound to 
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proteins that are transported across choroid plexus epithelial cells ( 140  ,  141 ) combined with the 
lower turnover of CSF in the developing brain  (46)  would be expected to lead to higher amounts 
of theophylline in fetal CSF and brain, which is a quite different mechanism from “immaturity” 
of the barrier in cerebral blood vessels.  

  Psychoactive Drugs 
 Drugs such as selective serotonin uptake inhibitors (SSRIs) (e.g., fl uoxetine) presumably enter 
the brain in adults (otherwise they would be functionally ineffective). Many do so because they 
are lipid soluble and are not substrates of effl ux proteins such as P-glycoprotein or if they are 
substrates, this activity is insuffi cient to prevent the entry of therapeutically effective concen-
trations of the drug. Such drugs would be expected to cross the placenta and enter the fetal 
brain, whatever the state of development of brain barrier mechanisms. The amount reaching 
the fetal brain might be affected by the level of fetal metabolism of the drug or degree of protein 
binding, but is unlikely to be related to brain barrier mechanisms. However, if psychoactive 
drugs are even low-level substrates for P-glycoprotein (as appears to be the case for some 
SSRIs)  (110)  this may infl uence the level of entry into fetal brain because of the presence of 
P-glycoprotein in human cerebral blood vessels ( 64  ,  68 ). Because the activity of this P-glycoprotein 
in the fetal brain is unknown, it is not clear how important this effect would be. These 
uncertainties emphasize the need for evaluation of entry of individual drugs into the fetal or 
neonatal brain, rather than relying on predictions from physicochemical properties of drugs.  

  Steroids and the Developing Brain 
 In view of the widespread use of steroids in prematurely born infants (e.g., as a means of miti-
gating the effects of respiratory distress syndrome and intraventricular hemorrhage)  (142) , it is 
important to know whether steroids have any deleterious effects on brain development or the 
properties of blood-brain barrier mechanisms. Permeability to AIB ( α -aminoisobutyric acid, a 
low molecular weight, hydrophilic, inert compound) was increased by dexamethasone, and 
the effect was slightly greater in the youngest fetuses  (143) . This effect might make the brain 
more vulnerable to exposure to low molecular weight drugs or toxins. An extensive series of 
studies concerning repeated doses of betamethasone in pregnant sheep has shown deleterious 
effects on brain growth and myelination in the fetuses ( 144  ,  145 ).   

  Environmental Agents 
  Metals 
 Metals such as mercury and lead have no known biological function but are present in the 
environment in amounts that have increased as a result of human activity. If they enter the 
body (e.g., by ingestion or inhalation) they are extremely toxic in small amounts and have del-
eterious effects on the nervous system especially when immature. Other metals such as, cobalt, 
copper, and manganese are incorporated into various biological systems, but have toxic effects, 
including neurotoxicity, when present in excess amounts. Although some authors have sug-
gested that immaturity of the blood-brain barrier contributes to the greater toxicity of several 
metals ( 3  ,  8  ,  146  ,  147 ) it may actually be the presence of specifi c barrier transfer properties at a 
time of brain vulnerability due to developmental growth processes that actually contributes to 
brain damage. 

  Mercury 
 Mercury is present in the environment in a variety of forms, the most abundant and neurotoxic 
of which is methylmercury (MeHg). Elemental mercury (Hg 0 ), which may be inhaled from 
mercury used in manufacturing processes or in instruments, is also toxic. MeHg is a particular 
hazard because other less toxic forms of mercury are converted to MeHg by a variety of organ-
isms, particularly aquatic and MeHg thus enters the food chain and becomes concentrated in 
fi sh. There have been some notable epidemics of mercury poisoning due to contamination of 
fi sh and crops by MeHg ( 148  ,  149 ). The neurotoxic effect of mercury have been described in 
detail and it is clear that they are greater and more diverse in the immature brain (148,150–152) 
but there is some disagreement about the mechanisms by which mercury enters the brain. 
MeHg is said by many authors to be highly lipid soluble ( 153  ,  154 ) but actual estimates of its 
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solubility are hard to fi nd. However, in the body MeHg is water soluble rather than lipid soluble 
 (155) . The presence of cerebral endothelial amino acid transporters in immature brain blood 
vessels ( 24  ,  156 ) is more likely to be of signifi cance. Their transfer capacity has been estimated 
to be larger than in the adult  (55)  and this probably accounts for the greater accumulation of 
mercury in fetal than in the adult brain  (157)  as MeHg appears to form a complex with cysteine 
and cysteine administration to pregnant rats has been shown to increase brain uptake of MeHg 
in their fetuses  (146) . However, these authors have suggested that immaturity of the blood-
brain barrier also contributes to the greater damaging effect of MeHg in the developing 
brain ( 146  ,  158 ). Given the evidence summarized earlier about the effectiveness of brain barrier 
mechanisms in the embryo and fetus, this seems unlikely to play a role in mercury toxicity in 
the developing brain. In adult rats, administration of either MeHg or HgCl 2  has been shown to 
produce acute damage to cerebral blood vessels ( 159  ,  160 ). It is not known if this occurs in the 
developing brain or if such blood-brain barrier breakdown is part of the neuropathology in 
human exposure to mercury. However, the observation that  75 Se-selenomethionine uptake into 
brain was  less  in rats exposed to MeHg  (159)  is additional evidence of the importance of amino 
acid transport across the blood-brain barrier for entry of MeHg into the brain.  

  Lead 
 The developing nervous system appears to be particularly susceptible to lead toxicity. Above 
80–100  μ g/100 mL children are more likely to develop signs of lead encephalopathy (including 
fi ts). At levels that do no appear to produce discernible problems in adults (e.g., 10–20 
 μ g/100 mL) there is evidence of effects on neurocognitive development, including reduction in 
IQ  (161) . Extensive experimental studies in animals (mainly in rats, but also in guinea pigs and 
monkeys) have shown that key features of the neuro- and developmental pathology can be 
reproduced ( 162–  166 ) although some early studies used such high levels of lead exposure that 
there were confounding effects due to malnutrition  (167) . Two main features of lead neurotox-
icity have been established: a direct damage of the cerebrovascular endothelium ( 168–  170 ) and 
disruption of a number of biochemical processes within the brain ( 171  ,  172 ). The blood vessels 
in the cerebellum appear to be more susceptible than those, for example, in the cerebral hemi-
spheres (162,173–175). This has been suggested to be due to the later development of the cere-
bellum ( 174  ,  175 ). The relative contributions of damage to the blood-brain barrier and the effects 
on biochemical processes to the pathogenesis of lead intoxication is not clear due to the wide 
range of experimental protocols for lead administration and different analytical techniques 
used. At the blood-CSF interface the choroid plexus cells concentrate lead taken up from the 
circulation ( 20  ,  165 ). The level of lead in CSF is much lower than in brain ( 176  ,  177 ) probably 
because of the turnover of CSF (sink effect of CSF secretion and fl ow)  (178) . Cerebral endothe-
lial cells also concentrate lead to a high degree ( 179  ,  180 ). However, unlike lead crossing the 
choroid plexuses into CSF, with subsequent return to the circulation by the fl ow of CSF, lead 
crossing the cerebral endothelial interface is taken up by brain cells, particularly end feet of 
astrocytes  (179) . 

 Fundamental questions include how lead enters the brain and if the process quantita-
tively or qualitatively different in the developing brain. Brain uptake of  203 Pb using steady state 
in vivo and short pass arterial techniques has been studied in anesthetized adult rats ( 177  ,  181 ). 
It was concluded that lead enters the brain as PbOH + . Lead is bound to albumin and to L-cysteine 
in plasma  (182) . In a limited number of intra-arterial perfusions in P16 to P17 and P26 postnatal 
rats, the brain uptake of lead was substantially greater than in the adult  (177) . An alternative 
mechanism for lead entry into brain that does not seem to have been considered is that lead 
bound to L-cysteine may be transported across cerebral endothelial cells, analogous to the entry 
into brain of MeHg coupled to L-cysteine (see above). Since amino acid transfer has been 
reported to be greater in the developing brain ( 24  ,  156 ) this could account for the greater lead 
uptake. Lead bound to albumin might also reach the immature brain via the CSF in greater 
amounts than in the adult. 

 There is general agreement that the blood-brain barrier in immature animals is susceptible 
to disruption by lead administration, detected by vascular markers such as HRP, trypan blue, 
or labelled albumin, up to the age of about two weeks in rats ( 162  ,  167  ,  168 ). However, in rats 
administered different levels of lead, administration from P5 up to P21 at a daily IP dose of 
10  μ g/g body weight, which achieved a blood lead level of 3.4  μ g/mL (16.4  μ M) there was no 
effect of this level of lead intoxication on blood-brain barrier transfer of several nutrients 



64 SAUNDERS ET AL.

(D-glucose, phenylalanine, lysine, proline, pyruvate, and uridine)  (183) . In other experiments 
with similar blood levels of lead also using IP injections, but from birth to P15, there was a 
blood-brain barrier leak to Evans blue-albumin and to plasma proteins at P15 but not P20 or 
P30  (167) . This may refl ect greater resistance of the blood-brain barrier to lead toxicity in older 
animals as suggested by several authors ( 162  ,  167 ). It may explain the lack of effect of lead on 
glucose, amino acid and pyruvate transport in the immature brain  (183)  and also on tyrosine 
and choline blood-brain barrier permeability from birth to 70 days of age in rata  (184) . In addi-
tion, there is evidence that in prolonged exposure to lead from the neonatal period, the blood-
brain barrier shows recovery from the earlier pathological changes  (180) . It is unclear how much 
of the neuropathology in the immature brain ( 169  ,  171  ,  172 ) is due disruption of a susceptible 
blood-brain barrier and how much is directly due to primary neurotoxicity.  

  Cadmium 
 Cadmium has been implicated in a number of neurological disturbances in children, although 
exposure to cadmium was also often combined with exposure to other neurotoxic metals such 
as lead. Problems reported included defi cits in psychomotor development  (185)  and cognitive 
skills  (186) . Much less information is available about the effects of cadmium on the fetus via 
maternal exposure ( 187  ,  188 ) although it appears that the placenta does limit its entry into the 
fetus  (188) . Most of the available information on possible mechanisms of cadmium neurotoxic-
ity in development comes from animal studies. Differences in experimental protocols and the 
lack of blood measurements of cadmium in many experiments make it diffi cult to relate the 
results of animal studies to reports on toxicity in infants and children. The acute effect of cad-
mium appears to be on the vascular endothelium in the brain ( 189–  191 ) and some other vascu-
lar beds  (192) . Blood vessels in the immature brain appear to be appreciably more susceptible 
to lower levels of injected cadmium  (190) . Pathological changes consisting of extravasated red 
blood cells and occasional severely damaged capillaries were observed within two to four 
hours after cadmium chloride (CdCl 2 ) injection, with increasing signs of hemorrhage and vacu-
olation of endothelial cells by four to six hours, which increased further by six to eight hours, 
by which time neuronal and glial cells showed pathological changes. Inter-endothelial cell tight 
junctions were widened, but the junctions appeared intact  (190) . Increased permeability of 
cerebral vessels in cadmium toxicity reported by  (193)  appears to be due to damage to the 
endothelial cells, which were reported to have defi nite intracellular gaps, rather than to disrup-
tion of the intercellular junctions  (190) . Detailed descriptions of neuropathological lesions in 
immature rats and rabbits exposed to different regimes of cadmium intoxication have been 
published ( 190  ,  192  ,  194  ,  195 ). Cadmium has been reported to accumulate in immature rodent 
brain to a much greater extent than in the adult  (194)  this was attributed to immaturity of the 
blood-brain barrier by some  (196) . However, others found no age-related difference in brain 
cadmium uptake  (195) . Given that the damaging effects of cadmium on cerebral vascular 
endothelial cells do not appear to include disruption of tight junctional complexes  (190)  it 
seems more likely that if there is an effect on brain uptake, it is direct damage to endothelial 
cells that is involved. The relevance of this to acute cadmium toxicity in children is illustrated 
by a case report on a child (2 years 10 months) who died of cadmium poisoning and at post-mortem 
had signs of blood-brain barrier disruption and cerebral edema  (197) . 

 In addition, loading the diet of rats with cadmium resulted in much greater accumulation 
of cadmium in brains of adult animals, than in controls, but this effect was barely apparent at 
the P15  (195) . These results suggest that there is a signifi cant barrier to cadmium entry into 
immature brain at least as early as P15 in rats. The immature brain, if anything, appears to be 
better protected from exposure to cadmium via the circulation than the adult, but the mecha-
nisms are unclear. One factor that does not appear to have been considered is that the choroid 
plexuses have been shown to concentrate cadmium in adults  (198)  but this property has been 
little studied in the immature brain [but see  (199) ]. The choroid plexuses have been suggested 
to be substantially more important than the cerebral vasculature for blood to brain exchange 
 (46)  in early stages of brain development, thus it may be that choroid plexuses also play a larger 
role in protecting the brain from toxic effects of cadmium and other xenobiotics.  

  Iron 
 The fetus has been suggested not to be at risk from iron overdose in the mother because placental 
transport of iron is a saturable process  (200) . However, recent evidence suggests that high 
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maternal iron stores correlate with reduced IQ scores in children  (201) . Iron is the commonest 
cause of poisoning in children, due to gastrointestinal and liver toxicity and there is evidence 
from animal studies that iron administration may have adverse neurodevelopmental effects 
 (201) . Chronic low-level ingestion of iron by children might lead to its accumulation in the 
brain, as transport of iron from blood into brain appears to be much higher during develop-
ment ( 202  ,  203 ). Another aspect of iron transport across the blood-brain and blood-CSF inter-
faces that may have neurotoxicological relevance lies in the utilization and interactions of 
transport mechanisms by other metals such as manganese. The main mechanism transporting 
iron into brain involves the transferrin receptor, which is only present on cerebral vessel 
endothelial cells  (204)  and possibly other proteins such as divalent metal transporter-1 (DMT-1; 
205) and ferroportin-1  (206)  although ferroportin-1 does not yet seem to have been localized to 
cerebral endothelial cells. Studies of neurotoxic metal entry into brain of rats from P15 to adult 
showed that there is a substantially effective barrier to entry of metals (copper, lead, and 
cadmium) into the brain at least as early as P15 ( 195  ,  207  ,  208 ).  

  Manganese 
 Manganese is an essential metal found in various tissues including the brain, but in excess it is 
toxic. The biological functions of manganese have been summarized in  (209) ; it is a constituent 
of enzymes involved in metabolic pathways for synthesis of amino acids, lipids, proteins, and 
carbohydrates. Manganese enters the brain via both the cerebral endothelial cells and the chor-
oid plexuses, but the relative importance of these interfaces appears to depend on its plasma 
concentration. Thus at high plasma manganese levels, transport across the choroid plexuses 
predominates  (210)  as may also be the case for iron  (211) . At least six mechanisms for manga-
nese entry into brain have been described  (209)  the major ones are via DMT-1 and transferrin-
dependent transport, as well as entry of unbound Mn 2+ . In adults, the main source of manganese 
toxicity is from industrial exposure, resulting in neurological disturbances similar to Parkinson’s 
disease  (147) . There have been reports of adverse neurodevelopmental effects in children asso-
ciated with manganese-contaminated water  (147) . In infants, defi ciency and liver disease 
predispose to manganese toxicity. In neonates, the main source of toxicity appears to be associ-
ated with parenteral feeding. Several studies have shown that the uptake of manganese in 
developing brain is higher than in adults ( 198  ,  212 ). This has been suggested to refl ect both an 
increased requirement for manganese during development and an “incomplete” blood-brain 
barrier  (147) . Administration by inhalation of manganese to pregnant rats did not cause 
increased levels of manganese in the fetal brain  (213)  from which the authors concluded that 
the placenta partially sequesters inhaled manganese, thus limiting exposure of the fetus  (214) . 
In contrast, increased manganese in the diet of pregnant rats from E7 into the neonatal and 
postnatal period, resulted in higher brain levels of manganese, zinc, and chromium, but 
decreased iron when the young were examined at three weeks of age  (147) . It is not clear 
whether this increase began in the fetal period, because only postnatal animals were examined. 
DMT-1 and transferrin receptor levels were increased, as was the level of the inhibitory trans-
mitter  γ -amino butyric acid. MgCl 2  added to the drinking water only in the postnatal period 
resulted in substantially increased brain levels of manganese that were much greater at P5 and 
P10 than in older animals, a fi nding that the authors attributed to “closure” of the blood-brain 
barrier, development of mechanisms of ionic homeostasis, CSF fl ow, and secretion. However, 
as reviewed above, ionic mechanisms controlling CSF composition are already becoming func-
tional at this early stage and the blood-brain barrier in terms of functionally impermeable inter-
cellular junctions develops early in embryonic life (44,48–50). A combination of lead and 
manganese exposure during gestation in rats resulted in a 10-fold increase in brain uptake of 
lead by three weeks of age  (215) ; this is an example of several of interactions between different 
metals in their transport into brain. Part of the explanation for the higher levels of brain man-
ganese uptake in the fetus and neonate is probably that the brain is exposed to higher levels in 
the blood, because renal secretion of manganese appears to be limited in the fi rst 17 to 18 days 
of life in the rat  (212) . The transport mechanisms that are likely to contribute to the greater 
accumulation of manganese in immature brain are the early presence of transferrin receptors 
on cerebral endothelial cells  (216)  and greater activity of transferrin-mediated metal transfer, as 
described for  (203) . In addition, DMT-1 in cerebral endothelial cells of the developing brain 
 (147)  may contribute to increased manganese transfer into the immature brain. Another mech-
anism likely to be of signifi cance in the developing brain is transfer of manganese bound to 
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transferrin and albumin that are transferred across the choroid plexus epithelial cells from 
blood into CSF. The lower turnover of CSF  (46)  would also be expected to contribute to the 
greater accumulation of manganese in early postnatal life.  

  Aluminum 
 Mice fed a diet containing excess aluminum had the highest brain levels of aluminum in the 
youngest animals (P6); in addition, aluminum binds to plasma transferrin  (217)  thus a possible 
route of entry and explanation for the higher levels in the younger animals is transfer of trans-
ferrin across the epithelial cells of the choroid plexuses as may be the case with a number of 
metals that are bound to proteins in plasma (e.g., iron and manganese).  

  Arsenic 
 Two types of developmental neurotoxic effects have been ascribed to exposure to arsenic. 
Numerous papers have associated early maternal exposure both in animals and humans with 
neural tube defects. The literature has been reviewed in detail  (218)  and it was concluded that 
defi ciencies in the reported studies were such that it could not be accepted that there is a risk of 
neural tube defects in the offspring of pregnant women exposed to arsenic. The other neurotoxic 
effect reported is that of neurological and intellectual impairment resulting from environmental 
exposure  (219) . In studies of the levels of different arsenic species in newborn mice following 
exposure of pregnant mothers to inorganic arsenic in the drinking water, it was found that in the 
newborn, brain levels of all forms of arsenic measured were 50% to 70% higher than in the mater-
nal brains  (220) . This was mainly in the form of dimethylarsinic acid. The levels of this form of 
arsenic were higher in the newborn brain than in the newborn liver, which may indicate that 
dimethylarsinic acid is synthesized from administered inorganic arsenic. The mechanism by 
which arsenic enters the brain (whether immature or not) appears not to be known. There is some 
evidence for binding of arsenic by proteins in plasma  (221)  so that transfer across the choroid 
plexus of the developing brain is a possible explanation (cf. 46). In adult animals there is evidence 
that arsenic compounds are concentrated in the CSF  (20) . Also of possible relevance is the report 
 (222)  that arsenic is transported by MRP1 although this was based on in vitro studies and does 
not seem to have been investigated in the fetus or newborn.  

  Other Metals 
 Tellurium has been reported to produce hydrocephalus in fetus when administered to preg-
nant rats  (223) . The mechanism by which tellurium enters the fetal brain is not known, but in 
the adult it concentrates in the choroid plexuses  (20) . Tellurium binds strongly to serum pro-
teins  (224) . Thus, as suggested for some other metals (see above) it may be that the mecha-
nism in the developing brain is via the choroid plexus with subsequent uptake into brain 
cells from the CSF. Most of the literature on neurotoxicity of copper and zinc deals with 
effects of nutritional defi ciency  (201) . These authors point out that descriptions of excess cop-
per producing developmental neurobehavioral effects are rare and effects of excess zinc 
appear not to have been described. Nevertheless, some caution is warranted, as both are 
known to have neurotoxic effects in the adult. Both copper and zinc are bound to plasma 
proteins and would be expected to enter the fetal and neonatal brain via the choroid plexuses 
and CSF (see above). In addition, the main mechanism of transport of zinc into adult brain is 
as a zinc-histidine complex  (225)  that is transported across cerebral endothelial cells. As dis-
cussed earlier the greater transport of amino acids in the developing brain could lead to 
transport of metals that bind to amino acids in excessive amounts if there were  environmental 
or dietary exposure.   

  Naturally Occurring Toxins: Excitotoxic Amino Acids 
 Glutamate and aspartate are excitatory neurotransmitters; these and several other amino acids 
(e.g., cystine) have been shown to produce brain damage particularly during development, as 
has also been found for the food additive, monosodium-L-glutamate ( 226  ,  227 ). Much of the 
damage is in areas outside the blood-brain barrier such as the hypothalamus and area pos-
trema. However, there are reports of neuronal damage in brain regions that might be expected 
to be protected from damage by brain barrier mechanisms ( 228  ,  229 ). Many amino acids includ-
ing excitotoxic ones are transported into the developing brain to a greater extent than in the 
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adult ( Fig. 3 ; see above). This mechanism might contribute to the neurotoxicity of excitotoxic 
amino acids in the developing brain.  

  Acrylamide 
 Ikeda et al.  (230)  conducted maternal-fetal distribution studies of [ 14 C] acrylamide in tissues of 
beagle dogs and miniature pigs in late pregnancy. Acrylamide was described as moderately 
lipid soluble. Radioactivity in brains of both mothers and fetuses indicated that it penetrated 
easily, which would be expected simply on the basis of its lipid solubility, although the authors 
explained its presence in fetal brain as due to an absence of a blood-brain barrier. As only 30% 
to 40% of the labelled acrylamide was protein bound, there should still have been plenty of free 
lipid soluble acrylamide to distribute into the brain. In addition, some would probably have 
penetrated into CSF across the choroid plexus epithelial cells bound to plasma proteins.  

  Pesticides 
 The neurotoxicology of pesticides, including developmental aspects, has been reviewed 
in ( 13  ,  231 ). A large number are relatively lipid soluble  (231) . This might lead to a conclusion 
that brain barrier mechanisms would be an unlikely impediment to entry into the brain in 
either the adult or developing brain. However, many pesticides are to some degree substrates 
for P-glycoprotein ( 232  ,  233 ). As indicated above, P-glycoprotein is present in both the placenta 
and fetal cerebral blood vessels, but the degree to which it is functionally effective is unknown. 
The distribution of organochlorines in stranded pilot whales ( Globicephala melaena ) from the 
coast of Massachusetts has been reported  (234) . The study included some whole fetuses and 
young whales. The absolute concentration of all organochlorines measured in whale fetuses 
was considerably less than in mothers, males, or non-pregnant females, which suggests that 
placental P-glycoprotein or other effl ux mechanisms were effective in limiting entry of these 
toxins into the fetus. Only one fetal brain was examined. Levels were lower than in adults, but 
as no blood levels were available, this fi nding is diffi cult to interpret. The low fetal brain level 
suggests that the placental and possibly the brain effl ux mechanisms were effective in limiting 
brain entry of these toxins.  

  Pipecolic Acid 
 Transport of pipecolic acid has been examined in adult and developing mouse brain ( 235  ,  236 ). 
Pipecolic acid is a plant amino acid found, for example, in some types of bean. Marked hyper-
pipecolinemia has been described in a group of human genetic disorders connected with per-
oxisomal defects such as in the Zellweger syndrome; these syndromes are associated with brain 
damage  (237) . It was found in mice that the net uptake at 10 minutes of injected pipecolic acid 
was more than two times greater at P1 than in adults  (236) . This was interpreted as evidence of 
postnatal development of the blood-brain barrier. However, these fi ndings are more likely to 
refl ect a more active carrier mechanism, related to early (growing) brain development, rather 
than to immaturity (cf. 24). Alternatively, or in addition to more active transport in the develop-
ing brain, the fi nding that in the immature brain small molecules such as L-glucose and 
sucrose ( 42  ,  138 ) reached higher brain/plasma and CSF plasma ratios than in the adult, due to 
low turnover of CSF  (46)  may also contribute to higher levels of water soluble pipecolic acid 
(MW = 129) in the developing brain.  

  Phytoestrogens 
 These are plant compounds that produce estrogen-like activity in mammals. The isofl avanoids 
diadzin and genestein, included in soy-based foods, are the most commonly consumed  (238) . 
These and coumestrol, present in red clover in high concentrations, appear to be substrates for 
Brcp but not for Mdr1a  (238) . These authors also found that fetal brain levels of these phytoe-
strogens were higher in Brcp –/–  mice than in controls. However, the increase in brain levels of 
adult Brcp –/–  mice compared to adult controls was about seven times greater, which suggests 
that although some barrier function of Bcrp was present in the fetal brain, it was much less than 
in the adult.  
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  Herbicides 
 In experiments in which the herbicide dichlorophenoxyacetic acid labelled with  14 C ([ 14 C]-2,4-D) 
was injected intra-peritoneal (IP) into pregnant mice on E17, following (IP) pre-treatment with 
saline or 40 or 80 mg/kg [ 14 C]-2,4-Dichlorophenoxyacetic Acid ([ 14 C]-2,4-D) no [ 14 C]-2,4-D was 
detectable by autoradiography in the brains of mothers or fetuses  (239) . For zero pre-treatment, 
maternal brain/plasma ratios were around 3% to 4%. The fetal level was about 8% of  maternal  
plasma concentration, which might have given an overestimate of true brain/blood ratio in the 
fetus. This fi nding was interpreted as indicating the existence of a substantial barrier to 2,4-D 
in both adult and fetus. Pre-treatment of mothers with 2,4-D over two days resulted in substan-
tial increases in brain levels for both fetuses and mothers. In similar experiments, adult rabbits 
were studied, with the addition that the CSF and choroid plexus were sampled. At the lowest 
dose of [ 14 C]-2,4-D, the CSF concentration was only about 10% of brain concentration. This 
increased to 50% at highest dose of [ 14 C]-2,4-D. The level in the choroid plexus was about seven 
times the brain concentration at the lowest dose, but only 50% higher at the highest dose. Per-
meability to the small organic solute, 2-deoxyglucose (2-DG) was unaffected by 2,4-D adminis-
tration. This was interpreted as indicating that blood-brain barrier permeability was unaffected 
by the pre-treatment with 2,4-D. However, 2-DG is a non-metabolized glucose analogue which 
is transported into the brain by the glucose transporter, it is therefore an inappropriate test of 
barrier function for 2,4-D. In vitro experiments with choroid plexus demonstrated specifi c inhi-
bition of 2,4-D uptake by increasing concentrations of 2,4-D in the incubation medium. It was 
concluded that the concentration of 2,4-D in choroid plexus and lower values in CSF indicated 
that 2,4-D is cleared via the choroid plexus and the elevated brain levels found at higher expo-
sure levels of 2,4-D were probably due to reduced clearance rather than increased barrier per-
meability. In terms of fetal/neonatal brain toxicology, the important conclusion is that in the 
rat, a signifi cant barrier mechanism to 2,4-D exists at least as early as late gestation. Since the 
brain barrier mechanism appears to involve active exclusion of the compound across the chor-
oid plexus, this presumably develops at an earlier stage of brain development. This could be an 
MDR, as up regulation of  MDR2  by dichlorophenoxyacetic acid in mouse liver has been 
reported  (240) . How much earlier is not known, nor is it clear when this happens in the human 
fetus. A physiologically based pharmacokinetic model for 2,4-D dosimetry in the developing 
rabbit brain  (241)  is probably the only detailed pharmacokinetic model that describes the entry 
of a compound into fetal brain. Modelling results gave a reasonably good fi t with the 
 experimental data  (242) . 

 Paraquat is a low molecular weight (186 Da) highly toxic herbicide. In 10 day old and 
adult rats, there was similar limited penetration into brain at 0.5 hour after subcutaneous injec-
tion  (243) . The penetration at 24 hours was signifi cantly greater in the immature brains, but 
mainly in regions outside the blood-brain barrier. The restricted entry after 0.5 hour exposure 
suggests strongly that there was an effective barrier to paraquat. The later accumulation could 
have been due to the low turnover of CSF in postnatal rats. In addition, there is a possibility 
that paraquat is a substrate for P-glycoprotein  (244)  that would contribute its exclusion from 
the brain.    

  SUMMARY AND CONCLUSIONS 
 There is clearly substantial evidence that brain barrier mechanisms show signifi cant functional 
capacity from early in brain development. Tight junctions in barrier interfaces are functionally 
impermeable to proteins and molecules smaller than sucrose from as early as blood vessels and 
the choroid plexuses begin to appear in the embryonic brain. At least one of the effl ux mecha-
nisms (MDR1, p-glycoprotein) is present in early embryonic cerebral blood vessels of human 
and rodent brains. Furthermore, inward transport mechanisms for nutrients such as amino 
acids, glucose, and trace metals are present and functional early in brain development and 
most appear to be more active than in the adult brain. In addition, systemic injections of classi-
cal markers of barrier function (dyes and HRP) show that they do not enter the developing 
brain (except in regions without a barrier as in the adult) providing only moderate amounts of 
marker are injected. 

 The vulnerability of the developing brain lies mainly in the susceptibility of developmen-
tal processes (cell division, differentiation, migration, and synaptogenesis) to the presence of 
drugs and toxins. This vulnerability may be enhanced by the activity of some barrier transport 
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mechanisms in the developing brain: Infl ux carrier mechanisms may facilitate the entry of neu-
rotoxins such as mercury (usually in the form of MeHg) and manganese. The lower concentra-
tion of proteins in fetal and neonatal plasma may result in the binding capacity for drugs and 
toxins to be exceeded more easily in the developing than in the mature brain; since many drug 
and toxins are lipid soluble, they easily penetrate into the brain when unbound unless they are 
substrates of the effl ux proteins (MDRs, MRPs, BCRP). However, these although present may 
not be fully functional. In addition, the presence of transport mechanisms that are unique to the 
developing brain may exacerbate the neurotoxic effects of drugs and toxins by increasing their 
entry. A well-documented example of such a mechanism is the developmentally regulated 
transfer of plasma proteins across the fetal and neonatal choroid plexus. Proteins such as albu-
min and transferrin, in addition to acting as carriers for endogenous molecules such as hor-
mones and trace metals, also bind many drugs and toxins such as unconjugated bilirubin and 
heavy metals. 

 The widespread notion that the blood-brain barrier is absent or immature is long overdue 
to be laid to rest. However, the developing brain is undoubtedly vulnerable to drugs and tox-
ins, thus caution in administering drugs to pregnant women remains important. What is really 
required is systematic testing of drugs that may be essential for medical conditions in pregnant 
women or for diseases in the newborn. At present the most vulnerable members of society, 
fetuses and neonates, are the least protected by the regulatory authorities. Most of the drugs 
used in pregnancy and for neonates and children have never been fully evaluated for effective-
ness and risks in these populations. Most such drugs are used for treatment not covered by 
regulatory approval and problems such as the “grey syndrome” with chloramphenicol and 
phocomelia and other deformities with thalidomide, only became clear after extensive clinical 
use. Effects of drugs and toxins on brain development and behavior may be more subtle and 
diffi cult to detect, but the consequences could be lifelong. 

 It is essential that proper mechanisms are developed for preclinical and clinical surveil-
lance of drugs used in pregnancy and in neonates. These should include not only appropriate 
toxicological studies but also detailed studies of the mechanisms involved; making use of this 
information it may be possible to modify potentially useful drugs to decrease their unwanted 
effects.     
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  INTRODUCTION 
 In the adult human, thyroid hormone (TH) defi ciency or excess can lead to a wide array of 
neurological and psychiatric symptoms, which are largely reversible with adequate treat-
ment ( 1–  3 ). In contrast, TH defi ciency or excess during nervous system development leads to 
neurological and psychiatric symptoms that are not reversible, and are associated with perma-
nent alterations in brain structure and function  (4) . Recently, the potential for environmental 
contaminants that disrupt the thyroid axis to induce neurodevelopmental impairments has 
been a topic of considerable interest ( 5–  10 ). A large number of environmental contaminants 
with diverse structures have been shown to decrease circulating levels of TH ( 6  ,  11–  13 ). Animal 
studies have indicated that this action of xenobiotics on the thyroid system may contribute to 
alterations in nervous system development and function ( 5  ,  6  ,  9  ,  11–  21 ). Some of these environ-
mental contaminants have also been evaluated in humans and been found to lower serum TH 
levels ( 22–  24 ). Moreover, human exposures to some of these same contaminants are associated 
with neurodevelopmental impairments ( 25–  29 ). Thus, an important mechanism by which some 
environmental contaminants may produce neurotoxic effects on the developing or adult human 
is by interfering with thyroid function, or with TH action. 

   Considering the importance of TH for normal brain development and for adult physiology, 
it is of signifi cant concern that a large number of chemicals to which the human population is 
incidentally exposed can potentially impact thyroid function through a number of different 
 mechanisms. Biomonitoring studies conducted by the center for disease control (CDC) and 
 others ( 24  ,  30 ) document that the general population is contaminated with large variety of indus-
trial chemicals. Of particular concern are the numbers and concentrations of chemicals found in 
human amniotic fl uid, fetal blood, and breast milk, rendering it unlikely for a child to be born 
without some exposure to xenobiotics. Many of these chemicals have been shown to interfere with 
TH signaling in experimental systems. However, there are signifi cant gaps in our understanding 
of the clinical and fundamental elements of thyroid endocrinology and toxicology that require 
resolution before a complete understanding the functional implications of these observations can 
be derived. These knowledge gaps also confound our ability to identify some types of thyroid 
toxicants or to test their potential to produce adverse effects during development or in the adult. 

 The effects of thyroid disruption from environmental sources are likely to be mild and 
may be diffi cult to detect in the individual using standard clinical tests of thyroid hormone 
levels in blood. Until very recently, experimental studies almost uniformly modeled severe TH 
depletions rather than mild to subtle TH insuffi ciency. The lack of adequate information on low 
level thyroid dysfunction has hampered efforts to determine the potential impact of this action 
of environmental contaminants on brain development. In addition, the possibility exists that 
specifi c chemicals may bind to the nuclear TH receptor, alter the expression of transport pro-
teins, or interfere with brain deiodinases and could, in principle, affect TH action directly in the 
absence of effects on serum hormones. As such, they would remain undetected by simple 
assessments of serum hormone change. The impact of acute actions of TH through non- 
traditional, nongenomic mechanisms must also be appreciated in the context of developmental 
and adult neurotoxicity of thyroid disrupting agents. This chapter will detail the function of 
the hypothalamic- pituitary-thyroid (HPT) axis, the role of TH in brain development and in 
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adult physiology, and will  summarize recent fi ndings on the effects of modest perturbations 
of the thyroid axis on neurodevelopment.  

  THE HPT AXIS 
  Overview 
 The thyroid system is organized as a classic neuroendocrine axis, involving the hypothala-
mus, pituitary gland, and the thyroid gland. As depicted in  Figure 1 , TH synthesis begins 
with the active uptake of iodine into the thyroid follicles via the sodium-iodide symporter. 
Thyroglobulin (Tg) is a large glycoprotein stored within the colloid of the thyroid gland and 
is the substrate upon which TH are synthesized. Iodine must be oxidized, under the control 
of the thyroid oxidase enzymes ( 31–  34 ), and bound to Tg by the synthesis enzyme thyroper-
oxidase (TPO). Tg contains four major tyrosyl residue sites where iodine becomes covalently 
bound when TPO is activated. In the adult rat thyroid gland, Tg is stored at concentrations 
suffi cient to support hormone release for several days. Human thyroid glands contain a sup-
ply of Tg to last several months  (35) . Chemicals that act primarily by inhibiting TH synthesis 
may have no effect on hormone release until these stores of Tg are depleted. However, in 
contrast to the adult, the fetal and neonatal human thyroid gland is in short supply of iodi-
nated Tg. At birth, neonates contain Tg stores to support only a single day of TH, making the 
developing organism particularly vulnerable to hormone defi ciencies induced through a 
variety of means ( 36  ,  37 ). Parameters of the adult and infant thyroid system that have 
 implications for tolerance to perturbation of the thyroid axis are summarized in Table 1. 

 The classic view is that the thyroid gland produces and secretes the thyronine hor-
mones thyroxine (T4) and triiodothyronine (T3), and T3 represents the “active form” of the 
hormone ( Fig. 1 ).As depicted in  Figure 1 , synthesis and release of TH into the circulation are 
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Figure 1 Classic model of negative feedback of hypothalamus-pituitary-thyroid axis. Iodine is an essential anion 
actively transported into the thyroid gland for synthesis of TH (T3 and T4). Upon release from the gland, TH are bound 
to proteins in the serum and delivered to a number of target tissues, including brain. TH are metabolized in the liver and 
excreted in the bile. Serum TH is regulated by a classic negative feedback loop to the hypothalamus and pituitary gland. 
Reductions in serum hormones are corrected by hypothalamic release of TRH to activate pituitary release of TSH. TSH 
increases synthesis and release of TH from the thyroid gland. Abbreviations: NIS, sodium-iodide symporter; Tg, thy-
roglobulin; TH, thyroid hormone; TPO, thyroperoxidase; TRH, thyrotropin-releasing hormone; TSH, thyroid stimulating 
hormone.
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under the control of negative feedback loops of the HPT axis. A drop in circulating levels of 
T4 induces the secretion of thyrotropin releasing hormone (TRH) from the hypothalamus. 
TRH stimulates thyroid-stimulating hormone (TSH) secretion from the anterior pituitary. 
TSH then initiates TH synthesis and release from the thyroid gland. Although opposing TRH 
and TH inputs regulate the HPT axis, TH negative feedback at the level of the hypothalamus 
has always been believed to be the primary regulator. Until recently, however, this assertion 
had not been directly confi rmed in vivo. Using a combination of TRH and TR β  knock-out 
mice, Nikrodhanond et al.  (39)  demonstrated the dominant role of the hypothalamus in the 
control of serum TH. Hypothalamic control of serum hormones through negative feedback is 
mediated through activation of the TH nuclear receptor, TR β 2  (40) . These observations are of 
toxicological signifi cance as they indicate that the negative feedback control of serum hor-
mone concentrations might be more sensitive to TH insuffi ciency than some other endpoints 
of hormone action. In addition, environmental contaminants that interfere selectively with 
the TR β 2 may be particularly potent at affecting serum TH levels. In contrast, TRH also con-
trols the set-point around which TH exert a negative feedback on TSH  (41) . This action may 
account for the paradoxical decreases in both TSH and TH that accompany food deprivation 
and caloric restriction ( 42  ,  43 ). Although the neural pathways controlling this function are not 
completely understood, toxicants may interact with these systems in a manner that mimicks 
the effects of caloric restriction. 

 Furthermore, the iodothyronines, T3 and T4, may not be the only hormones produced 
by the thyroid gland. New information indicates that decarboxylated and deiodinated 
metabolites of TH,  thyronamines, are also produced in the thyroid gland and when released 
into the circulation can interact with membrane-bound G protein-coupled receptors  (38) . 
In vivo administration of thyronamines (e.g., T1 am ) produce a rapid decline in cardiac out-
put and hypothermia, physiological functions that are also modulated by TH themselves. 
In isolated cell and synaptosomal preparations, thyronamines act as specifi c dopamine and 
norepinephrine reuptake inhibitors and also block the transport of monoamines into syn-
aptic vesicles. These actions may underlie the pharmacological effects of thyronamines in 
cardiac and thermoregulatory functions. Toxicants that interfere with TH synthesis or 
metabolism may also interfere with thyronamine production as well. The contribution of 
altered thyroamine levels to the constellation of symptoms that comprise hypothyroidism 
has yet to be addressed.  

Table 1 The Adult and Infant Thyroid System Differ from Each Other in a Number of Parameters that Have 
Implications for Tolerance to Perturbations of the Thyroid Axis. The Thyroid System of the Neonate Is Less Able 
to Tolerate Fluctuations in THs due to its Limited Reserve Capacity Relative to the Adult

Adult Neonate/fetus

Serum half-life T4 5–7 days 3 days
Thyroglobulin stores (Tg) Months <1 day, so minimal with functional reserve
Iodine stores Signifi cant iodine stores in 

thyroid gland
Adequate placental and lactational supply 

needed on daily basis to maintain circulating 
TH

Synthesis of TH Reduced hormone levels 
appear after a delay in 
reduced synthesis

High rate of synthesis necessary to meet daily 
demand—placental transfer of maternal T4 in 
early gestation, fetal T4 production later in 
gestation

Maturity of adaptive 
mechanisms

TSH, serum binding proteins, 
deiodinases, iodothyronine 
transporter proteins

Immaturity of these sources of compensation in 
face of dropping serum hormone concentrations

Reversibility of insult All effects completely reversible 
with  pharmacological 
treatment

Vulnerability of brain to even small insuffi ciencies 
leads to permanent effects

Abbreviations: TH, thyroid hormone; TSH, thyroid-stimulating hormone.
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  Deiodination of THs 
 In addition to negative feedback mechanisms to control serum concentrations of TH, metabo-
lism by peripheral and central deiodinases and sulfotransferases serve to further modulate 
local thyroid action (see inset  Fig. 3 ) ( 44  ,  45 ). The only source of circulating T4 is the thyroid 
gland, whereas circulating T3 is derived both from the thyroid gland and from conversion of 
T4 by iodothyronine deiodinases in tissues. Each deiodinase possesses unique characteristics 
and the complex tissue-specifi c and developmental pattern of their expression is indicative of 
their ability to impact diverse physiological systems  (46) . Type 1 (D1) and Type 2 deiodinase 
(D2) catalyze the outer ring deiodination of T4, converting T4 to T3. In brain, D2 is the active 
enzyme, residing in astrocytes or the tanocytes that line the third ventricle ( 44  ,  47 ). Type 3 deio-
dinase (D3) has the reciprocal action of D2, deactivating T3 and is predominantly localized in 
neurons ( 48–  51 ). D1 is a dual purpose enzyme and can either activate or deactivate TH. 

 Among the many TH-responsive tissues, there exists a differential reliance on deiodina-
tion mechanisms to modulate the action of TH. In brain, deiodinases represent an important 
point of physiological control as 80% of brain T3 is produced locally through activation of these 
enzymes ( 44  ,  46  ,  52 ). Because T3 has an affi nity for the nuclear receptor that is 10-fold greater 
than that of T4  (53) , it is T3 availability inside the cell that is important for hormone action. As 
such, TH signaling in individual tissues can be affected by these tissue-specifi c processes even 
as serum hormone concentrations remain “normal.” Conversely, chemically-induced reduc-
tions or increases in serum hormone levels may be compensated for, within limits, at the tissue 
level by upregulation of D2 or down regulation of D3. However, the degree to which these cel-
lular adaptive mechanisms can compensate for low T4 or for chemically-induced alterations in 
TH receptor function has not been widely studied. 

 Developmentally programmed temporally and spatially specifi c changes in deiodinase 
expression regulate the intracellular concentrations of T3 essential for normal development of 
the brain, cochlea, and retina ( 44  ,  46  ,  54  ,  55 ). Studies in early human gestation and embryonic 
cells studied in vitro, however, have failed to demonstrate appropriate regulation of T3 by 
deiodinases, suggesting immaturity of this regulatory system ( 49  ,  50  ,  56 ). The inability of this 
system to regulate T3 in early brain development may contribute to the particular sensitivity of 
the developing central nervous system (CNS) to even mild maternal hormonal defi ciencies  (49) .  
The potential for environmental contaminants to interfere with the ontogeny and function of 
central and peripheral deiodinase pathways can have signifi cant toxicological consequence in 
the developing and the adult nervous system.  

  Transporter Proteins 
 In the classic model of HPT function, circulating levels of TH are directly related to hormone 
action in tissues  (57) . Recent work indicates that active transport of TH through plasma mem-
brane plays a signifi cant role in the regulation of local T3 action. Monocarboxylate transporter-8 
(MCT8) is a specifi c and powerful transporter of both T3 and T4. Mutations of the MCT8 gene 
in humans produce mental retardation and global neurological dysfunction in the absence of 
severe physical characteristics of hypothyroidism ( 45  ,  58 ). These observations confi rm that the 
tissue-specifi c selective uptake of TH is an important regulatory step in the pathway of TH 
action  (59) . Expression of MCT8 in human fetal cortex begins early in gestation, specifi cally 
implicating this transport protein in the TH-mediated control of fetal brain development  (49) . 
In addition, recent studies show that the severity of the neurological defi cits are directly related 
to the degree to which specifi c mutations abrogate T3 uptake  (60) . 

 Selective regulation of transport proteins may also contribute to the regional sensitivity of 
some brain areas to hormone insuffi ciency. Hypothyroidism reduces the expression of neuro-
granin (RC3), a thyroid-dependent signaling protein, in the dentate gyrus but not the CA1 
region of the developing hippocampus ( 54  ,  61  ,  62 ). TH receptors and MCT8 are expressed in both 
pyramidal and granule cell neurons of the hippocampus. However, under conditions of moder-
ate TH insuffi ciency a selective upregulation of the expression of MCT8 is seen in pyramidal 
cells  (63) . Consistent with previous work in a model of severe hypothyroidism, this altered 
expression pattern of MCT8 is accompanied by a differential expression of neurogranin in these 
two neuronal populations. These observations indicate a degree of protection may be conferred 
upon CA1 pyramidal neurons as a function of transporter expression and suggest a potential 
 mechanism for selective vulnerability of neuronal subtypes within the hippocampus ( Fig. 2 ). 
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Figure 2 Active transport of TH through plasma membrane plays a signifi cant role in the regulation of local T3 
action. Developmental exposure to PTU lowers circulating levels of TH, reduces TH-dependent expression of 
neurogranin (RC3) mRNA in the dentate gyrus of the hippocampus, but not area CA1.  Conversely, deiodinase-2 
is upregulated in the dentate gyrus but not area CA1. These data refl ect regional variation in compensatory 
responses to disruption of the thyroid axis. Differential capacity in these compensatory mechanisms may contrib-
ute to vulnerability of some brain regions and sparing of others under conditions of TH insuffi ciency. Source: From 
Ref. 63. Abbreviations: D2, deiodinase-2; MCT-8, monocarboxylate transporter-8; PTU, propylthiouracil; TH, 
 thyroid hormone. 

Environmental contaminants that interfere with TH transporters like MCT8 and others (e.g., 
OATP) may produce unique patterns of thyroid disruption. 

 In summary, a number of recent developments in endocrinology of the thyroid system 
indicate that the HPT axis is controlled in ways not fully appreciated previously, but that are 
important for thyroid toxicology. As outlined above, new information accumulating over the 
past decade has signifi cantly increased our understanding of the regulation of TH in the brain 
and other tissues. New insights into feedback control mechanisms, plasma membrane trans-
porters, and peripheral and central deiodinases demonstrate a modulation of TH action with a 
degree of precision and regional specifi city not previously recognized. Incorporating these 
fi ndings requires modifi cations to the idealized view of the HPT axis depicted in Figure 1 to 
that shown in  Figure 3 . Refi ning the model of TH function will also necessarily infl uence the 
course of research in neurotoxicology of anti-thyroid agents, as well as the specifi c kinds of 
endpoints evaluated in a screening and testing program designed to identify thyroid 
 toxicants. 
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    THs REGULATE GENE TRANSCRIPTION 
 During brain development, TH transiently regulates the expression of many genes involved 
in a variety of developmental processes in a temporally and spatially specifi c manner. The 
cellular actions of TH are mediated by nuclear receptors encoded by two genes, TR α  and 
TR β  ( 48  ,  64 ). TR α 1 is widely expressed in developing brain, whereas TR β  is more restrictive, 
found primarily in sensory organs and extensively studied in the cochlea and retina  (51) . As 
previously described, TR β  in hypothalamic neurons has recently been implicated in regula-
tion of serum hormone concentrations  (39) . Thyroid receptors (TRs) bind to DNA in the 
unliganded state (i.e., the “aporeceptor”), and can enhance or repress gene transcription 
depending on a number of factors including the cellular mileau of co-factors available to the 
receptor as well as the particular cis-regulatory element to which the TR is bound ( Fig. 4 ). 
The hormone-receptor complex binds to DNA sequences, TH response elements (TREs), that 
directly regulate specifi c genes. Few genes have been identifi ed that are directly activated 
by TH, and of them, most are transcription factors (e.g., hairless,  hr ) that modulate the expres-
sion of other genes  (65) . TH regulation of these downstream genes is therefore indirect as 
these genes do not themselves possess a TRE and do not bind the T3-receptor complex. In 
this manner, TH can modulate the expression of a multitude of downstream genes, an action 
that dramatically increases the sphere of their infl uence on brain development, and that 
has increased the complexity of identifying developmentally important TH-responsive 
genes ( 66–  68 ). 

 One concept of TH action is to accelerate developmental changes in gene expression. In 
the absence of TH, these changes still take place but at a slower rate, disrupting the exquisite 
choreography of timing of events that underlie normal brain development ( 48  ,  69  ,  70 ). As such, 
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Figure 3 (See color insert) Recent information has required signifi cant refi nement of the original model of the 
HPT axis presented in Figure 1. A number of factors contribute to the differential regulation of thyroid hormone 
supply and action in different target tissues. In addition to the classic molecular action of thyroid hormones on 
gene expression, nongenomic effects mediated by membrane bound receptors for T3, T4, and T1 amines can 
mediate thyroid hormone action. Active transport proteins (e.g., MCT8, OATP) and metabolizing enzymes are 
differentially expressed and regulate the presentation of hormone to different target tissues. The impact of envi-
ronmental contaminants on these different regulatory mechanisms, especially as they pertain to brain develop-
ment has not been addressed. Abbreviations: HPT, hypothalamus-pituitary-thyroid; MCT8, monocarboxylate 
transporter-8; OATP, organic anion transporting polypeptide; TBG, thyroxine-binding globulin; TSH, thyroid- 
stimulating hormone; TTR, transthyretin.
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Figure 4 Mechanisms controlling molecular action of thyroid hormone (TH). The molecular action of TH in the 
brain can be modulated in a variety of ways. This fi gure depicts metabolism of THs in the astrocyte, active trans-
port of T3 into the neuron were it binds to TR in the nucleus. The TR, often paired with a HDP, is bound to a TRE 
on the chromatin of a thyroid-responsive gene. TH action can be modulated at several sites: (1) alterations in TH 
metabolism, (2) expression of transport proteins, (3) TR, (4) cofactors, and (5) transcription factors. Abbreviations: 
HDP, heterodimeric partner; MCT8, monocarboxylate transporter-8; OATP, organic anion transporting  polypeptide; 
TH, thyroid hormone; TR, thyroid receptors; TRE, thyroid response element; D2, deiodinase-2.

TH are necessary but not suffi cient for normal development and TH must interact with a 
 number of factors to exert their full effect. Many comprehensive reviews are available on the 
role of TH receptor activation and gene expression in brain development ( 4  ,  48  ,  64–  66 ,70). 
 Table 2  was derived from these reviews and represents a summary of genes whose expression 
is altered in the brains of hypothyroid animals. Recently, using “functional genomics” (e.g., 
microarrays), a number of these genes were also demonstrated to be differentially expressed 
in animals experiencing varying degrees of TH insuffi ciency, from very modest to severe ( 71  ,  72 ). 
It is not at all clear, however, which genes are directly regulated by TH, which genes are down-
stream and only indirectly regulated by TH, and which genes are indirectly modifi ed by a 
change in developmental trajectory induced by TH insuffi ciency ( 48  ,  65  ,  68 ). 

     This complex interplay of TH, gene expression, and developmental timeline is exempli-
fi ed by the role of TH in white matter development. TH act on a common precursor to oligo-
dendrocytes and astrocytes to favor differentiation of the former at the expense of the 
latter ( 73  ,  74 ). As recently demonstrated in vivo, the ratio of oligodendrocytes to astrocytes is 
altered by thyroid status  (19) . Cataloguing changes in messenger RNA (mRNA) levels that 
occur at varying degrees of TH insuffi ciency will identify those genes directly regulated by TH 
uniquely in oligodendrocytes, in astrocytes, and in their common precursors. As TH levels 
decline, the number of oligodendrocytes declines and the number of astrocytes increases; thus, 
astrocyte-specifi c genes will appear to be up-regulated while oligodendrocyte-specifi c genes 
will appear to be down-regulated. These interrelationships may be further clarifi ed through 
examination of dose-dependency at different developmental timelines and through the use of 
chromatin immunoprecipitation (ChIP) followed by whole-genome approaches. 

 Adding to the complexity of the molecular basis of neural development, the regulation of 
TH-responsive genes in brain is subtle in nature, standing in marked contrast to the gene 
expression in the liver and pituitary. Most known neural genes exhibit transient responsiveness 
to TH and undergo changes in expression of only two- to three-fold in response to TH  (75) . 
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Consequently, it has proven challenging to link the changes in expression of a particular gene 
or family of genes to the well known effects of TH on brain development ( 48  ,  64  ,  65 ). Diffi culty 
linking alterations in gene expression and brain function may also derive from the paradigm 
often used in these studies. Specifi cally, models of severe hypothyroidism may lead to a pleth-
ora of effects on somatic development of many organ systems that may obscure the more direct 
actions of TH on brain development, inducing alterations in brain development that are 
secondary to TH insuffi ciencies. 

 Work with TH receptor knock-out mouse models has not aided in the search for thyroid-
responsive genes. Few obvious abnormalities in brain development appear in these mutants 
and certainly TR knock-out mice do not exhibit the neural phenotype characteristic of 
 chemically-induced hypothyroidism ( 4  ,  67  ,  76 ). Although originally somewhat enigmatic, recent 
work has demonstrated clearly that the severe neural phenotype associated with chemically- 
induced developmental hypothyroidism is caused by the presence of the unliganded TR. This 
was clearly demonstrated by Hashimoto et al.  (77)  who developed a mouse model that 
expressed a mutant TR β  gene that was incapable of binding TH, but retained its ability to bind 
to DNA. This mouse exhibits many structural and behavioral abnormalities that are distinct 
from TR knock-out mice, and are  similar to hypothyroid wild-type mice. Thus, these and other 
studies demonstrate that the aporeceptor is responsible for the severe neurological phenotype 
associated with hypothyroidism, and implicates co-repressors in the mechanism whereby 
hypothyroidism causes brain damage  (78) .  

  NON-GENOMIC ACTIONS OF THs 
 It is also becoming increasingly clear that a subset of important actions of TH—and of products 
of the thyroid gland—are mediated by membrane receptors (see reviews by Davis and col-
leagues  (79) . These actions of TH have been characterized as “nongenomic” as they have tradi-
tionally been demonstrated using in vitro preparations lacking TREs transiently exposed to 
TH. They are also described as “acute,” with rapid onset relative to the traditional genomic 
mechanisms that require gene transcription and consequent translation of mRNA. However, as 

Table 2 Thyroid Hormone-Sensitive Genes Categorized by Developmental Process and Functional Domaina

Developmental 
process

Functional 
description

Genes previously 
identifi ed

Genes with related 
functions

Myelination Myelin genes Mbp, Plp, Mag, 
CPNase

Mal, Cldn11, MoBP, 
Mog, Fndc5

Differentiation Neurotrophins BDNF 
NT-3, trkA, p75ntr

Ntf3, 
Edg2, Bmp3, Nrn1

Migration Extracellular matrix Tnc 
Laminin, L1, reelin

Slit1, Dcx, Sox4, 
Itih3

Adhesion molecules Ncam Col11a2, Hapln1, Dpysl, 
Amigo2, Itih3

Cytoskeletal 
 components

Tubulin α1 α2 β4 
tau

Arc, Csrpl, Tmod1, Pdlim, 
Larp1

Apoptosis Hop/Hod 
Casp3, Epha7, Aaft

Synaptic function Intracellular signaling CaMK-IV, Krox-24/Egr-1,
Rhes/Rasd2, RC3, Pgd2

Ntsr2, 
CaMK-II, Homer1, Calb2

Synaptic transmission Synaptotagmin-related
gene-1

Pvalb, Kcna1, Slc1a2, 
Grik4, Grin3a, Gabrd, Tac2,
Vamp1, Elfi n, Gprc5b, Lynx1 

Transcriptional 
regulation

Transcription factors Hr 
RORα, Bten

Junb, Pias3, Mllti, Agpat7,
Jundp2, Csen

aGenes previously identifi ed in the literature are summarized in column 3. Bolded transcript names in this column represent 
literature-reported genes, identifi ed under conditions of severe hypothyroidism, that were also detected by microarray at low 
doses of propylthiouracil. The last column lists novel gene transcripts implicated in similar functional domains. Italicized names 
denote those whose expression level was signifi cantly altered at the lowest dose of propylthiouracil (1 ppm) examined that induced 
a state of hypothyroxinemia in dams and pups (71).
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noted by Davis et al.  (79)  this characterization is inaccurate in the context of the intact organism 
where endogenous levels of TH can mediate acute membrane and cytosolic effects or modulate 
background levels of phosphorylation of specifi c signaling molecules that do impact gene tran-
scription, albeit through a more indirect route. The nongenomic actions of THs clearly repre-
sent an important array of signaling pathways that deserve increased study and awareness. 
However, no studies to date have investigated the ability of environmental chemicals to inter-
fere with these important pathways. Thus, our goal will be only to provide a brief overview 
of these signaling pathways and to provide references suffi cient for the interested reader to 
pursue this topic. 

 A number of specifi c cellular events are targets of TH action mediated by nongenomic 
mechanisms. TH initiation of rapid biological responses include the regulation of intracellular 
pH in myoblasts  (80) , changes in the rates of protein traffi cking  (81) , changes in phosphoryla-
tion of specifi c nuclear proteins  (82) , and regulation of actin polymerization and cell motil-
ity ( 83  ,  84 ), and calcium-mediated signaling events  (79) . Occupancy of T4 of the integrin receptor, 
a cell surface structural protein of the plasma membrane phosphorylates the mitogen activated 
protein kinase (MAPK or erk1/2) ( 81  ,  85  ,  86 ). In the developing brain this class of protein kinases 
regulates cell proliferation, differentiation, survival, apoptosis, and plasticity ( 87  ,  88 ). In the 
adult brain, phosphorylation of erk1/2 is critical for some forms of synaptic plasticity and 
learning ( 89  ,  90 ) through its interaction with protein kinases and neurotrophins and activation 
of transcription factors including cyclic AMP response-element binding protein (CREB)  (91) . 

 In astrocytes in culture, interaction of TH with laminin, a member of the integrin receptor 
family regulates the dynamics of actin fi ber remodeling to promote cell adhesion and guide cell 
migration. As described below, migration of granule cells within the cerebellum is signifi cantly 
delayed in hypothyroid animals, possibly due to absence of this action of TH ( 84  ,  92 ). However 
the recent report of nuclear TH receptors in astrocytes indicates a direct nuclear genomic action 
may also contribute to TH modulation of astrocyte maturation  (93) . 

 THs also activate the phosphoinositol 3-kinase/Akt pathway, an important regulator 
of gene expression, cell cycle progression, cell growth, differentiation, metabolism, and sur-
vival ( 94–  98 ). Direct administration of T3 into hippocampus activates phosphorylation of Akt 
 (99) . Clearly important developmentally, recent data also implicates this signaling pathway 
and its downstream targets in the maintenance phase of long-term potentiation (LTP), the 
 leading experimental model of synaptic changes that underlie learning and  memory ( 100–  102 ). 

 It is of particular signifi cance that both T4 and reverse T3 may be even more potent than 
T3 to induce some of these non-genomic actions. As some hydroxylated environmental chemi-
cals [e.g., polychlorinated biphenyls (PCBs), and polybrominated diphenyl ethers] interact with 
the T4-specifi c transport protein transthyretin, these actions of TH may have toxicological rel-
evance ( 103–  105 ). Thus, toxicants may well interfere with the nongenomic actions of TH with-
out altering the more visible effects of the classically defi ned genomic actions of TH. Collectively, 
these data indicate that actions of TH can occur at non-nuclear sites to alter developmental 
processes and by this action may also contribute to effects of TH insuffi ciency on adult nervous 
system and mediate some of the actions of environmental contaminants on brain function. 

 In addition to the nongenomic mechanisms of the iodothyronines, TH can be progres-
sively deiodinated to lower iodine states, and undergo decarboxylation to form monothy-
ronamine, T1 am  ( 38  ,  106 ). First produced synthetically, T1 am  has since been identifi ed in vivo and 
when bound to plasma membrane receptors, exerts potent effects on cardiovascular function, 
body temperature regulation, the balance between glucose and lipid utilization, and can inhibit 
specifi c monoamine transporters in the brain  (38) . A great deal remains to be learned about this 
novel signaling pathway, but it is clear that the physiological impacts of thyronamines may be 
quite important. The potential for environmental chemicals to interfere with the synthesis, 
transport, or action of thyroamines has yet to be examined.  

  THs AND BRAIN DEVELOPMENT IN HUMANS 
 In humans, severe defi ciencies in TH during development are associated with irreversible 
 damage to virtually all organ systems, a condition termed cretinism ( 107  ,  108 ). The primary 
causes of severe developmental hypothyroidism in humans are mainly iodine defi ciency and 
congenital hypothyroidism ( 109–  112 ). Each condition can produce a different spectrum of 
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symptoms, the specifi c nature of which is dependent on the timing, duration, and severity of 
the defi ciency. TH were once believed to be blocked from reaching the fetus by the placenta; 
however, direct evidence that maternal T4 reached the fetus in substantial amounts changed 
this perception  (113) . Moreover, recent epidemiological evidence also indicates that even mild 
reductions in maternal THs during early and/or late pregnancy has consequences on brain 
development ( 87  ,  97  ,  114–  117 ). These observations are supported by work in experimental ani-
mals in which mild and transient reductions in TH in maternal serum early in pregnancy can 
produce specifi c defi cits in cortical and hippocampal histogenesis ( 114  ,  118  ,  119 ). 

  Congenital Hypothyroidism 
 Congenital hypothyroidism refers to a condition whereby children are born with very low lev-
els of serum TH  (120) . In such cases, children appear normal at birth and their mothers have 
normal thyroid function. In fact, it is the lack of overt clinical symptoms in children with con-
genital hypothyroidism that initially supported the concepts that TH were not important in 
fetal development and that the placental barrier restricted access of maternal TH to the fetus 
 (113) . The most common causes of congenital hypothyroidism are ectopic thyroid gland, thy-
roid agenesia and hypoplasia, and inborn errors of TH biosynthesis  (121) . Because of the lack 
of specifi c symptoms in the early neonatal period, the diagnosis of congenital hypothyroidism 
was often delayed and the prognosis deteriorated with the passage of time  (120) . The full clini-
cal picture prior to the era of systematic screening included growth retardation, puffy features 
and myxedema, and mental retardation. Severely affected children exhibited neurological signs 
including spasticity, incoordination, cerebellar ataxia, strabismus, speech problems, and hear-
ing loss ( 70  ,  107  ,  110  ,  122 ). With the introduction of routine neonatal screening, severe mental 
retardation associated with this condition has been eliminated. However, late diagnosis and 
delayed or inadequate treatment is associated with poorer intellectual outcome. Lower global 
IQ scores, language delays and poor verbal skills, motor weakness, attentional defi cits, and 
learning impairments are evident in children with delayed or inadequate treatment  (123) . Even 
in cases where the condition is diagnosed early and treated effectively, subtle impairments in 
mental function remain. Standard tests of IQ function in congenitally hypothyroid children are 
approximately six points below expected values and selective defi cits on visuo-spatial, motor, 
language, memory, and attention tests are observed ( 124–  126 ).  

  Endemic Iodine Defi ciency 
 Iodine is an essential element for the biosynthesis of TH ( 127  ,  128 ). Some of the most serious 
neurologic impairments associated with thyroid dysfunction from an environmental cause 
have been documented in children born in regions of the world where dietary iodine defi ciency 
is prevalent ( 108  ,  109  ,  111  ,  122 ). These children are characterized by stunted growth and a high 
incidence of mental retardation. Motor impairments involve both gross and fi ne motor control, 
spasticity, gait disturbances, and inability to stand. Anatomical and physiological alterations of 
the ear produce deaf-mutism in a large portion of affected children. Beyond the sensory organ, 
defi cits in perceptual hearing, learning defi cits, and speech problems are also evident. Neuro-
logical defi ciencies seen in endemic iodine defi ciency are more severe than those resulting from 
congenital hypothyroidism, suggesting that early fetal thyroid function is necessary for normal 
development. Supplementation of iodine by mid-gestation improves the outcome but does not 
completely prevent damage. These observations suggested that development of the fetal brain, 
before the onset of fetal thyroid function, is dependent on maternal THs derived from placental 
transfer of T4 ( 113  ,  129–  131 ).  

  Maternal Hypothyroidism/Hypothyroxinemia 
 Because the symptoms of congenital hypothyroidism were not apparent at birth, it was once 
thought that THs were only necessary for fetal brain development after the onset of fetal thy-
roid function  (122) . TH of maternal origin were not believed to cross the placenta and therefore 
could not contribute to fetal brain development  (132) . However, Vulsma et al.  (113)  were the 
fi rst to provide clinical evidence of concentrations of circulating THs in the congentially 
 athyroid fetus. TH has also been shown to cross the placental in rats and as much at 17.5% of 
fetal TH at birth are maternal in origin ( 129  ,  130  ,  133  ,  134 ). 
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 A number of studies have now demonstrated that subclinical hypothyroidism in  pregnant 
women can result in neuropsychological defi cits in their offspring, despite normal thyroid sta-
tus of the child at birth. Low circulating levels of TH during the second trimester of pregnancy 
were associated with poorer scores on the Bayley Scale of infant development and lower IQ 
scores at four to seven years of age  (135) . Pop et al. ( 136  ,  137 ) supported these fi ndings and 
extended them to an earlier gestational time window. Low T4 levels in maternal serum and the 
presence of circulating antibodies for thyroid peroxidase at 12 weeks of gestation were strong 
predictors of infant mental development and IQ. Haddow et al.  (115)  reported  4–  7  point IQ 
defi cits in children born to women with low T4 levels in early gestation (<12 weeks), serum 
hormone levels that were still within the subclinical range. None of these children were hypo-
thyroid at birth yet at seven to nine years of age had lower neuropsychological tests scores in 
attention, language, reading, and visuo-motor performance. Recently, suboptimal neurological 
development as assessed by the Neurobehavioral Assessment Scale was identifi ed as early as 
three weeks of age in children born to women with low serum T4  (138) . In this study, low 
maternal T4 and not TSH or T4 later in gestation was a signifi cant predictor of outcome. These 
observations of neurological impairments following subclinical reductions in maternal T4 have 
raised the level of concern over the infl uence of environmental contaminants on thyroid 
function and brain development ( 23  ,  24  ,  139  ,  140 ).   

  ANIMAL MODELS OF DEVELOPMENTAL HYPOTHYROIDISM 
 The role of THs in brain development has been extensively studied in rodent models. Hypothy-
roidism is induced by thyroidectomy, radioactive iodine, or administration of TPO inhibitors 
such as propylthiouracil (PTU) and methimazole (MMI). Hypothyroidism induced by mater-
nal exposure to these TH synthesis inhibitors is the most common model  (46) . Because TH were 
not believed to be necessary for fetal brain development until late in gestation, many animal 
models have incorporated only the late gestational and early postnatal period to evaluate the 
impact of altered TH on brain development ( 47  ,  108 ). In addition to dismissing the role of TH in 
early fetal development, these models are of severe TH deprivation ( 48  ,  64  ,  65  ,  108 ). In the major-
ity of these studies, T4 is typically below the level of detection of most assays, T3 is reduced, 
and TSH is increased several fold. Such treatments are accompanied by severe growth retarda-
tion, decreased brain size, delayed developmental milestones, and abnormal gait reminiscent 
of the cases of neurological cretinism in humans. As such, the clinical symptoms of severe 
hypothyroidism in animals came to be viewed as the clinical signs of developmental TH insuf-
fi ciency. In the absence of this phenotype, an erroneous but not uncommon conclusion was that 
no effects on brain development were produced. 

 It is now clear that TR activation in fetal brain occurs early in gestation through the pla-
cental transfer of T4 from the mother to infl uence brain development ( 49  ,  134  ,  141 ). In humans, 
fetal thyroid function begins in the second trimester, in rodent not until late gestation (approx-
imately gestational day 17). A gradual decline in dependence on maternal sources occurs from 
the onset of fetal thyroid function until birth ( Fig. 5 ). Until recently few experimental studies 
were designed to examine mild or subclinical forms of maternal or neonatal TH disruption. 
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Figure 5 Thyroid hormone sources during fetal and postnatal life. Development of the fetal brain requires suffi -
cient levels of thyroid hormone. Thyroid hormones are active long before the fetal thyroid is functional. In early 
gestation, the fetus is fully dependent upon the mother for its supply of thyroid hormone. In humans, fetal thyroid 
function begins in the second trimester, in rodents on GD17, but the status of brain development is comparable 
at these times between the two species. Source: From Ref. 76.
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Milder forms of hypothyroidism producing graded levels of hormone reduction have been 
produced through manipulations of dietary iodine or administration of lower doses or shorter 
duration exposures to the model TH synthesis inhibitors. These studies are the most informa-
tive in defi ning the untoward effects of mild perturbations thyroid function of concern today. 
Developmental processes disturbed by overt hypothyroidism in severe models of hormone 
defi ciency will be described below, followed by a summary of more recent fi ndings with newer 
models that more closely approximate conditions of subclinical hypothyroidism. 

  TH Modulates Brain Development 
 THs are generally regarded as regulating cell proliferation, synthesis of microtubule associated 
proteins, neuronal outgrowth, and synapse formation. However, it is important to recognize 
that TH effects are quite pleiotropic and it is likely that the specifi c role of TH will depend on 
the cell type and time of development. Pre- and postnatal models of hypothyroidism have 
revealed reductions in cell number, synaptogenesis and dendritic arborization, altered patterns 
of cell migration, and reductions in axonal myelination. Different time windows of hormone 
defi cits dictate the regionality and the nature of the observed effect ( Fig. 6 ). Abnormal develop-
ment has been well documented in the cerebellum, neocortex, hippocampus, and the heavily 
myelinated fi ber tracts of the corpus callosum. Normal development of sensory system organs 
including the cochlea and the retina is also dependent upon TH. 

  TH and Development of the Cerebellum 
 The cerebellum is a largely postnatally developing structure in rodent and has been exten-
sively studied for its developmental dependence on TH ( 65  ,  72  ,  142  ,  143 ). Postnatal TH defi -
ciency during the critical period of cerebellar development leads to a multitude of irreversible 
morphological abnormalities including reduced neurogenesis, defects in granule migration, 
increased granule death, and blunted dendritic arborization of Purkinje cells. THs promote 
granule cell proliferation in the cerebellum in the early postnatal period. Between PN2 and 
PN12, with a peak on PN8, programmed cell death removes the supernumerary neurons 
within the internal granule cell layer (GCL). Severe hypothyroidism decreases cell prolifera-
tion and dramatically increases the incidence and extends the duration of apoptotic cell death 
in the internal GCL ( 142–  146 ). 

 One of the hallmarks of TH defi ciency on cerebellar development is the persistence of an 
external GCL resulting from delays in neuronal migration. On PN15, the cerebellum from a 
normal animal has two distinct GCLs, an internal and an external layer. By PN21, migration of 
granule cells from the external to the internal layer is complete, the external layer has disappeared 
leaving a single layer. Hypothyroidism delays this temporal pattern of neuronal migration 
such that a distinct external GCL persists on PN21 ( Fig. 7 ). 

 The mechanisms responsible for altered migration patterns in cerebellum have been 
 elucidated using cultures of cerebellar granule cells ( 83  ,  92 ). Migrating neurons fi nd their path 
through interactions with extracellular matrix proteins and adhesion cell molecules (e.g., NCAM, 
laminin, integrins). The organization of actin fi laments within astrocytes is regulated by TH and 
dictates the secretion, deposition, and patterning of adhesion molecules. Extracellular matrix 
proteins and cell adhesion molecules are important because they serve as guidance cues for cell 
migration and axonal growth. Actin polymerization is disrupted by TH defi ciencies, laminin is 
not deposited, and migrating neurons do not recognize the appropriate guidance molecules  (83) . 
In vivo studies support these observations and reveal a marked suppression in the expression of 
astrocytic proteins in the cerebellum of hypothyroid animals. The  appearance of laminin is 
delayed and is reduced in quantity. These effects are accompanied by the  persistence of external 
GCL in the developing cerebellum as described above and evident in  Figure 7  ( 144  ,  147  ,  148 ). 
Despite the well-characterized effects of postnatal hypothyroidism on cerebellar development, it 
is surprising that this system has not been examined in models of low level TH disruption.  

  TH and Development of the Cortex 
 THs are also critical for neuronal migration within the neocortex. Cortical neuron migration 
occurs earlier in development than in the cerebellum, beginning in the mid to late gestational 
period in rodents. The mammalian neocortex is highly ordered, the deepest layer cells are born 
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Figure 6 Timeline of development and functional brain maturation in humans and rodents. Events critical for 
normal development occur in different brain regions along a distinct ontogenic timeline. Thyroid hormones are 
necessary for the normal pattern and timing of critical developmental events. Distinct patterns of functional defi -
cits result under different windows of hormone insuffi ciency. The relative state of brain maturity is different between 
humans and rodents, but the pattern and sequence of developmental events is common across the two species. 
Source: From Ref. 126.
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Figure 7 Cerebellar development is thyroid hormone dependent. On postnatal day 11 (P11), the EGL is still 
visible. Cells migrate from the EGL to the MGL over the next 10 days and in the euthyroid mouse, the EGL has 
disappeared by P21. In the absence of thyroid hormone, cell migration is slowed and the EGL remains at P21 and 
persists for several more days before cells either migrate or are apotoptically removed. Arrows identify spindle-
shaped migrating cells. Bar = 50 µm. Abbreviation: GCL, granule cell layer. Source: From Ref. 144. 
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fi rst followed by the cells in middle, then the upper layers. Each successively generated post-
mitotic neuron must bypass predecessors, which have migrated along the same glial fi bers 
before settling in the outmost level of the cortical plate. This migratory pattern is known as the 
inside-out gradient of cortical plate neurons is exhibited by excitatory glutamatergic neurons of 
the cortex  (149) . 

 Within the cortex, radial glial cells, an immature form of astrocyte, form a physical scaffold 
for the migratory cortical neurons to track to their fi nal destination. Radial glial cells initially 
express nestin and vimentin in an early stage, then undergo a morphological transformation to 
mature astrocytes to express GFAP during the late gestational, early postnatal period. TH may 
affect the balance of production of neurons and glia in the early cortex  (150) . Immunohistochem-
ical analysis of nestin and GFAP reveals a disruption in temporal pattern of expression of these 
markers of astrocyte maturity in the hippocampus and neocortex of hypothyroid animals ( 151–
  153 ). There are no data to indicate a direct action of TH on radial glial cells. Rather, it is posited 
that TH indirectly mediate the release of signaling molecules from neurons that act to modulate 
glial cell differentiation  (48) . One candidate signaling molecule is reelin, a substance released by 
Cajal-Retzial cells in layer 1 of the cortex. Reelin is critical for laminar organization and mainte-
nance of the inside-out gradient of the neocortex ( 154  ,  155 ). Hypothyroidism reduces the expres-
sion of reelin in the cortex during late gestation altering neuronal migration patterns and 
cytoarchitecture ( 151  ,  152  ,  156 ). 

 Recent work has indicated that induction of a severe hypothyroid state is not necessary to 
disrupt neuronal migration and lamellar cytoarchitecture of the hippocampus and neocortex 
( Fig. 8A  and  B ). Perturbation of the laminar pattern of cortical neurons has been observed in 
response to very brief and transient exposure of the dam to MMI between gestational day 12 and 
15, before the onset of fetal thyroid function  (114) . In a model of pre- and post-natal iodine 
 defi ciency, cytoarchitectural abnormalities were also apparent in the hippocampus and soma-
tosensory cortex  (118) . In both models, neurons were present at locations that were inappropri-
ate for their birth date and detected in areas of white matter that do not typically have a neuronal 
constituent. Importantly, these aberrations were found in cases of moderate degrees of iodine 
defi ciency that did not produce the constellation of effects typically characteristic of severe 
hypothyroidism. Similarly cytoarchitectural abnormalities following a three-day exposure MMI 
were produced by only a modest drop in TH levels in dams to 70% of normal. These fi ndings 
are particularly signifi cant as they indicate that a brief episode of maternal hypothyroxinemia at 
a critical time is suffi cient to impair brain development. 

 Another demonstration of aberrant neuronal migration was recently reported by Goodman 
and Gilbert  (157) . In this model low doses of PTU were administered to pregnant dams to pro-
duce graded degrees of TH insuffi ciency. An aberrant cluster of neurons, named a heterotopia, 
was detected in the corpus callosum of prenatally exposed animals ( Fig. 8C ). Cell dating stud-
ies using bromodeoxyruracil delivered to the dam indicated these cells were born in the late 
gestational period. A heterotopia was evident in the brains of offspring of dams with  ∼ 35% 
reduction in circulating T4 and in pups exhibiting no reduction in body weight, delay in eye 
opening, or other overt physical signs of hypothyroidism. 

 In contrast to excitatory neuronal cell migration, GABAergic inhibitory neurons originate in 
the medial ganglionic eminence (MGE), transgress the corticostriatal boundary and migrate tan-
gentially into the developing neocortex. These interneurons form the cortical inhibitory circuits in 
the cortex and tightly regulate the activity of excitatory glutamatergic neurons. Migration of inhib-
itory neurons from the MGE is more diffi cult to track in vivo. So too is identifi cation of perturba-
tions in positioning as these inhibitory neurons do not display the lamellar profi le of cortical 
glutamatergic neurons. Some but not all neurons within the heterotopia of the corpus callosum 
reported by Goodman and Gilbert  (157)  described above expressed proteins specifi c to inhibitory 
cortical neurons, suggesting that this migratory pathway is also disturbed by TH insuffi ciency. 

 Migration of inhibitory neurons was assessed more directly by Cuevas and colleagues 
 (158)  using transgenic mice expressing green fl uorescent protein (GFP). Wildtype and GFP-
expressing transgenic mice were exposed prenatally to MMI from GD10 to GD13. Embryos 
were taken on GD13 and fl at cortical mounts prepared. Explants of GFP-MGE cells were trans-
fected on control or hypothyroxinemic cortices and the migratory pattern observed over two 
days in culture. Cells from MMI-treated embryos implanted into control cortical mounts 
migrated in a normal, preferentially medial direction. However, neurons from control embryos 
placed within a hypothyroxinemic cortex, migrated long distances but displayed a concentric 
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Figure 8 (See color insert) Cortical histogenesis and neuronal migration are disrupted with low level thyroid 
hormone (TH) disruption. (A) In the cortex of offspring born to iodine defi cient rat dams (LID-2), cells are evident in 
the white matter (wm) of the corpus callosum (top) and the distinction between layers within the cortex are blurred 
(bottom). Source: From Ref. 118. (B) TH reductions induced over three days during gestation with methimazole 
(MMI) also impaired neuronal migration. Left is bromodeoxyruracil (BrdU)-positive cells, right is double labelling of 
BrdU and NeuN, indicating that cortical neurons persist in the white matter (wm) at PN40. Source: From Ref. 114. 
(C) Moderate degrees of TH insuffi ciency limited to the prenatal period induced by propylthiouracil (PTU) produced 
an abnormal cluster of cells, a heterotopia, in the corpus callosum (top left is control, bottom left is treated). Cells 
within the heterotopia were neurons as they stained positively with NeuN (top right), and some were inhibitory, 
staining positively for parvalbumin (bottom right). Source: From Ref. 157. Collectively, these data indicate that per-
manent structural changes are induced by mild or transient reductions in TH in the absence of other overt toxicity.
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rather than preferential medial direction of travel. These observations indicate that the migra-
tory potential of the neurons was not changed by TH insuffi ciency. Rather the transient hypo-
thyroxinemia in the dam altered the cortical milieu upon which appropriate migration occurs. 

 Collectively, these fi ndings indicate that severe hormone defi ciencies and hypothyroid-
ism are not necessary to disrupt normal brain development. Modest reductions in hormones 
are suffi cient to induce a delay in the temporal development of the radial glial scaffold, prevent 
the normal pattern of neuronal migration, and promote a disorganization of cortical layering. 
THs modulate both proximal and distal cues responsible for guiding the migrational map of 
both excitatory and inhibitory neurons. Alterations in temporal patterning of cortical neuronal 
migration and subtle changes in cytoarchitectonic organization indicate that the normal trajectory 
of brain development has been disrupted. 

 In the presence of altered cortical development, it is not unlikely that the establishment of 
normal brain functions is also compromised and has signifi cant consequences for the organism. 
Impaired migration of inhibitory neurons may contribute to increased susceptibility to seizures 
observed by Auso et al.  (114)  following brief and transient reductions in maternal THs. In our 
laboratory, we have also observed an enhanced responsiveness to pentylenetetrazol-induced sei-
zures in PTU-exposed animals (Gilbert, unpublished observations). Expression of parvalbumin, a 
calcium-binding protein in inhibitory neurons is suppressed in cortex and hippocampus of hypo-
thyroid animals and may alter physiological properties on these local circuit neurons ( 159  ,  160 ). 
Reductions in synaptic inhibition and excitatory synaptic transmission in the hippocampus of 
adult rats developmentally exposed to PTU have also been reported ( 161–  166 ). Perinatal exposure 
to environmental contaminants that reduce circulating levels of T4 (e.g., PCBs, diphenyl ethers, 
perchlorate) also alter synaptic function in the hippocampus and cortex ( 14  ,  15  ,  20  ,  167–  172 ).  

  TH and Myelination 
 Myelination is a predominantly postnatal process that extends in rodents from  ∼ PN10 until 
beyond PN30 and from before birth to three years of age in humans  (173) . The myelin coating 
of neuronal axons in the CNS provides the electrical insulation for rapid and effi cient conduc-
tion of electrical impulses that forms the basis of intercellular synaptic transmission and 
communication in the brain. Oligodendrocytes are a specialized type of glial cell responsible 
for synthesis, assembly, and maintenance of CNS myelin. The formation of myelin by oligoden-
drocytes requires the coordination and synthesis of large quantities of specifi c proteins and 
lipids and the integration of these into a highly organized multilamellar structure  (174) . 

 The role of TH in myelination has been well documented. Oligodendrocytes express TH 
receptors, and in cell culture systems, the addition of TH promotes the differentiation and pro-
liferation of oligodendrocyte precursors as well as the amount of myelin each mature 
 oligodendrocyte produces ( 175  ,  176 ). TH accelerate the rate of accumulation but not typically 
the fi nal concentration of specifi c oligodendrocyte mRNAs and proteins, and regulate the tem-
poral expression of a number of key enzymes involved in the synthesis of complex lipids and 
protein constituents of the myelin membrane. The wave of myelination that starts in caudal 
brain regions and progresses rostrally is delayed in hypothyroid animals ( 48  ,  66  ,  174  ,  177 ). 

 A number of classic myelin markers are reduced in the brains of hypothyroid animals. 
CNPase (2 ′ 3 ′ -cyclic nucleotide 3 ′ -phosphodiesterase) is a myelin protein expressed in early 
stages of oligodendrocyte development, whereas proteolipid protein (PLP), myelin basic pro-
tein (MBP), and myelin associated glycoprotein (MAG) appear later during the construction of 
the myelin sheath. The expression of myelin associated oligodendrocyte basic protein (MOBP) 
is associated with myelin compaction. CNPase, PLP, MAG, and MBP are down regulated in the 
cerebellum, cortex, striatum, and corpus callosum as a function of MMI- or PTU-induced hypo-
thyroidism ( 48  ,  66  ,  152  ,  174  ,  177–  182 ). MBP is reduced on PN10 in cerebellum and cortex of hypo-
thyroid animals but recovery occurs despite continued reductions in T3 ( 183  ,  184 ). In contrast, 
permanent downregulation of MOBP and PLP expression are evident in corpus callosum and 
cerebellum  (178) . Iodine defi ciency is also associated with reductions in MBP- immunoreactivity 
in the internal capsule on PN10 and PN15, which were no longer evident by PN20  (180) . The 
pattern was similar to that induced by MMI but transient and less severe, consistent with the 
more modest effects of iodine defi ciency relative to MMI on brain T3. Recently, microarrays 
have been used to identify genes responsive to mild disruptions of the thyroid axis  (71) . In the 
hippocampus of PN14 pups, a number of myelin genes were signifi cantly downregulated at 
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very low doses of PTU producing modest reductions in circulating levels of T4 ( Table 2 ). These 
data suggest that myelin genes may provide a very sensitive biomarker of low level TH 
 disruption. 

 The corpus callosum and anterior commissure have long been a focus for the study of 
THs on the myelination process. These extensive fi ber pathways represent the primary means 
of communication between the two cerebral hemispheres. They are present in the embryo, 
undergo substantial postnatal development, and contain a large number of heavily myelinated 
fi bers. The number of axons in corpus callosum and anterior commissure of hypothyroid rats 
does not differ, but the density of fi bers is increased, the cross-sectional area is smaller, and the 
ratio of myelinated to unmyelinated fi bers is substantially reduced ( 185–  187 ). 

 Myelination has not been well studied in animals with other than severe TH defi cien-
cies. In a recent paper by Sharlin et al.  (182)  the number of oligodendrocytes and astrocytes 
was examined in rat pups exposed perinatally to a series of low doses of PTU that produced 
graded levels of TH insuffi ciency ( Fig. 9 ). PTU induced a dose-dependent reduction in the 
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Figure 9 Oligodendrocytes and astrocytes derive from a common glial precursor cell. Under conditions of severe 
thyroid hormone insuffi ciency, there is a reduction in oligodendrocytes and myelination of axons in the corpus cal-
losum and anterior commissure is impaired. Oligodendrocyte expression is also reduced following low level thyroid 
hormone disruption. Offspring (PN15) of dams exposed to 0, 1, 2, or 3 ppm PTU from GD6 until pups were sacrifi ced 
and brains prepared for in situ hybridization of mRNA for myelin associated glycoprotein (MAG) to mark oligodendro-
cytes, or glial fi brillary acidic protein (GFAP) to identify astrocytes. The reduction in MAG-positive cells was matched 
by a parallel increase in astrocytes staining for GFAP. A positive correlation between number of GFAP-positive cells 
and serum T4 and a negative correlation between MAG-positive cell number and serum T4 suggests that TH 
insuffi ciency altered cell fate specifi city in the developing brain. Source: From Ref. 182. 
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expression of MAG, as well as the number of oligodendrocytes in corpus callosum and 
anterior  commissure. This alteration in MAG expression was accompanied by a commensu-
rate increase in the density of astrocytes expressing GFAP. The total number of cells, MAG 
and GFAP-expressing, did not differ between control and PTU-treated animals at any dose 
level, but the ratio of oligodendrocytes to astrocytes was signifi cantly reduced at all but the 
lowest dose. Because oligodendrocytes and astrocytes derive from a common glial precur-
sor cell, these observations suggest that adequate TH is essential in directing cells into the 
oligodendrocyte over the astrocytic cell lineage ( 73  ,  74  ,  188 ). Importantly, these fi ndings are 
the fi rst to demonstrate that shifts in fate specifi city can occur at moderate levels of  hormone 
insuffi ciency. 

   TH and Development of the Hippocampus 
 In a series of papers, Madeira and colleagues ( 189–  191 ) examined the impact of neonatal hypo-
thyroidism on development of the hippocampal formation in rats. No change in volume of the 
CA1 pyramidal cell layer was seen, but the neuronal volume and cell number were reduced in 
hypothyroid animals. In the neonatal brain, the pyramidal cells of Ammon’s horn show a grada-
tion of progressive differentiation over time from area CA1 to CA4. Pyramidal neurons of hypo-
thyroid animals have fewer synapses and an impoverished dendritic arbor, the extent of 
impairment dependent upon the position of the cells within the layer. Area CA3-4 pyramidal 
neurons are born later and were more affected than neurons within area CA1 ( 190  ,  192 ). The 
apparent greater vulnerability of CA3-4 over CA1 neurons may be a function of timing of PTU 
initiation, exposure in this model beginning late in gestation when pyramidal cells of CA1 had 
already differentiated. 

 In contrast to pyramidal cells, granule cells (the principal cell type of the dentate gyrus 
region of the hippocampal formation) are born postnatally, and are more affected by hypothy-
roidism initiated just before birth. PTU decreased the volume of the GCL, the density of cells 
within the layer, and estimates of total granule cell number  (189) . Migration of granule cells 
from the proliferative zone to the GCL is retarded by thyroid defi ciency as is dendritic arboriza-
tion and synaptogenesis assessed by immunohistochemistry for the synaptic protein, synapto-
physin ( 145  ,  192  ,  193 ). Studies of this nature have not been performed in models other than 
severe neonatal hypothyroidism so it is not known if such changes will be evident in hip-
pocampus with more modest hormone insuffi ciency. Some evidence of a blurring of cell layers 
was reported in area CA1 by Auso et al.  (114)  in response to brief episodes of maternal 
 hypothyroxinemia in the mid to late gestational period. 

 Functional impairments in hippocampal synaptic transmission have been reported follow-
ing developmental TH defi ciencies. In models of severe hypothyroidism, beginning either in the 
early or late gestation period and continuing to weaning, excitatory synaptic function is disrupted in 
area CA1 of slices taken from hypothyroid animals in the preweaning period ( 162  ,  164–  166 ). These 
changes in synaptic transmission are permanent as defi ciencies are also evident in slices from 
adult animals exposed developmentally but tested following return to euthyroidism ( 161  ,  194 ). 
In a much more restricted dosing paradigm, similar to that described by Auso et al.  (114) , Opazo 
and colleagues  (119)  also reported defi cits in hippocampal synapatic plasticity in adult offspring 
following a brief and transient reduction in TH in utero. These electrophysiological observations 
were associated with impaired performance in a spatial learning task. In vivo recordings from 
the dentate gyrus in adult offspring of hypothyroid dams also exhibit permanent suppression of 
excitatory and inhibitory synaptic function ( 20  ,  159  ,  163  ,  195 ). The latter observations by Gilbert 
and Sui  (163)  and Opazo et al.  (119)  are noteworthy as they were evident at modest levels of TH 
insuffi ciency ( Fig. 10 ). Alterations in synaptic function have also been demonstrated in adult 
offspring of PCB- and perchlorate-exposed dams, environmental contaminants that produce a 
state of hypothyroxinemia in the dam  (20) . 

   TH and Development of the Sensory Organs 
  The Auditory System 
 THs are essential for normal development of the auditory system  (196) . Hearing impair-
ment is the most frequent sensorineural defect in humans and is commonly associated with 
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thyroid disorders, including congenital hypothyroidism  (197) . In rodents, changes in the 
relative availability of TH in late fetal and early neonatal life results affect the expression of 
functionally important proteins involved in the structural development and physiology of 
the inner ear  (76) . In addition to structural defects at the sensory organ level, hearing 
impairments may also derive from hypomyelination of the auditory nerve and delayed 
maturation of central auditory system  (198) . Aberrant synaptic connections in the auditory 
cortex, reductions in synaptic spine densities and hypomyelination of the interhemispheric 
connections, and loss of topographic specifi city have been described in hypothyroid 
 animals ( 186  ,  187 ). 

 Structural defects in the auditory system are refl ected in behavioral and electrophysiolog-
ical indices of hearing impairment ( 76  ,  198 ). Graded levels of hormone insuffi ciency induced by 
PTU in the late gestational/early postnatal period are also associated with varying degrees of 
hearing loss measured behaviorally  (199) . These impairments were evident in adults following 
transient exposure to PTU and were produced at doses and concentrations of serum hormones 
that were without effects on other physical and behavioral measures of hypothyroidism. These 
data are signifi cant as they were the fi rst to demonstrate dose-dependency of the hearing defi -
cits at moderate levels of hormone insuffi ciency. Using brainstem auditory evoked potentials, 
Knipper et al.  (198)  also demonstrated irreversible elevation of hearing thresholds with very 
brief periods of exposure to MMI (GD17 to PN3), in the absence of cochlear structural defects, 
implicating impairment in central auditory processing systems. Low frequency hearing loss 
and structural damage to hair cells has been observed in animals perinatally exposed to PCBs, 
an environmental contaminant with thyroidal action, an effect that could be blocked by 
 concomitant treatment with T4 ( 16  ,  199  ,  200 ). Crofton  (5) , summarizing a number of studies, 
demonstrated a strong correlation between degree of T4 reduction and the magnitude of the 
induced hearing loss.  
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Figure 10 Permanent impairments of synaptic function in hippocampus following low level thyroid hormone 
(TH) disruption during development. Developmental exposure to propylthioruacil (PTU) or perchlorate reduce 
excitatory (A, B) and inhibitory (C, D) synaptic transmission in the dentate gyrus of adult offspring. These treat-
ments produced moderate reductions in serum TH with no effects on growth or development, yet permanently 
altered function within these neural circuits. Source: From Refs. 20,159,163.
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  The Visual System 
 Visual system development, particularly retinal development, is regulated by TH. Frank 
hypothyroidism results in fewer dividing retinal progenitor cells, reduced retinal thick-
ness, and impaired photoreceptors with improperly formed outer segments ( 201  ,  202 ). 
Structural alterations in development of the retina have not been examined in models of 
modest reductions in TH. 

 In rodents, retinal progenitor cells generate cones from E10 to E16, and rod cells are then 
generated from this pool of cones. TH activated transcription factors are necessary for instruc-
tion of photoreceptor cell fate decisions  (76) . Rodents, like most mammals have two opsin 
proteins that respond maximally at different wavelengths: S-opsin to short and M-opsin to 
longer wavelengths. In early retinal development, THs determine the “developmental choice” 
of which opsin gene to express  (203) . The default for cone development is to express S-opsins 
(blue) and this begins between E10 and E16. TH regulates the switch from S-opsin to M-opsin 
(red-green) cone expression around PN10. There is a dorsal ventral gradient of opsin expression 
on the mouse retina that also displays an ontogenetic profi le. This gradient and profi le is 
mirrored by TH expression in the retina. 

 Data to date have revealed that experimental elevation of T3 at the time of S-opsin onset 
(mid-late gestation and just after birth) inhibits S-opsin expression. Treatment with T3 at the 
time of M-opsin activation ( ∼ PN10) increases M-opsin expression. TH receptor knock-out mice 
also show disruption of the S- and M-opsin gradient in the retina and an overexpression of 
S-opsins at the expense of M-opsin mRNA  (203) . Although not studied directly, these data sug-
gest that minor hormone insuffi ciencies may produce subtle alterations in the expression of 
S- and M-opsin in the developing retina, and that the nature of the effects will be dependent 
upon developmental window over which it occurs. Animal studies of visual function following 
modest perturbations of the thyroid axis deserve further investigation, especially in light of 
evidence of color vision and contrast sensitivity defi cits in children suffering congenital hypo-
thyroidism  (204) . Preliminary fi ndings in rats treated perinatally with PTU reveal irreversible 
impairments in visual contrast sensitivity. Whether these defi cits are dependent upon disrup-
tion at the retinal or central visual processing level has not been determined (Boyes and Gilbert, 
personal communication).     

     Behavioral Defi cits Following Developmental Hypothyroidism 
 As outlined above, recent reports indicate that children born to women experiencing mod-
est subclinical perturbations of the thyroid axis during pregnancy have reduced IQ scores 
and subtle defi cits in cognition, memory, and visuo-spatial ability ( 115  ,  124  ,  125  ,  131  ,  137 ). In 
experimental models of developmental hypothyroidism, increases in locomotor activity, 
hearing loss, and reduced seizure thresholds accompany severe hormonal deprivation 
beginning in the late gestational or early postnatal period ( 114  ,  199  ,  205 ). Others have reported 
defi cits in passive avoidance, spatial learning, and operant conditioning ( 21  ,  206–  212 ), but 
these observations are often limited to animals suffering fairly severe hormonal depriva-
tion. Given the critical observations in human infants that very modest perturbations of the 
thyroid axis can alter cognition, animal research efforts have begun to focus on the timing 
and degree of hormone insuffi ciency as well as the nature and persistence of functional 
defi cits. These include increased seizure responsiveness, reductions in synaptic transmis-
sion, alterations in hippocampal LTP, and spatial learning defi cits ( 20  ,  114  ,  119  ,  166  ,  195  ,  213 ). 
These recent fi ndings demonstrate synaptic and behavioral defi cits that persist in the adult 
despite return to the euthyroid state and are induced at relatively modest perturbations in 
the thyroid axis. 

 Knock-out models have also been assessed for subtle alterations in behavior, including 
tests of anxiety and learning. As described above, TH receptor knock-outs and other mutants 
that exhibit perturbations of the thyroid axis exhibit a phenotype that is much milder than that 
apparent in conditions of severe chemical-induced hypothyroidism. TR  α  accounts for  ∼ 75% of 
all TH receptors in brain and as such the effects of TH are most likely to be mediated via this 
receptor  (214) . TR  β  has a more circumscribed localization in purkinje cells of the cerebellum, 
the hypothalamus, the retina, and the cochlea ( 40  ,  76 ). Hearing loss, visual defi cits, and  cerebellar 
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ataxia are evident in these mice, but no alterations in open fi eld behavior, spatial learning in a 
Morris water maze, or in context fear conditioning were observed  (215) . TR  α  knockouts dis-
play increased anxiety in locomotor tests in an open fi eld, spending a greater percentage of 
time in the periphery than in the central regions of the open fi eld. Acquisition of fear condition-
ing was similar in knockout and wildtype animals, but delays in extinction were evident in the 
knockouts  (216) . These behavioral defi cits were associated with reductions in parvalbumin 
immunoreacitivity in GABAergic interneurons in the hippocampus and decreases in GABA-
mediated synaptic inhibition as described above in chemically-induced hypothyroid-
ism ( 20  ,  160 ). In another model, a mutation introduced to the TR  α  that greatly reduces the 
affi nity of the receptor for T3 resulted in a reduction in the number of parvalbumin immunore-
active neurons. A similar behavioral phenotype of locomotor dysfunction, increased anxiety in 
open fi eld and elevated plus maze, and memory defi cits in the delayed object recognition task 
was also produced  (217) .   

  NEUROLOGICAL IMPAIRMENTS ACCOMPANYING ADULT 
ONSET HYPOTHYROIDISM 
 Hypothyroidism is a prevalent condition in humans with an incidence of 8% in the adult popu-
lation  (218) . The nongenomic actions of TH described previously may be one mechanism 
whereby TH insuffi ciencies beginning in adulthood lead to psychiatric disturbances, demen-
tias and major depression ( 219  ,  220 ). In young and middle-aged adults, thyroid dysfunction is 
associated with both neurological and behavioral abnormalities, including mood disturbances 
and cognitive dysfunction  (221) . Cognitive decline in the elderly and in cases of geriatric 
dementia and Alzheimer’s disease are often associated with decreases in TH that can be 
partially alleviated by treatment with thyroxine ( 222–  226 ). 

 Animal models of adult onset hypothyroidism have demonstrated increased reactivity to 
stress in the forced swim model of depression  (227) . Spatial learning and hippocampal plastic-
ity in the form of LTP are also impaired in adult rats subjected to thyroidectomy, effects that are 
reversed by treatment with T3 or T4 ( 228–  231 ). Adult onset hypothyroidism induced by PTU 
also reduces activity-dependent synaptic plasticity in the hippocampal-prefrontal cortex circuit 
 (232) . In contrast to electrophysiological assessments in adult offspring following hypothyroid-
ism limited to the developmental period, reductions in synaptic plasticity in adult onset hypo-
thyroidism exist in the absence of alterations in baseline synaptic responsiveness. This 
distinction suggests different life stages over which hormone insuffi ciency is induced may 
result in different patterns of disruption of synaptic function, both of which, however, may 
ultimately present as behavioral impairment ( 163  ,  230 ). Another primary distinction between 
the impact of thyroid dysfunction in the developing and the adult organism is the reversibility 
of defi cits. Hypothyroidism beginning in adulthood can be effectively treated with hormone 
therapy, in contrast to impairments produced by developmental TH insuffi ciencies that persist 
despite return to euthyroidism in adulthood ( 119  ,  159  ,  163 ). 

 Disruption of the thyroid axis by physical, chemical or genetic manipulations is associ-
ated with a reduction in the generation and survival of new of neurons in the dentate gyrus of 
the adult hippocampus and olfactory bulb ( 233–  236 ). This process, known as adult neurogen-
esis, has been implicated in learning, memory and affective disorders such as depression ( 237–
  241 ). Initial reports using PTU or MMI demonstrated a specifi c decline in the survival of newly 
born granule cells in the hippocampus in thyroid-defi cient rats ( 233  ,  234 ). Disruption of the 
thyroid axis by thyroidectomy, however, produced defi cits in cell proliferation and maturation 
without impacting survival  (236) . Consistent with these reports, administration of T3 into the 
dorsal hippocampus of adult rats improves performance on an emotional memory task  (242) , 
whereas hypothyroidism initiated in adulthood impairs spatial learning, hippocampal LTP, 
and increases stress, anxiety, and depression in a variety of animal models ( 227  ,  230  ,  231  ,  236  ,  243 ). 
Collectively, these fi ndings suggest that in addition to the established role of TH in early neu-
rogenesis, TH are essential components of the endocrine environment that modulates neural 
stem cell progenitor growth, migration, and apoptosis in the mature nervous system. 
TH  modulation of adult neurogenesis may represent one mechanism underlying cognitive 
 impairments and mood disorders in adults with TH imbalance.  
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  IMPLICATIONS FOR NEUROTOXICITY OF TH DISRUPTORS 
 A number of recent developments indicate that the HPT axis is controlled in ways not fully 
appreciated previously, but that are important for thyroid toxicology. New information accu-
mulating over the past decade has signifi cantly increased our understanding of the regulation 
of TH in the brain and other tissues and requires a refi nement to the traditional model of the 
HPT axis. New insights into feedback control mechanisms, plasma membrane transporters, 
and metabolizing enzymes demonstrate modulation of thyroid action to a degree of precision 
and regional specifi city not previously recognized. Incorporation of these fi ndings into our 
conceptual framework requires modifi cations to the classic model of the HPT depicted in  Fig-
ure 1 . Refi ning the model of TH function will also necessarily infl uence the course of research 
in neurotoxicology of anti-thyroid agents, as well as the specifi c kinds of endpoints evaluated 
in a screening and testing program designed to identify thyroid toxicants  (244) . We feel that 
there are three particular areas of uncertainty about the thyroid system that will continue to 
require attention.  

  Determining the relationship between alterations in circulating levels of TH and TH action 1. 
in the production of adverse effects.  
  Determining the relationship between life stage, vulnerability to thyroid toxicants, and 2. 
specifi c adverse consequences.  
  Identifi cation of biomarkers of thyroid toxicity that refl ect adverse “downstream” effects.   3. 

  Determining the Relationship Between Circulating Levels of TH and TH Action 
 The general dogma of thyroid endocrinology is that serum total and free THs (T4 and/or T3) 
are linearly related to TH receptor occupancy and defi ne TH action in tissues  (57) . Modest 
reductions in serum T3 lead to activation of the thyroid axis and increases in TSH. However, 
recent fi ndings in thyroid toxicology indicate that this mutual balance with synchronous con-
trol of T4 and TSH is not always observed ( 10  ,  245  ,  246 ). PCBs, for example, are well known to 
cause a reduction in circulating total and free TH ( 10  ,  245 ), yet administration of PCB mixtures 
such as Aroclor 1254 do not also increase serum TSH  (10) . Furthermore, animal studies have 
not typically evaluated the dose-dependent relationship between circulating levels of TH and 
cellular levels of genes regulated by TH. Nor has there been an adequate examination of the 
relationship of circulating TH and developmental events. In light of recent human fi ndings of 
neurodevelopmental impairments following subclinical hypothyroxemia  (115) , the animal 
research community has been challenged to develop models of moderate degrees of TH disruption 
that more directly parallel the human conditions. 

 As data from low-level TH disruption begins to accumulate, how best can these models 
be characterized? Serum hormones are used diagnostically and provide a valuable metric to 
compare human and animal fi ndings, and to contrast animal studies among themselves.  Fig-
ure 11  presents a scheme of TH insuffi ciency ranging from mild to severe, based on relation-
ships of T3, T4, and TSH derived from classic TH disruptors, MMI, and PTU. The graphic 
presents a gradation of symptomotology that parallels increasing degrees of TH disruption. 
There is a wealth of information on mechanisms of thyroid action at the molecular, cellular, 
structural and behavioral levels based on animal models and human conditions of severe hypo-
thyroidism. There is now accumulating a research base that has begun to characterize the 
impacts and mechanisms of much more subtle disturbances to the thyroid axis and to defi ne 
gradations in the degree of TH insuffi ciency that lead to graded levels of neurological dysfunc-
tion. However, not all TH disruptors are created equal. It is becoming increasingly clear that 
physiological responses to toxicants that interfere with the thyroid axis are not well represented 
in models derived from PTU or MMI. Is it wise then to base decisions of public health  standards 
on concepts derived from these models?  

  Determining the Relationship Between Life Stage, Vulnerability 
to Thyroid Toxicants, and Specifi c Adverse Consequences 
 In the adult, the range of fl uctuations in hormone levels is large and the consequences of even 
a relatively protracted time of hormonal imbalance, although undesirable, is not irrecoverable. 
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In the fetus and neonate, however, the range over which hormones can change is small as the 
 timing of critical developmental events dependent on TH signaling must be exquisitely 
 maintained. Neither is the fetus or the neonate equipped with the same compensatory responses 
as the adult ( as previously summarized in Table 1 ). Even modest and transient alterations in the 
thyroid axis have the  potential to produce irreversible changes in brain development that  ripple 
well beyond the initiating event. 

 Given genetic variation among individuals ( 52  ,  247 ), the narrow range of variation of TH 
on an individual level  (248) , and the number of checks and balances incorporated into the 
mammalian physiology to maintain optimal hormone levels, how do we determine if the sys-
tem has been perturbed, and if perturbed, perturbed to a suffi cient degree to have an adverse 
impact on brain development? In the evaluation of environmental contaminants that are thy-
roid disruptors, the issue is more complicated. Environmental contaminants disrupt the thy-
roid axis through a variety of mechanisms and exhibit signifi cant deviations from the profi le of 
hormone disruption depicted in  Figure 11 . 

   Identifi cation of Biomarkers of Thyroid Toxicity That Refl ect 
Adverse “Downstream” Effects 
 Clinical measures of thyroid function, most often total T3 and T4, have guided the measure-
ment and interpretation of altered thyroid status in rodent models. Contaminants, such as 
PCBs and pesticides, reduce circulating levels of T4 without changing T3 or TSH ( 7  ,  11  ,  249 ). At 
what level does a measurable change in circulating T4 become of toxicological signifi cance? 
When does an increase in TSH represent a simple adaptive response to a minor fl uctuation 
within the normal physiological range or an indication of hormone disruption with physiolog-
ical consequences? How refl ective are circulating levels of total TH in the blood of critical tis-
sue concentrations of free TH in a specifi c brain region requiring that signal at this particular 
time? Is there a critical magnitude or duration of hormone change that can be identifi ed where 

Clinical diagnosis

Normal

Graded
disruption
of thyroid

axis

Mild
Modest

Moderate
Severe

High dose PTU/MMI
Neonatal thyroidectomy
Severe iodine deficiency

Intermediate doses PTU/MMI
Moderate iodine deficiency

Low dose PTU/MMI
Transient MMI
Mild iodine deficiency

Brain TH not
reflected in serum?

TSH

Hypothyroxenemia Hypothyroidism

Moderate

Normal growth/development
Synaptic plasticity deficits
Learning deficits
Visual deficits

Body weight deficits
Stunted growth
Undernutrition
Poor hair quality
Deafness
Immature facial features
Delayed development
Altered gait/locomotion
Gene expression changes
Brain structure abnormalities

Severe
Neuronal migration errors
Gene expression changes
Neurophysiological impairments
Subtle learning deficits

T4

T3

Figure 11 Gradient of thyroid hormone insuffi ciency. Both human and animal studies reveal that graded degrees 
of TH insuffi ciency can lead to different phenotypes. Initial models of TH function as depicted in Figure 1 were 
based on conditions of severe hypothyroidism (dotted line to far right). This depiction of graded levels of TH disrup-
tion is based on animal studies using MMI, PTU, ID, treatments that primarily act to reduce the synthesis of TH at 
the level of the thyroid gland. Environmental contaminants that perturb the thyroid axis through different mecha-
nisms do not necessarily maintain these same relationships between T3, T4, and TSH, yet impact brain develop-
ment. Defi ning these relationships across structural and mechanistically distinct chemicals represents a signifi cant 
challenge to the fi eld of thyroid toxicology. The degree to which serum TH can be disturbed without adverse 
 consequences on brain development has not been adequately defi ned. Abbreviations: MMI, methimazole; PTU, 
propylthiouracil; TH, thyroid hormone; TSH, thyroid-stimulating hormone; ID, iodine defi ciency.
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“adaptive” responses are indicative of disturbances that harbor signifi cant physiological 
 consequences? As described above, it is now clear that other targets exist within the thyroid 
system that may be prey to environmental toxicants and that will not be refl ected in changes in 
serum hormone (e.g., TH receptors, local tissue specifi c deiodinases, transport proteins). The 
use of traditional molecular techniques and more recently genomic microarrays have identi-
fi ed numerous genes whose expression is altered by low level TH disruption, the functional 
consequences of these changes have yet to be determined ( 71  ,  182 ). To adequately address these 
issues considerably more information on dose-response relationships at low levels of thyroid 
disruption of a variety of measures, hormonal, genomic, cellular, physiological, and functional 
will be required.      
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  INTRODUCTION 
 The dopaminergic nervous system in brain has been the most-intensively studied of all the 
known neuronal phenotypes, owing in large part to the availability of neurotoxins able to pro-
duce selective destruction and thereby model Parkinson disease (PD) ( 1–  3 ), attention-defi cit 
hyperactivity disorder (ADHD) ( 4–  8 ), and Lesch-Nyhan syndrome ( 9–  11 ). The fi rst available 
dopaminergic neurotoxin was 6-hydroxydopamine (6-OHDA), discovered before 1970 and 
used in more than 9000 published studies ( 3  ,  11  ,  12 ). Substituted AMPHs were similarly found 
to be neurotoxic to dopaminergic as well as serotoninergic nerves  (13) . However, it was the 
neurotoxin MPTP (1-methyl-4-phenyl-1,2,3,6-tetrahydropyridine) that reinvigorated studies of 
the dopaminergic system, owing to its inadvertent use in the early 1980s by humans abusing 
drugs and its rapid (days) production of an irreversible parkinsonian state ( 14–  16 ). MPTP is 
widely used to produce animal modeling of PD. Over the past 15 years the cytotoxin rotenone, 
a mitochondrial complex I inhibitor of oxidative phosphorylation, has been widely used chron-
ically in low amount to model PD because this treatment results in the production of protein 
aggregates in brain similar to that accompanying human PD  (17) . Most recently, MPTP admin-
istrated chronically in low amount has been shown to also result in the presence of protein 
aggregates in the brain of animal models of PD  (18) . 

 However, even before the discovery of selective neurotoxins, there was already a debate 
as to the potential of dopamine metabolites perhaps producing neurotoxic effects, since many 
metabolites are oxidizing agents and some can resonate into a quinone counterpart. In this 
paper we will discuss the liability of the dopaminergic system to neurotoxins from several 
distinct vantage points. Initially, the focus will be on traditional selective neurotoxins, princi-
pally 6-OHDA, substituted AMPH, and MPTP. Next, the use of low dosage rotenone and 
MPTP will be discussed in relation to their utility in modeling PD. Focus will then move to 
non-classical neurotoxins, to introduce the concept of neurotoxicity occurring in the absence of 
cell injury. Finally, endogenously produced species endowed with neurotoxic or neuroprotective 
properties will be presented and discussed.  

  CLASSICAL NEUROTOXINS FOR DOPAMINERGIC NERVES 
 Although many neurotoxins are able to directly damage dopaminergic nerves, this paper will 
focus on 6-OHDA, MPTP—the two most-selective and most-frequently used dopaminergic 
neurotoxins—and substituted AMPHs. 

  6-OHDA 
 6-OHDA was originally proposed to be a metabolite of dopamine (DA) and/or norepineph-
rine (NE) ( 19–  21 ). However, in 1967, 6-OHDA was shown to be overtly neurotoxic to sym-
pathetic noradrenergic neurons ( 22  ,  23 ). Soon, 6-OHDA was also shown to be toxic to 
dopaminergic nerves in brain  (24) . 6-OHDA selectivity for dopaminergic neurons owes to 
the high affi nity of 6-OHDA to the DA transporter (DAT), providing the means for selective 
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accumulation of 6-OHDA in DA nerves. Inside the nerve 6-OHDA autooxidizes to both 
 ortho - and  para -quinones which rearrange to form a multitude of reactive intermediaries, 
each of which is a potent oxidant ( 12  ,  25 ). Also, both the  ortho - and  para -quinones are overtly 
neurotoxic  (26) , as well as generated malonyldialdehyde ( 27  ,  28 ). Further, 6-OHDA gener-
ates superoxides, which then promote intraneuronal formation of hydrogen peroxide (H 2 O 2 ) 
and hydroxyl radical (HO  •  ) ( 29–  32 ). In light of the abundance of iron in the substantia nigra 
pars compacta (SNpc) (Table 1)  (33) , the Fenton reaction [Fe 2+  + H 2 O 2   →  HO  •  ] conceivably 
can take place in SNpc to aid in PD progression ( 34  ,  35 ). The iron chelator desferoxamine 
reduces 6-OHDA neurotoxicity, although other neuroprotective mechanisms may be 
involved ( 36–  39 ). Ultimately, these reactive oxygen species (ROS) uncouple oxidative phos-
phorylation, leading to energy depletion ( 37  ,  38  ,  40 ), oxidation of unsaturated lipids, 
 disruption of proteins, and inactivation of enzymes  (12) .  

  Substituted AMPHs 
 In the 1960s  para -chloroamphetamine (PCA) was shown to induce a long-lasting reduction in brain 
5-HT levels  (41) , and a few years later a neurotoxic effect was confi rmed  (42) . Soon afterwards, 
other AMPH derivatives, methamphetamine (METH), and methylene-dioxy-methamphetamine 
(MDMA) were found to be neurotoxic, and these were investigated as well, particularly in light of 
their explosive abuse among youngsters in Western countries. Repeated METH induces a marked 
reduction in striatal DA, L-3,4-dihydroxyphenylacetic acid (DOPAC), and homovanillic acid 
(HVA)  (43) , consequent to destruction of nigrostriatal dopaminergic neurons  (44) , while sparing of 
DA levels in the nucleus accumbens (i.e., “mesolimbic” pathway) ( 45–  48 ). However, in rats the 

 Table 1    Changes in mRNA expression of Iron Genes Involved in Iron Homeostasis in the Substantia Nigra and 
Cortex of PD Patients Compared with Controls in Post Mortem Tissue  

Descriptor Gene SnM Sni Cortex

  p-value

  Upregulated  
IRP-binding protein 1 IRP1 ns ns ns
IRP-binding protein 2 IRP2 0.025 ns ns
Transferrin Tf 0.0001 0.0030 ns
Transferrin receptor 2 TfR2 ns 0.0017 ns
Transferrin receptor 2 TfR2 ns 0.0184 ns

Ferritin H FTH1 0.0019 ns ns
Ferritin H pseudogene 1 FTHP1 0.0010 0.0348 ns
Ferritin L FTL 0.0291 ns ns
Ferritin L FTL 0.0335 ns ns
Ferritin L FTL ns 0.006 ns

Caeruloplasmin Cp 0.0276 0.0276 ns
Caeruloplasmin Cp ns 0.0343 ns
Caeruloplasmin Cp ns 0.0336 ns
Hephastin HEPH ns 0.009 ns
Haemochromatosis HFE 0.0416 0.0005 ns
Haemochromatosis HFE ns 0.0111 ns
Haemochromatosis HFE ns 0.0295 ns
Haemochromatosis HFE ns 0.0039 ns
Ferroportin FPN1 0.0192 ns ns
Ferroportin FPN1 0.0353 ns ns
Solutecarrier family11 SLC11A2 ns ns 0.0291

  Downregulated  
Ferrochetalase 0.006 0.0223 ns
Siderofl exin 1 0.006 0.0314 ns
Friedreich ataxia 0.031 ns ns
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METH effect is not selective for DA terminals, since marked serotonin (5-HT) loss in several 
brain areas is observed as well ( 46–  48 ). Despite inducing marked 5-HT loss in rats and primates, 
MDMA is considered to be a relatively selective DA neurotoxin in mice ( 49–  55 ). In selected 
mouse strains (e.g., C57Bl) repeated low-dose METH (5 mg/kg  ×  2, i.p.) induces selective 
nigrostriatal DA degeneration in the absence of signifi cant 5-HT loss ( 56–  58 ). High-dose METH 
(up to 10 mg/kg  ×  4) damages both DA and 5-HT neurons  (59) . 

 METH acts at several molecular targets in monoaminergic neurons. METH competitively 
and selectively inhibits monoamine oxidase A (MAO-A) fully at 10 –3  M  (60) , the level achieved 
when mice are treated with a METH i.p. dose of 2 mg/kg  (61) . METH (and AMPHs in general) 
is a substrate for DAT, through which it is transported into DA terminals  (62)  “displacing” and 
releasing DA from cytoplasmic sites. At higher concentrations METH enters DA neurons by 
passive diffusion  (63) . Finally, AMPHs bind to the VMAT (vesicular monoamine transporter) 
and are transported into vesicles or, for higher i.c. concentrations, diffuse into the vesicles 
through their membrane ( 64  ,  65 ); DA would be released from the vesicles into the cytosol due 
to the alkalinization of vesicle contents (with an impairment of the electrochemical drive 
usually present into these organelles). 

 In the last decades several investigators explored the mechanisms by which AMPHs (and 
METH in particular) induce nigrostriatal toxicity. It is now widely accepted that DA release 
plays a pivotal role in this toxicity ( 66  ,  67 ). This is confi rmed by the fact that the tyrosine hydrox-
ylase inhibitor  α -methyl-para-tyrosine (AMPT) prevents DA toxicity  (68) . For decades free 
radical formation and excitotoxicity have been recognized as the main contributors to toxicity. 
In fact, DA per se can induce free radical formation either by auto-oxidation ( 69  ,  70 ) or by H 2 O 2  
formation during MAO metabolism. Cadet et al.  (51)  reported that METH-induced neurotoxic-
ity was attenuated in copper/zinc superoxide dismutase transgenic mice. In the early 1980s 
Seiden and Vosmer  (71) , reporting high levels of 6-OHDA in the striatum of METH-treated 
rats, hypothesized that there was non-synaptic formation of 6-OHDA from DA. However, the 
fi nding has not been replicated. 

 Excitotoxicity has been proposed as one of the mechanisms involved in METH toxicity. 
Nash and Yamamoto  (72)  demonstrated that METH-induced DA release was associated with 
massive glutamate release in the striatum, in line with the observation by Sonsalla et al.  (73) . 
Moreover, dizolcipine (MK-801) prevented METH-induced DA toxicity. METH-induced 5-HT 
neuronal lesioning is likely related to the massive release of DA, since DA uptake inhibitors 
or DAT knock out prevents damage ( 74  ,  75 ). Again, DA synthesis inhibitors or nigrostriatal 
pre-lesioning prevents METH-induced 5-HT loss ( 74  ,  76 ).   

  MPTP 
 The discovery of MPTP neurotoxicity by J.W. Langston, a young Santa Barbara neurologist, was 
serendipitous. He was intrigued by the fact that in only a few months he was visited by a number 
of young parkinsonian outpatients. This contrasts with the epidemiologic characteristic of PD as 
a disease of aging  (14) . After diagnosing each one as a heroin addict, and analyzing for heroin, he 
was intrigued by the presence of MPTP, a contaminant by-product of the synthetic heroin deriva-
tive 1-methyl-4-phenyl-propion-oxypiperidine. In light of an isolated report by Davis et al.  (77)  
a few years before, he ultimately confi rmed in animal experiments that MPTP was indeed a 
 neurotoxin with selectivity for dopaminergic neurons (for an extensive review, see 78). 

 MPTP is a meperidine derivative, highly lipophilic, and able to cross the blood-brain 
barrier. Once in the brain MPTP is converted by glial MAO-B to the toxic metabolite 1-methyl-
4-phenyl-1,2,3,6-tetrahydropyridinium ion (MPP + ) via the enzymatic action of MAO-B. MPP +  
has high affi nity for the DAT and is transported into DA neurons  (79) , after which MPP +  selec-
tively inhibits complex I of the mitochondrial respiratory chain, producing  (i)  energetic failure 
of the cell and  (ii)  formation of ROS due to leakage of electrons from the impaired respiratory 
chain. Furthermore, MPTP induces an increase of free cytosolic DA, as well as DA release, 
events which are likely indirectly related to the energy depletion per se.  

  MODELING PARKINSON’S DISEASE 
  Introduction 
 PD is a neurological disorder with a prevalence in the general population of 50–200/100,000 
(depending on the different areas/studies). Most cases are idiopathic (i.e., no observed external 
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cause), even though in the last few decades many familial cases have been described as well, 
and in some of them the underlying genetic defect has been identifi ed. In the last decades it has 
been established from autopsy specimens that in PD, apart from the DA nigrostriatal system, 
several other pathways/areas undergo neurodegenerative changes as well, in particular, nora-
drenergic neurons of the nucleus locus coeruleus (LC) ( 80  ,  81 ). Since the very early pathological 
description of PD brain, the existence of eosinophilic neuronal inclusions, so-called Lewy 
Bodies (LBs), have also been noted in the nigrostriatal system. These LBs are localized in DA 
neurons of the SNpc, noradrenergic neurons of the LC, catecholamine cells of the medulla 
oblongata, serotonergic neurons of the raphe nuclei, and specifi c cholinergic neurons ( 82  ,  83 ). 
Furthermore, atypical LBs (i.e., smaller and with a more heterogeneous ultrastructure as com-
pared to classical LBs) are observed in telencephalic structures such as cingulate cortex, insular 
cortex, amygdale, and frontotemporal cortex  (82) . 

 Apart from the spatial distribution of LB in PD, Braak et al.  (84)  have proposed a scenario 
for time-related recruitment of lesioned regions. According to this schema of disease progres-
sion, there is a caudal-rostral diffusion of neurodegenerative features, starting from the medulla, 
through a recruitment of mesencephalic structures (and, at this stage showing the onset of 
motor disturbances due to involvement of SNpc), and up to telencephalic structures. This 
hypothesis concerning the progression of PD pathology diverts from the simplistic description 
of PD as a neurodegenerative disorder of nigrostriatal DA neurons (or additional involvement 
of LC NE-pathways), and relates PD to a diffuse “multisystemic” disorder (i.e., multiple neuronal 
phenotypes). Since the early 1960s several attempts have been made to produce experimental 
animal models that could help to elucidate the pathophysiology of PD and thus gain insight 
into therapeutic strategies. As a general rule, the ideal animal model of a human disorder 
should have the following features:  (i)  pathology analogous to that of the human disorder; 
 (ii)  a neurochemical pattern of derangement resembling that of the human disorder;  (iii)  symp-
tomatic features that mimic the human disorder; and  (iv)  a reversal of behavioral defi cits by 
treatments effective in the human disorder. Below, we will show the current state of the art in 
the modelistic approaches for PD in experimental animals, with a special emphasis on rodents, 
since they are more easily adaptable to laboratory studies. Additionally, LB involvement in PD 
will be addressed in relation to their role in the neurodegenerative disease progression. 

  6-OHDA and Neonatal Lesioning of Rodents to Model PD 
 When administered systemically in perinatal rats, 6-OHDA tends to more-selectively damage 
noradrenergic versus dopaminergic nerves in brain ( 12  ,  85  ,  86 ). However, when administered 
into the cerebrospinal fl uid (CSF) of perinatal rodents, following treatment with the NE 
transporter inhibitor desipramine, 6-OHDA produces near-total destruction of nigrostriatal dop-
aminergic neurons in the relative absence of noradrenergic fi ber damage ( 87–  89 ). Prominent DA 
D 1  receptor supersensitivity (RSS; DARSS) develops in the lesioned rats. Not overt at fi rst, and 
unable to be observed after the fi rst or second treatment with a D 1  agonist, the third and subse-
quent D 1  agonist treatments “unmask” the DARSS—and this is termed a priming process. That 
is, the third and subsequent D 1  agonist treatments produce a spectrum of exaggerated stereo-
typies and enhanced locomotor activity. Such rats, marked by greater than 99%  dopaminergic 
denervation of striatum, have been proposed as a rodent model for severe PD  (90) .  

  6-OHDA and Adulthood Lesioning of Rodents to Model PD 
 In adult rats 6-OHDA must be administered directly into the brain because of its inability to 
cross the blood-brain barrier  (86) . Ungerstedt  (1)  was the fi rst to model PD with 6-OHDA. 
When infused into the medial forebrain bundle (MFB) of adult rats, 6-OHDA produces as much 
as 97% loss of nigrostriatal neurons ipsilateral to the lesion, and similar loss of noradrenergic 
fi bers traversing the MFB  (91) . Alternatively, if infused into the striatum, 6-OHDA induces a 
slow-progressing neuronal death to less than 50% of SNpc neurons. Finally, 6-OHDA infusion 
into the lateral ventricles produces degeneration of both SNpc dopaminerg neurons as well as 
LC noradrenergic neurons, since 6-OHDA has high affi nity for both DATs and noradrenaline 
transporters (NETs). 6-OHDA damage to NE neurons can be prevented by pretreatment of 
rodents with the NET inhibitor desmethylimipramine (DMI)  (92) , although the desired effect 
still may not be achieved  (93) . 
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 The effectiveness of 6-OHDA in producing ipsilateral destruction of DA traversing the 
MFB is gauged by the number of contralateral rotations induced in rats, about two weeks later, 
by the predominate DA D 2  agonist apomorphine; or number of ipsilateral rotations induced by 
AMPH, which reverses the DAT to release DA onto D 2  receptors that have become supersensi-
tized. Apomorphine is considered to be a better indicator than AMPH  (94) . Rats lesioned 
unilaterally, as adults, do not demonstrate the akinesis, adipsia, and aphagia accompanying 
bilateral lesioning of the same pathway ( 1  ,  91 ). 

 Although 6-OHDA was reported to be a metabolite in caudate nucleus following METH 
treatment of rats  (71) , that fi nding is unable to be replicated. Nevertheless, 6-OHDA even 
recently has been proposed as an endogenous neurotoxin in PD brain ( 95  ,  96 ). The 6-OHDA 
model of PD has been of value in reference to postsynaptic (i.e., in the intrinsic GABAergic or 
cholinergic striatal neurons) adaptations to DA denervation, including DA receptor subtype 
expression (e.g., 97), expression of second messengers  (98)  or immediate early genes  (99)  or 
neuropeptides  (100)  in subpopulations of medium sized spiny neurons. A compensatory 
increase in DA turnover in the 6-OHDA model of PD is now established  (101)  and considered 
to be critical in the therapeutic management of PD ( 3  ,  102 ). Finally, the 6-OHDA hemiparkinso-
nian rat model of PD has been valuable in assessing the dyskinetic potential of different thera-
peutics including chronic L-3,4-dihydroxyphenylalanine (l-DOPA)  (103) . A caveat, however, 
relates to the assumption that motor complications following DOPA therapy of PD are strictly 
related to the post-synaptic modifi cations. In conclusion, the 6-OHDA hemiparkinsonian rat 
model is considered to be important in addressing issues related to PD progression, therapeutic 
complications and treatment-related pharmacodynamic issues. Obviously, any model can 
address only appropriate questions: in the case of the 6-OHDA model, a surprisingly high 
number of questions can still be answered to by its appropriate use.  

  Substituted-AMPH Lesioning to Model PD 
 AMPH derivatives constitute another class of compounds that have been used in the last decade 
to induce experimental parkinsonism. In primates and humans there are confl icting results con-
cerning the neurotoxic effects of AMPHs. Since the early 1970s it has been known that AMPHs 
produce long-lasting nigrostriatal DA loss in Rhesus monkeys  (104)  and other monkey 
strains ( 105–  107 ). Up to now there is no evidence of METH-induced parkinsonism in people 
abusing METH. Positron emission tomography (PET) or single-photon-emission-tomography 
(SPECT) has been used to show that there is a reduction in striatal DAT in METH abusers, and 
despite early data on persistence of the effect, there is recovery of DAT number after months of 
METH withdrawal ( 108–  110 ). This interpretation, however, is not unequivocal. For instance, ( i ) 
it is not clear to what extent the reduction in DAT striatal levels is related to down-regulation 
of the DAT molecule, versus true DA terminal loss and ( ii ) recovery in striatal DAT levels after 
METH withdrawal might represent either a re-innervation rendered by the sprouting from 
surviving terminals, or simply recovery in the expression of DAT in the original number of 
terminals. A recent detailed description of the monoaminergic neurotoxic effects of AMPH 
derivatives in different species can be found in Mc Cann and Ricaurte  (111) . Now there is 
evidence from post-mortem analysis that previous METH abusers bear neuronal inclusions in 
midbrain monoaminergic neurons  (112) .  

  The Rotenone Model of PD 
 Heikkila and colleagues  (113)  were the fi rst to demonstrate that the pesticide and rodenticide 
rotenone, infused by stereotaxic means into brain, was neurotoxic to catecholamine neurons. 
Rotenone, a known inhibitor of complex I in the mitochondrial respiratory chain ( 114  ,  115 ), 
was engaged since it had been discovered that another complex I inhibitor, namely MPTP, 
produced parkinsonism in humans (see section “The MPTP model of PD” on p. 117).  Cellular 
energy failure and production of superoxide were considered to be the causes of neuronal cell 
death  (116) . Generally administered systemically, rotenone induces a varied pattern of neu-
ronal degeneration, according to its dosage, route of administration, and the animal species 
under study. Surprisingly, when administered to rats at a daily dose of 7–18 mg/day, rotenone 
failed to produce destruction of DA terminals or DA perikarya  (117) . Rather, there was selec-
tive damage within the globus pallidus and caudate putamen, confi ned to the  rostral 
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 medio-lateral part of striatum and lateral pallidus, contiguous to the lesioned part of  striatum 
 (117) . In another study  performed several years later in mice  (118) , rotenone again failed to 
induce nigrostriatal degeneration, despite the presence of marked acute toxicity/lethality. 
Subsequent studies in rats gave confl icting results. In particular, Greenamyre’s group  (17) , by 
administering rotenone as a constant daily i.v. dose via an Alzet osmotic minipump, demon-
strated, for the fi rst time, rotenone-induced nigrostriatal cell loss. By treating groups of rats in 
this way for as long as fi ve weeks, with different daily doses of rotenone, they determined that 
was the most effective in inducing nigrostriatal lesioning. Lewis rats, more sensitive than 
Sprague Dawleys, had SNpc neuronal loss along with a 55% loss of striatal DA innervation, 
but no cell damage at striatal level—confi rming the utility of this method to model PD. 
Remarkably, in the nigral dopaminergic neurons there was accumulation of fi brillary intracel-
lular inclusions immunopositive for ubiquitin and  α -synuclein. This was the fi rst demonstra-
tion of LB-like nigral  inclusions in an animal model of PD. Several years later, the same group 
reproduced all of the morphological/neurochemical changes in Lewis rats treated 28 or 56 
days with rotenone administered s.c. via Alzet minipumps releasing 2–3 mg/kg/day. Finally, 
with either approach, many rats with severe DA loss developed  bradykinesia/rigidity and 
hunched posture, thus reproducing some cardinal signs of PD. 

 Despite the positive results obtained with these methods, the authors highlighted limita-
tions of the procedure. First, there is large inter-animal variability for each dose and, at least for 
the method used by Betardet et al.  (17) , and associated acute toxicity/lethality. Again, striatal 
DA denervation involved mainly the central part of striatum, sparing the dorsolateral part of it 
[except in a few, severely lesioned animal, as described in the original paper by Betarbet et al. 
 (17)] , which is invariably affected in PD. Second, the selective DA nigrostriatal toxicity described 
in the two studies was not replicated in subsequent studies in which a similar protocol and 
dose regimen was used ( 119–  121 ). In the latter studies a constant degeneration of striatal 
intrinsic neurons was observed, closely resembling what was already shown by Ferrante et al. 
 (117)  with the already mentioned “sub-chronic” pattern of rotenone administration. In conclu-
sion, probably the use of rotenone in rodents does not produce models bearing enough repro-
ducibility in different laboratories/species to be used routinely to replicate PD in rodents. By 
the fact that rotenone (2–3 mg/kg/day) induces neuronal degeneration after a low steady 
aministration, it is apparent that the low steady levels attained in brain are far lower than 
the levels needed to inhibit complex I of the mitochondrial respiratory chain  (122) . Selective 
DA lesioning by rotenone is now associated with intraneuronal ROS formation related to 
enzymatic or DA auto-oxidation, with generation of peroxide and HO  •  . The prominent role 
of oxidative stress, rather than bioenergy defi cit, has been demonstrated by Sherer et al.  (123)  
in organotypic midbrain culture, in human neuroblastoma cell culture (SK-N-MC), and in vivo 
in his rat chronic s.c. model  (122) . Obviously, if one also takes into account the reports in which 
a striatal neuronal lesion occurs, in this case the toxic ROS-mediated effects cannot be demon-
strated as easily as for the DA-rich neurons/terminals. Again, a features arising from the Betarbet 
in vivo model, in which there was lesioning of NE and 5-HT neurons in selected areas (as 
constantly observed in PD as well), could not obviously be explained easily by oxidative stress 
induced by DA metabolism. 

 Despite a lack of chronic damaging effects of rotenone in mice, Thiffault et al.  (118)  showed 
that systemic rotenone acutely increases DA turnover, similarly to what was observed for 
toxic doses of MPTP—suggesting that this might be a common aspect of toxins acting on com-
plex I of respiratory chain. However, the authors did not explore the mechanisms of increased 
DA turnover, but discussed this fi nding in light of previous data, suggesting that in hypoxic 
conditions DA release and turnover might be increased by a failure of the energy-dependent 
re-uptake mechanisms ( 124–  127 ).  

  The MPTP Model of PD 
 MPTP has been used most frequently in mice to model PD because of their size, cost, and ease of 
handling. However, it is in primates that systemic MPTP most closely reproduces the signs and 
symptoms of PD. Even a very low dose of MPTP (vs. the dose used in rodents) induces a marked 
loss of nigrostriatal DA, accompanied by marked bradykinesia and rigidity  (128) ; and the effects 
are reversed by L-DOPA. Further, it is possible to induce a hemiparkinsonian syndrome by 
injecting MPTP into the carotid artery. Animals so-treated also have a longer survival time  (129) . 
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 MPTP is typically administered by an i.p. route, either as a single dose or by repeated 
administrations every few hours (for a review on technical issues, see 78). A single 30 mg/kg 
dose of MPTP induces a moderate nigrostriatal DA loss of several months duration  (130) ; a 
higher single dose increases acute toxicity and lethality. Conversely, repeated low-doses of 
MPTP induce severe nigrostriatal DA loss ( 78  ,  131 ). 

 In mice MPTP produces additional LC neuronal lesioning  (132) , similar in extent to 
the DA loss, and this has been considered as a further positive element for confi rming the use-
fulness of the mouse MPTP model in reproducing PD  (132) . This duality of effect is a constant 
feature also in MPTP-treated primates ( 83  ,  133 ). Behavioral counterparts of PD are present in 
MPTP-treated primates, but are absent in MPTP-treated mice. Obviously, there are huge 
phylogenetic differences in neuronal complexity and connectivity of the motor circuit and 
motor behavior of primates versus rodents, and this can account for differences in the MPTP 
behavioral effect in each species. 

 The role of excitatory amino acids (EAAs) in MPTP toxicity has been explored in several 
animal species  (131) . MK-801, a selective non-competitive blocker of NMDA receptors, pre-
vents intranigral MPP +  nigrostriatal toxicity in rats  (134) , although this effect has not been 
confi rmed in MPTP-treated mice  (135) . MK-801, as well as CPP, is neuroprotective in pri-
mates ( 136  ,  137 ). Thus, EAAS are considered to be important in the pathogenesis of PD, and the 
several NMDA blockers are under development. 

 The role of the noradrenergic nucleus LC in modulating/determining the neurotoxic 
effects of MPTP has been explored:  (i)  a prior 6-OHDA lesion of LC transforms a sub-threshold 
MPTP dose into one that is frankly toxic to SNpc DA neurons ( 138  ,  139 ) and  (ii)  a prior DSP-4 
[ N -(2-chloroethyl)- N -ethyl-2-bromobenzylamine] lesion of LC NE terminals increases MPTP 
nigrostriatal damage in mice, an effect that is likely due to increased MPTP toxicity  (131) . Also, 
NE neuronal damage does not alter the distribution of MPP +  in mice ( 131  ,  140 ). Enhancement of 
MPTP toxicity by LC lesioning has been shown with METH  (58)  and 6-OHA in different species 
(e.g., monkey)  (140) , lending credence to a role of NE in PD pathogenesis. 

 As already indicated, the most crucial issue relating to MPTP modeling of PD is the 
presence or absence of LBs. With the sole exception—but not confi rmed by others’ studies—of 
fi ndings in primate brains described by Forno et al.  (141) , of the occurrence of LBs in the brain 
of patients, primates, or rodents treated with the single or few injections of MPTP. In 2002 
Meredith et al. reported the description of lysosomal inclusion formation into the SN of mice 
treated with repeated MPTP +  probenecid  (142) . More recently, chronic s.c. infusion of a small 
daily amount of MPTP was found to induce formation of inclusion bodies strictly resembling 
LBs  (18) . Surprisingly, i.c.v. continuous infusion  (143)  of a low daily dose of MPP +  in rats has 
been shown to be able to overcome this species resistance to MPTP toxicity, inducing a selective 
nigrostriatal loss and, at least at ultrastructural level, cellular alterations which have been 
interpreted as an early stage of LB formation. These two latter studies will be discussed more 
in detail in a following paragraph.  

  The Occurrence of Neuronal Inclusions in PD Models 
 As already mentioned above, the pathological hallmark of PD is the presence of LBs in the 
SNpc, LC and other subcortical nuclei and cortical areas. LBs are defi ned as pale inclusions 
inside neuronal processes or cell bodies, in specimens stained with routine staining techniques. 
More recently, it has been demonstrated that such inclusions can be selectively stained with 
antibodies anti- α -synuclein protein  (144) . In the recent years it has been proposed a staging of 
PD according to the distribution of LBs in the brain  (84) . According to such staging scale, LBs 
appear fi rst in the lower brain stem, and afterward in the midbrain and cortex, in a caudal-
rostral progression fashion. LBs are not specifi c for PD since they have been found in other 
neurodegenerative diseases, even though less abundantly and consistently. Furthermore, a 
specifi c form of Dementia, Dementia with LBs (also called Diffuse Lewy Body disease), has 
been named specifi cally after this kind of inclusion because of the widespread distribution of 
LBs as the main pathological marker. 

 As already mentioned in the specifi c paragraph above, recently some authors have been 
able to induce the occurrence of inclusions reminiscent of LBs in rodents. This was considered 
crucial for defi ning a PD model as a true pathogenetic model for PD. A fi rst report of the occur-
rence of  α -synuclein-immunopositive deposits into the SNpc and cortex of mice was observed 
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by Meredith and colleagues  (142)  who treated mice with repeated daily MPTP injections, 
 combined with probendecid. The latter compound was administered in order to slow the clear-
ance of MPTP from the brain. As already described above, in 2000 Greenamyre and colleagues 
had induced the occurrence of inclusions in the SNpc by continuous s.c. administration of rote-
none to rats  (17) ; specifi cally, such intracellular bodies were electron dense cytoplasmic inclu-
sions with a homogeneous dense core surrounded by fi brillary elements. Since these inclusions 
were immunopositive for ubiquitin and  α -synuclein they were considered by these authors as 
equivalent to LB  (17) . This led Fornai et al.  (18)  to reconsider results obtained with the neuro-
toxin MPTP. In fact, it is well known that MPTP shares the inhibition of the complex I of the 
mitochondrial respiratory chain mechanism with rotenone. Until that time, MPTP was, as rote-
none, usually administered acutely or in a schedule consisting of a few injections few hours 
apart from each other. Therefore, the lack of LB formation could have been due to the fact that 
by this approach DA neurons were injured too fast. In other words, it could be possible that the 
speed of intoxication might infl uence subsequent neuropathology. In line with this hypothesis, 
Fornai et al.  (18)  demonstrated that chronic s.c. administration of MPTP in mice induces the 
occurrence of LB-like inclusions as well. 

 In the three paradigms of administration described above ( 17  ,  18  ,  142 ), the crucial factor in 
determining the occurrence of inclusion bodies was likely to be due to the chronic paradigm 
of administration used. In particular, recent studies have demonstrated that some molecular/
cellular steps play a key role in the formation of LB, and that these are likely to be fully recruited 
when low but prolonged, and appropriate, neurotoxic insults are repeated for long enough. 
Conversely, if acute, strong neurotoxic insults occur, they are strong enough to induce the acti-
vation of those molecular/cellular steps leading directly to severe cell impairment, and eventu-
ally up to cell death. In particular, in the formation of LB in nigral DA neurons in PD, a key role 
appears to be played by the so-called Ubiquitin-Proetasome-System (UPS) and its relation to 
cytoplasmic DA and  α -synuclein. These aspects deserve, in our opinion, specifi c paragraphs, 
which follow below.  

  Role of the UPS in PD 
 The UPS acts as an intracellular protein-clearing system ( 145  ,  146 ) which consists of a multien-
zymatic pathway placed mainly in the endoplasmic reticulum, which becomes activated dur-
ing oxidative stress to process misfolded protein. The UP system becomes activated either in 
the physiological degradation of misfolded proteins occurring during oxidative stress, or in the 
degradation of abnormal proteins. In these conditions of excessive oxidative stress, or excess of 
altered proteins, the UPS may not be able to clear damaged proteins, which ultimately would 
accumulate and impair neuronal function, to lead to death of the cell  (146) . Furthermore, a 
similar effect can occur when there is a primary reduction in the effi cacy of the UP system. This 
is indirectly confi rmed by the occurrence of familiar forms of PD (bearing LB and pathological 
features similar to those observed in idiopathic PD) associated with mutations of UP compo-
nents such as UchL-1 and parkin ( 147  ,  148 ). Furthermore, impairment of the proteasome has 
been described also in idiopathic PD ( 149  ,  150 ). Recent experimental fi ndings confi rm this 
hypothesis. In particular, direct infusion of a UPS inhibitor into the striatum induces selective 
degeneration of nigrostriatal terminals, and retrograde cell loss in the SNpc, while sparing both 
striatal serotonin levels and GABA cells; in spared nigral neurons, the presence of  α -synuclein, 
parkin, E1 and ubiquitin immunostained inclusions was observed (151 ) . 

 Remarkably, a selective nigrostriatal lesion has been observed also after  systemic  admin-
istration of proteasome inhibitors  (152) . In our study we observed after intrastriatal infusion 
of proteasome inhibitor that inclusion bodies occur in surviving nigral DA neurons. Such inclu-
sions are formed by multilamellar envelops delimitating an electron-dense core (“whorls”). 
The inclusions appeared ultrastructurally very close to what is observed in vivo following 
chronic MPTP  (153) , METH  (150) , or MDMA ( 53  ,  54 ). What we found as membrane whorls in 
transmission electron microscopy correspond to the autophagic granules fi rst described by 
light microscopy in vitro after METH ( 154  ,  155 ), and they are likely to represent an early step 
during the slow formation of authentic inclusions (not membrane-limited), and, presumably, 
up to “true” LBs. In fact, similar to LB, lactacystin-induced inclusions observed in vivo are 
exclusively cytoplasmic, never affect glial cells and their fi lamentous component is strongly 
immunopositive for  α -synuclein.  
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  Role of DA in Selective Neurotoxicity 
 Catecholamine-containing structures are the most signifi cantly affected ones in PD, and con-
tain the highest amount of inclusions  (84) . Among them, nigrostriatal neurons are constantly 
affected. In light of this observation DA itself could play a critical role in such toxicity. In other 
words, DA-containing neurons are at higher risk of damage under stressful conditions when 
other classes of neurons are not affected. This might explain why there is selective DA toxicity 
even in circumstances of ubiquitous impairment of the UPS, such as in selected forms of famil-
iar PD or in animals after systemic administration of UPS inhibitors  (152) . The neurotoxic effects 
of DA itself might be related to its auto oxidation into DA-quinones. Toxic adducts between 
DA-quinones and  α -synuclein could initiate critical biochemical steps towards PD pathogenesis 
(see section “Merging DA and α-Synuclein” on this page) ( 156–  158 ).  

 In vitro, cell lines bearing the synthesis and storing apparati for DA display dramatic 
sensitivity to the effects of neurotoxins which increase cytosolic DA content. This is the case for 
METH ( 74  ,  159 ), malonate ( 73  ,  160 ), and MPTP  (161) . Thus, DA-containing neurons represent 
by themselves a system in delicate metabolic equilibrium consequent to the presence of high 
cytoplasmic levels of DA ( 156  ,  159  ,  162 ).  α -synuclein could play a role in the deleterious effects 
of the oxidative stress produced by DA auto oxidation.  

  Role of  α -Synuclein 
  α -Synuclein is a protein considered to play a role in membrane-associated processes at the 
presynaptic level  (163) . Because  α -synuclein selectively accumulates in LB  (143) , and its muta-
tion is present in selected familial PD forms ( 164–  166 ),  α -synuclein may be a key player in PD 
pathogenesis. In conformity with this, the injection of either human wild-type or mutant 
 α -synuclein-expressing viral vectors into nigrostriatal pathways of animal models was shown 
to cause dopaminergic neurodegeneration and formation of inclusions that contain  α -synuclein 
 (167) . In vitro, over-expression of either wild-type or mutant  α -synuclein produces the forma-
tion of cytoplasmic aggregates ( 168  ,  169 ).  α -Synuclein is a substrate for the UPS, and it has been 
suggested that under specifi c conditions that UPS might not be able to cope with the rate of 
formation of damaged and/or mutant  α -synuclein: this might lead to  α -synuclein-aggregate 
formation  (146) .  

  Merging DA and  α -Synuclein 
 A report of Conway et al.  (156)  suggests that  α -synuclein and DA might interact to stabilize 
the  α -synuclein protofi brils and to inhibit their conversion to fi brils ( 156  ,  170 ). An increased 
amount of free cytosolic DA can induce the formation of DA-derived quinone (DAQ), a 
highly reactive metabolite which can covalently bind to proteins. In particular, cytoplasmic 
DAQ may be a crucial factor in determining the accumulation of pathogenic protofi brils 
 (156) . In humans, there is indirect evidence for the presumed crucial role of free cytosolic DA 
in neuronal degeneration occurring in PD. For instance, there is an inverse correlation 
between the expression of VMAT 2  and degenerative phenomena. Neurons of the ventral teg-
mental area (VTA), which are more resistant to PD cell death, express high levels of VMAT 2 , 
which sequesters cytoplasmic DA into vesicles. High expression of VMAT 2 , coupled with low 
levels of DAT produce very low levels of free cytosolic DA in VTA compared with SNpc DA 
neurons. Furthermore, monoaminergic regions more susceptible to degenerative phenomena 
in PD (i.e., SNpc and LC) are rich in neuromelanin, and the latter is a by-product of DAQ 
deriving from cytosolic DA  (156) . 

 As already indicated, an abnormal increase of cytoplasmic DA correlates with oxida-
tion of cytoplasmic  α -synuclein protofi brils, attributal to DA derivatives, which might be 
the fi nal target to cluster cytoplasmic inclusions within DA neurons. Thus, DA cells are 
critically bound to an effi cient UPS to clear damaged proteins formed by ROS interaction. 
Interestingly, in PD LBs are exclusively cytoplasmic and this might be due to the specifi c 
composition and dynamics of protein aggregates. Furthermore, when inclusion bodies arise 
in PC12 cells subsequent to treatment with METH,  (1)  they localize exclusively within cyto-
plasm  (54)  and  (2)  the occurrence of inclusions within PC12 cells is DA-dependent, since 
the presence of inclusions can be changed by modulating the synthesis and the metabolism 
of DA ( 53  ,  151 ).  
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   α -Synuclein and Parkinson’s Disease 
  α -Synuclein is considered to be the best immunological marker of LBs. An excessive increase of 
free DA promotes conversion of  α -synuclein oligomers to protofi brils stabilized by DAQ, and 
eventually inclusion formation and degeneration ( 171  ,  172 ). In particular, the conversion of 
 α -synuclein oligomers to protofi brils and their accumulation within neurons seems to play 
a fundamental role in the neurodegenerative process, since protofi brils may be neurotoxic 
intermediates while fi brils may be indifferent or even protective. These fi ndings suggest that 
fi brillation and LB formation may be the last attempt by the cell to survive, by removing proto-
fi brils. The central role of  α -synuclein is confi rmed by the occurrence of two mutations in 
 α -synuclein (A53T and A30T) causing an early-onset autosomal dominant form of familial PD, 
suggesting that this protein plays a central role in PD. Furthermore, even normal, non-mutated 
 α -synuclein produces neurotoxicity and LBs, when in excess, as in inherited Parkinsonism due 
to three alleles coding for  α -synuclein.    

  NON-CLASSICAL NEUROTOXINS FOR DOPAMINERGIC NERVES 
 Agents acting directly at DA receptors are able to replicate neurological or psychiatric disorders 
without producing damage directly to dopaminergic nerves. Two agents, quinpirole and halo-
peridol, respective DA D 2  receptor agonist and antagonist, are discussed for this “neurotoxic 
effect,” because of their relevance to human disorders. 

  Dopaminergic Neurotoxicity in the Absence of a Lesion 
  Quinpirole, a DA D 2  Agonist 
 Szechtman and colleagues ( 173  ,  174 ) initially found that repeated treatments with the DA D 2  
agonist quinpirole resulted in enhanced responses to a later quinpirole challenge. By treating 
rats during early postnatal ontogeny, for short periods (i.e., P0-P11 or P12-P22 or P23-P33 or 
P0-P28) and even with low-dose (50  μ g/kg i.p.) quinpirole  (175) , it was possible to produce 
long-lived D 2  RSS, as manifested by enhanced quinpirole-induced effects in adulthood. 

 When administered once-a-day from birth, quinpirole (1 mg/kg) had seemingly little 
effect until rat pups were about two weeks old. At that age, quinpirole acutely produced intense 
gnawing and/or eating  (176) . At 19 days of age there was more locomotor activity, stereotyped 
behaviors  (176) , and the appearance of a darting-like behavior. At 21 days of age, if rats were 
place in chambers without lids, quinpirole acutely produced vertical jumping over a period of 
hours, and resulting in several hundred jumps. Simultaneously, there was prominent paw 
treading. The same quinpirole effect could be observed over the span of the following week, 
but by 35 days of age, jumping was no longer observed after quinpirole treatment  (175) . In rats 
placed in single chambers, quinpirole produced an enhanced yawning response (vs. control) 
( 177  ,  178 ) accompanied by penile erection ( 179  ,  180 ). In a hot-plate test, quinpirole-primed rats 
displayed an antinociceptive effect that added to opiate antinociceptive action  (179) . At a later 
age, rats that had been treated with quinpirole daily during postnatal development displayed 
spacial memory defi cits with enhanced skilled reaching  (180) . In some ways these rats model 
schizophrenia, and it is possible that quinpirole-priming is an alternative to the phencyclidine 
model. The induced D 2  RSS was life-long ( 181  ,  182 ), and it was not induced by the predomi-
nately D 3  receptor agonist 7-hydroxy- N-N -di-n-propyl-2-aminotetralin (7-OH-DPAT)  (183) . If 
not acutely challenged with drugs, rats displaying D 2  RSS were indistinguishable from control. 
Enhanced behavioral responses to AMPH in these rats were associated with an approximate 
fi ve-fold enhancement of AMPH-induced release of DA in the striatum, as demonstrated by 
in vivo microdialysis  (184) . When 6-OHDA was administered to neonatal rats to selectively 
destroy nigrostriatal dopaminergic innervation, repeated quinpirole treatments failed to pro-
duce an enhanced yawning response ( 185  ,  186 ), while the ability of quinpirole to induce vertical 
jumping was preserved (unpublished). When the 5-HT neurotoxin, 5,7-dihydroxytryptamine, 
was administered to neonatal rats, D 2  RSS was observed in adulthood  (187) . Despite the nom 
de plume, “supersensitivity,” it is quite possible that “D 2 RSS” refl ects D 2  autoreceptor sub-
sensitivity (8,184,188–190), which conceivably would result in enhancement of D 2  agonist- 
induced behaviors. The description of behavioral alterations in quinpirole-primed rats is 
provided as an example of a neurotoxic effect produced by a substance (e.g., quinpirole) that 
seemingly does not produce overt destruction of a nerve but yet produces permanent  behavioral 
alterations that persist for the life of the species  (191) .   
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  Haloperidol, a DA D 2  Antagonist 
 Waddington and colleagues noted the appearance of spontaneous orofacial movements, 
resembling tardive dyskinesia in humans, in rats treated daily, for months, with the DA D 2  
receptor antagonist haloperidol. The orofacial dyskinesia persisted for as long as haloperidol 
continued to be administered, but when haloperidol was discontinued as a treatment the oro-
facial dyskinesia disappeared within a month ( 192  ,  193 ). When haloperidol was administered to 
6-OHDA-lesioned rats, daily for one year, there was an approximate two-fold increase in the 
number of spontaneous orofacial dyskinesias (vs. non-lesioned rats receiving haloperidol), and 
the effect persisted for at least eight months after haloperidol had been withdrawn as a treat-
ment  (194) . These fi ndings represent other examples by which a neurotoxic  effect  is produced in 
the apparent absence of overt neuronal destruction  (193) ; and the production of a permanent 
abnormality by a non-toxic substance (i.e., haloperidol) when a prior neurotoxic effect (i.e., by 
6-OHDA) was produced. One might wonder if environmental exposure to substances, or phar-
maceutical treatments by humans, might produce undesired “neurotoxic” effects if there is 
even minute damage in brain.   

  ENDOGENOUS NEUROTOXINS AND NEUROPROTECTANTS 
FOR DOPAMINERGIC NERVES 
  Introduction 
 Many features of PD (tremor, muscle rigidity, akinesia) are associated with DA defi ciency in 
neostriatum, consequent to neurodegeneration and cell death of nigrostriatal dopaminergic 
neurons. Although the causes of idiopathic PD are still unknown, both environmental and 
endogenous toxins have been proposed as etiologic factors. The neurotoxin hypothesis of PD, 
originally proposed after discovery of 6-OHDA, gathered insurmountal momentum with the 
discovery of MPTP, the contaminant in “synthetic heroin” (i.e., China white) which produced 
irreversible Parkinson syndrome in substance abusers in California  (14) . On the assumption 
that MPTP-like neurotoxins may trigger PD, CSF as well as extracts of postmortem brains of PD 
patients have been taken and analyzed for putative endogenous MPTP-like compounds. Two 
groups of amine related compounds, which appeared chemically similar to MPTP, were 
detected in both human brain and CSF:  β -carbolines (BCs-synonym norharmanes) and 
1,2,3,4-tetrahydroisoquinolines (TIQs) ( 195–  197 ). These heterocyclic compounds are formed 
endogenously from phenylalanine/tyrosine (TIQs) and tryptophan or indoloamines (BCs), 
respectively, and exert a wide spectrum of psychopharmacological and behavioral 
effects ( 198–  200 ). The observation of various psychopharmacological effects of TIQs and BCs 
suggest an important role of the trace amines as neuromodulators. The TIQs and BCs may bind 
to their own high affi nity sites on neuronal membranes associated with or located close to 
the receptors of neurotransmitters, and some of them such as 1,2,3,4-TIQ or its derivatives 
(salsolinol, 1-methyl-1,2,3,4-TIQ) bind directly to catecholamine brain receptors: dopaminergic 
D 2/3  and noradrenergic  α  2  ( 201–  203 ). Research on TIQs and BCs has intensifi ed, because of 
their possible role(s) in pathological conditions, notably PD and alcoholism. Recently, from a 
clinical perspective, a promising role has been explored for 1-methyl-1,2,3,4-TIQ (1MeTIQ) as a 
neuroprotectant, anticonvulsant and anti-abuse substance ( 204–  209 ).  

   b -Carbolines 
 Due to its structural similarity to MPTP the BCs have also been suggested as possible endoge-
nous toxins leading to parkinsonism. BCs may be formed in vivo from condensation between 
tryptophan derivatives and aldehydes. Mass spectroscopy validated the presence of 
1,2,3,4-tetrahydro- β -carboline (THBC;  Fig. 1 ) in rat brain  (210) , and the aldehyde chloral as well 
as trichloroethylene (a solvent widely used in industry) may rapidly react with endogenous 
tryptamine to form the new 1-trichloromethyl-1,2,3,4-THBQ (TaClo)  (211) . BCs were detected 
in the human brain, CSF, and blood ( 195  ,  212 ). Interestingly,  N -methylated aromatic BC ions can 
be superimposed on MPP + , the neurotoxic metabolite of MPTP  (196) . The unsubstituted BC 
easily crosses the blood-brain barrier. In vivo microdialysis studies in mice revealed that 
2-me-BC +  but not 2,9-dimethyl- β -carbolinium ion (2,9-dime-BC + ) penetrates the blood-brain 
barrier, possibly owing to transformation of 2-me-BC +  to a neutral base (after a proton has been 
split off at position 9) under physiological conditions  (213) . The conversion of the unsubstituted 
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BC norharman (NH) to the BC cations occurs endogenously in particulate fractions of the 
mammalian brain via  S -adenosyl-methionine-dependent  N -methylations, sequentially form-
ing 2-mono- N- methylated (2-me-BC + ) and neurotoxic 2,9-di- N,N -methylated (2,9-dime-BC + ) 
 β -carbolinium cations ( 214  ,  215 ). 

    Neurotoxic Effects of BCs 
 Intracerebral injections of some analogs of BC such as  N- methylated  β -carboline 2-methyl-
norharman (structural resemblance to MPP + ) into SN or MFB of rats results in a depletion 
of striatal DA and its metabolites. Indeed, three weeks after intranigral  β -carboline (2-methyl-
norharman) striatal DA and its metabolite DOPAC and HVA are reduced 40–60%  (216) . However, 
the lesion produced by 2-methyl-norharman appeared to be non-specifi c, affecting both 
dopaminergic and non-dopaminergic cells and fi bers. NH, the precursor of 2,9-dime-BC +  is 
present in human brain, and was measured in the parietal association cortex (0.58 pmol/g 
tissue) and even in higher concentration in SN (16 pmol/g tissue)  (217) . The endogenous 
neurotoxin found in human brain, 2,9-dime-BC + , when injected into rat SN, potently induces 
apoptosis, and a reduction in striatal DA at three weeks  (218) . These fi ndings strongly implicate 
BCs as endogenous neurotoxins. Clinical studies have shown elevated levels of BCs in the CSF 
and plasma of medication-free Parkinsonian patients  (212) . Also, subchronic TaClo had long-
term neurotoxic effects in rats, reducing spontaneous locomotor activity and reducing 
 apomorphine-induced activity at 12 weeks  (219) . Accordingly, it is hypothesized that TaClo 
may exert a progressive neurotoxic effect on the dopaminergic nigrostriatal system. Other stud-
ies have shown that the  N- methylated TaClo is more toxic than TaClo  (220) , and Bonnet et al. 
 (221)  showed that dimethylation of the amino moiety at positions 2 and 9 leads to even greater 
neurotoxicity. Recently, the methylated  β -carbolinium ion (2,9-DIME-BC + ) was shown to pro-
duce a dose-dependent degeneration of nigrostriatal neurons, leading to defi cits in dopaminer-
gic neurotransmission and an increase of muscle resistance and electromyographic activity—a 
syndrome resembling muscle rigidity in PD  (222) . Although neurotoxic effects of BCs are well 
documented, the mechanisms by which the BCs induce their neurotoxic effects are still unclear.  

  Mechanisms of BC Neurotoxicity 
 Analogues of MPTP and MPP +  lacking an  N- methyl group are virtually devoid of toxicity  (223) . 
Therefore activation of neurotoxicity of BCs requires an  N- methylation. Numerous endogenous 
compounds undergo methylation by  N- methyltransferases (phenylethanolamine, histamine, 
indolethylamine), as well as selected BCs ( 224  ,  225 ). The resultant oxidation products, 
 β -carboliniums, inhibit NAD +  linked O 2  consumption in rat liver mitochondria. Janetzky and 
coworkers  (226)  have demonstrated that TaClo, and its  N- methylated derivative are strong 
inhibitors of complex I (total inhibition at 400  μ M and 250  μ M, respectively). These results thus 
indicate that respiratory inhibition may underlie the neurotoxicity of BCs, as observed in 
primary cell cultures of mouse mesencephalon containing dopaminergic neurons  (227)  and 
in vivo ( 216  ,  220 ). While  N- methylation of BCs has been explored, the possible oxidation (aro-
matization) of  N- methyl-THBQs to  N- methyl- β -carbolinium cations resembling MPP +  has not 
been investigated. As with MPTP oxidation, MAO and cytochrome P450 could be key enzymes 
involved in BC oxidation. As shown by Herraiz et al.  (228)  the  N- methyl-THBQ analogs 
2-methyl-THBQ (2-ME-BC) and 2,9-dimethyl-THBQ (2,9-DIME-BC) are oxidized to neurotoxic 
 β -carbolinium cations by heme peroxidases; but unlike MPTP, not by MAO or P450. This sug-
gests a novel bioactivation to derivative pyridinium-like cations resembling the aggressive 
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 Figure 1    Chemical structure of tetrahydro- β -carboline.    
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neurotoxin MPP + . Conceivably, production of THBQs, continuously and/or for prolonged 
period (perhaps years), could result in their accumulation, with  N- methylation and oxidation 
by heme peroxidases to  β -carbolinium toxins that progressively destroy SN neurons. 
 β -carbolinium toxins have been detected in normal and Parkinsonian human brains ( 195  ,  217 ), 
and if heme peroxidases are involved in toxicity of BCs, inhibitors of these enzymes could act 
as neuroprotectants.  

  Endogenous Ligands of Benzodiazephine Receptors (BDZ) 
 BCs have affi nity equal to that of the most potent BDZs at the GABA A  receptor, and thus BCs 
potently displace radiolabeled BDZs from this site. Some ligands exerted effects opposite to 
those of BDZ anxiolytics and came to be known as “inverse agonists” whose common feature 
was an antagonism to pharmacological BDZ effects. The fi rst inverse agonists to be discovered 
were methyl- β -carboline-3-carboxylate ( β -CCM) and methyl-6,7-dimethoxy-4-ethyl- β -
carboline-3-carboxylate (DMCM) which produced convulsant and anxiogenic effects when 
given alone ( 229  ,  230 ). The behavioral effects of  β -CCM and DMCM are blocked by Ro 15-1788, 
a specifi c antagonist of GABA A  receptor, indicating that these compounds indeed interact with 
BDZ receptors. Inverse agonists are thought to induce their effects by allosterically modulating 
the GABA A  receptor complex by reducing the frequency of channel opening. According to this 
scheme, normal agonists positively modulate the GABA A  receptor complex and thus potentiate 
GABA action, whereas inverse agonists negatively modulate the receptor and therefore lead to 
heightened anxiety and brain excitability.  

  1,2,3,4-Tetrahydroisoquinolines 
 The presence of TIQs in mammals including humans is well established. The fi rst publications 
started in the early 1970s and were associated with alcohol intake. Biotransformation of ethanol 
by alcohol dehydrogenase to acetaldehyde may induce alterations in the metabolism of cat-
echolamines (DA and noradrenaline), and produce aberrant aldehyde metabolites such as TIQ 
alkaloids  (231) . The endogenous catecholamines and their aldehyde oxidative metabolites may 
undergo a Pictet-Spengler type of condensation to yield TIQ alkaloids. TIQs are present in 
human brain at low levels (1–10 ng/g brain tissue), thus a highly sensitive and specifi c method 
is required to analyze TIQs in the brain ( 232  ,  233 ). Interest in TIQs in PD was again aroused in 
the early 1980s owing to the discovery of MPTP as a parkinsonism-producing neurotoxin, espe-
cially in humans and monkeys ( 14  ,  234 ) ( Fig. 2 ). MPTP similarly to neurodegeneration observed 
in PD produced a severe loss of the pigmented DA neurons in the SN pars compacta (SNc), a 
marked reduction in the concentration of DA and its major metabolite HVA, and a signifi cant 
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 Figure 2    MPTP-like TIQs.  Abbreviations : TIQ, 1,2,3,4-tetrahydroisoquinoline; 1MeTIQ, 1-methyl-1,2,3,4-
tetrahydroisoquinoline, a neuroprotective compound; 1BzTIQ, 1-benzyl-1,2,3,4-tetrahydroisoquinoline, a neurotoxic 
compound; Salsolinol, 1-methyl-6,7-dihydroxy-1,2,3,4-tetrahydroisoquinoline.    
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decrease in DAT binding sites in the nucleus caudatus and putamen ( 235  ,  236 ). Efforts have 
been made to fi nd MPTP-like neurotoxins in the brain of parkinsonism patients. In this regard, 
it should be noted that MPTP per se is a pro-toxin oxidized by MAO-B to the overtly neurotoxic 
MPP +  ( 237–  239 ) ( Fig. 3 ). 

    Neurotoxic Effects of TIQs and Their Mechanism of Action 
 It was assumed, that if any MPTP-like neurotoxins exist in the brain, they might be  N- methylated 
and later oxidized by MAO to produce active MPP + -like neurotoxins. TIQs are both endoge-
nous and exogenous (i.e., in various foods such as banana, cheese, fl our, egg, wine, beer, milk) 
 (240) . Substances related to the selective dopaminergic neurotoxin MPTP, have been suggested 
as potential etiologic factors that may contribute to the development of PD  (241) . The exoge-
nously administered TIQs readily cross the blood-brain barrier. These alkaloids are presumably 
activated via  N- methylation and are oxidized by MAO to form a neurotoxic  N- methylisoquin-
olinium ion, the same as MPP +   (242) . Notably, however, while MPTP acts rapidly to produce 
irreversible neurotoxic changes mainly restricted to the nigrostriatal dopaminergic system after a 
single dose ( 243 , 245) , TIQs do not produce immediate neurotoxicity ( 204  ,  244 ). 

 Long-term exposure to a low concentration of neurotoxin is now regarded as a preferable 
means to model chronic neurological disorders such as PD. Initially it was found that only 
prolonged administration of TIQ and analogs (TIQ, salsolinol) at high dose (50–100 mg/kg) 
evoke behavioral and biochemical symptoms in monkeys and rodents, analogous to those in 
PD (201,204,244–246). Later, however, various members of this group were found to produce a 
range of effects—from potent neurotoxicity to neuroprotection, as exemplifi ed by the highly 
neurotoxic 1BzTIQ and salsolinol (201,247–251), mildly neurotoxic TIQ ( 201  ,  244  ,  246 ), and the 
neuroprotective 1MeTIQ (202,204–206,252,253). Salsolinol and 1BzTIQ are two endogenous 
neurotoxins in which concentrations increase about three times in the CSF of patients with PD, 
and these TIQs have been proposed as etiological factors for PD ( 247  ,  254 ). Recently it was 
shown by Shavali and coworkers ( 251  ,  255 ) that 1BzTIQ activates apoptotic-signaling pathways, 
increases  α -synuclein expression, signifi cantly depletes glutathione levels, and induces cell 
death in human dopaminergic cells in culture. Interestingly, the proparkinsonian properties of 
1BzTIQ were prevented by 1MeTIQ  (256) . 

 Apart from the propensity to form quaternary ions, the neurodegenerative effects of some 
TIQs may be caused by the facilitation of DA catabolism by  N- oxidation. The oxidative MAO-
dependent pathway of DA catabolism, leading to DOPAC, is known to produce potentially 
cytotoxic ROS (for instance, hydrogen peroxide, superoxide, and hydroxyl radicals), which 
may play an important role in the progressive and selective loss of the nigrostriatal dop-
aminergic neurons that occurs in aging and in PD ( 257  –  259 ). Conversely, the enhanced catabo-
lism of DA through catechol- O -methyltransferase (COMT)-dependent  O -methylation, leading 
to 3-methoxytyramine (3-MT), may be an important antioxidant defense mechanism  (259) . 
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 Figure 3    Bioactivation of MPTP to a neurotoxin ion MPP +  by MAO-B.    
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In fact, recently it was shown that various TIQs differ in their effects on MAO-dependent and 
COMT-dependent DA catabolism. Neurotoxic 1BzTIQ shifts DA catabolism towards MAO-
dependent  N- oxidation, whereas neuroprotective 1MeTIQ strongly inhibits the MAO-dependent 
pathway and shifts DA catabolism towards COMT-dependent  O -methylation  (204) . As MAO-
dependent  N -oxidation of DA generates free hydroxyl radicals, such differences in the bio-
chemical effects of TIQs could explain the differences in their neurotoxic/neuroprotective 
profi le  (260) . In this report in rats, simple noncatecholic TIQs (e.g., TIQ, 1MeTIQ,  N- MeTIQ) 
acted as moderate or weak (1BzTIQ) MAO B  and MAO A -inhibitors. 1MeTIQ inhibited more 
potently MAO A  than MAO B , whereas catecholic TIQ, salsolinol, exerted a rather weak effect on 
MAO activity but markedly inhibited striatal tyrosine hydroxylase activity  (260) . MAO, pres-
ent in the mitochondrial outer membrane, produces hydrogen peroxide by oxidation of mono-
amines, thereby inducing oxidative stress which is thought to predispose towards neuronal 
degeneration. MAO inhibition by some of the TIQs may protect neurons from cell death.  

  Neuroprotective Effect of TIQ and 1MeTIQ and Their Mechanism of Action 
 The pharmacological properties of TIQs suggest that these compounds may have much greater 
potential than being merely substances for studying PD. Particularly interesting are their prop-
erties as antidopaminergic agents with an atypical mechanism of action that suggests that they 
may specifi cally antagonize the active conformation of the DA receptor ( 201  ,  203 ). This suggests 
that TIQs may possess a potential as either atypical antipsychotics or agents useful in prevent-
ing substance abuse disorders. Among them the most interesting and promising substance 
from a clinical vantage is 1MeTIQ. 1MeTIQ is a mixture of ( R )- and ( S )-enantiomers enzymati-
cally synthesized from 2-phenylethylamine (PEA) and pyruvate by 1MeTIQ-synthesizing 
enzyme (a membrane-bound protein localized in the mitochondrial-synaptosomal frac-
tion) ( 256  ,  261 ). In a stereoselective study, it has been documented that the neuroprotective 
action of 1MeTIQ is closely correlated with the presence of ( R )-1MeTIQ enantiomer as well as 
mixture of ( R )- and ( S )-enantiomers  (262) . In biochemical studies assessing activity of 1MeTIQ 
synthesizing enzyme (1MeTIQ-ase), it has been reported that parkinsonism-inducing sub-
stances (e.g., MPTP and BCs) considerably inhibited the activity of 1MeTIQ-ase ( 213  ,  261 ). It is 
also well established by behavioral and biochemical study, that ( R,S )-1MeTIQ demonstrates 
neuroprotective activity by antagonizing the behavioral and biochemical effects of dopaminer-
gic neurodegeneration induced by numerous experimental neurotoxins such as MPTP, 1BzTIQ, 
and rotenone (205,206,247,252,263). Pharmacologically, 1MeTIQ and its analog lacking a methyl 
group, namely TIQ, inhibited MAO-dependent  N -oxidation and the formation of DOPAC 
during DA degradation, and shifted catabolism of this neurotransmitter toward the COMT-
dependent  O -methylation—this resulted in the reduction of free radical production and 
production of neuroprotective activity ( 204  ,  264 ). Recently, it was demonstrated that 1MeTIQ 
shares many activities with TIQ, including inhibition of glutamate-induced free-radical genera-
tion in an abiotic system, and reduction of indices of neurotoxicity (e.g., caspase-3 activity and 
lactate dehydrogenase release) in a mouse embryonic primary cell culture  (202) . However, in 
granular cell cultures obtained from seven-day-old rats, 1MeTIQ prevented glutamate-induced 
cell death and  45 Ca 2+  infl ux, whereas TIQ did not. Such a profi le of action for 1MeTIQ suggests 
a specifi c effect of this compound on excitatory amino acid (EAA) receptors. Additionally, it was 
shown in an in vivo microdialysis experiment that 1MeTIQ prevented kainate-induced release 
of EAAs from rat frontal cortex  (202) . 

 In comparing the chemical structure of 1MeTIQ with other compounds containing the 
TIQ skeleton and attendant molecular mechanisms of action, one can fi nd similarities between 
1MeTIQ and  N- cetyl-1-(4-chlorophenyl)-6,7-dimethoxy-TIQ; and 1,1-pentamethylene-TIQ, 
derivatives which are non-competitive AMPA/kainate receptor antagonists and endowed with 
the ability to protect animals in maximal electroshock seizure, pentylenetetrazole seizure, and 
audiogenic DBA/2 mouse seizure models ( 265  ,  266 ). In fact, 1MeTIQ exerts anticonvulsant 
effects by increasing the threshold for electroconvulsions and enhancing potentiation of the 
antiseizure action of carbamazepine and valproate against maximal electroshock  (208) . 

 In light of this series of experiments 1MeTIQ offers a unique and complex mechanism of 
neuroprotection in which inhibitory effects on MAO, resulting in free radical scavenging 
properties, and antagonism of the glutamatergic system may play important mechanistic 
roles. Other TIQ family members awaiting discovery may provide greater insight into their 
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neurotoxic/neuroprotective properties, and provide additional opportunity towards utilizing 
TIQ analogs in pharmaceutical development.    

  SUMMARY 
 Dopaminergic nerves represent a system at risk for injury. The neurotransmitter DA per se is 
a putative neurotoxin in that its metabolism by MAO generates the ROS H 2 O 2 , which in the 
presence of iron (Fe 2+ ), generates the highly reactive hydroxyl radical, which is capable of 
rapid inactivation of enzymes, proteins, DNA, RNA, unsaturated lipids, and any—SH moiety 
with which it comes into contact. Conditions for this scenario are ripe in the substantia nigra, 
in which neuromelanin in DA nerves serves as a sink for Fe 2+ . In addition, there are endoge-
nously produced neurotoxic species for DA nerves, such as the DA metabolite aminochrome; 
or BCs, etc. Selective (exogenous) neurotoxins, of which there are many, replicate PD, the neu-
rodegenerative disorder in which pars compacta substantia nigra DA neurons spontaneously 
degenerate with aging. MPTP has been used to model this disorder for more than two decades, 
6-OHDA has been used even longer; and most recently, rotenone has been invoked to produce 
DA destruction to model PD. The life of a DA nerve is a precarious one, beset with internal 
challenges from cytoplasmic DA metabolism, as well as the attack by extraneuronal in situ 
DA-neurotoxins, and potential ultimate exposure to environmental (e.g., rotenone and such) 
or inadvertent intake of overt neurotoxins (e.g., MPTP). 
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  INTRODUCTION 
 The array of chemicals in the environment has increased exponentially in the last century with 
the widespread use of a range of chemicals for agriculture, industry, medicine, and residential 
use. Many of these chemicals, especially pesticides, herbicides, or phytochemicals have struc-
tural attributes which enable the compounds to interact with physiological systems. These 
endocrine disrupting chemicals (EDCs) often interact with endocrine and neuroendocrine sys-
tems by mimicking hormones. As such, EDCs can affect hormone sensitive neural systems, 
organs, and tissues including those from the immune and stress axes as recent evidence 
suggests. Many of these compounds are also toxicologically active and as such have additional 
deleterious actions on physiological systems. Investigations of EDCs have been conducted in a 
variety of animal models, including invertebrates, amphibians, reptiles, fi sh, birds, and rodents. 
In addition, there has been increased attention on short- and long-term effects of early exposure 
to EDCs, especially in terms of lifetime impacts. Specifi cally, if early EDC exposure affects 
developmental processes, alterations are likely to subsequently infl uence physiological func-
tion in adults and aging individuals. These long-term effects during aging may be expressed as 
early onset neural disease, premature reproductive senescence, impaired immunocompetence, 
and possibly reduced lifespan. Unfortunately, few data address potential EDC effects on the 
process of aging. This chapter will consider the effects of embryonic EDC exposure to select 
estrogenic or androgen active compounds on neuroendocrine systems, behavioral responses, 
and immune function, with focus on data collected in avian species. Additionally, aging pro-
cesses in birds, rodent models of neural disease, and non-human primates will be discussed in 
the context of potential effects of EDCs on age-related declines in reproductive, metabolic, or 
immune axes and on cognitive senescence. 

 Aging is revealed via a complex choreography of changing functional responses that 
emerge over a wide range of physiological system. Understanding age-related changes in these 
interacting systems is further complicated by individual differences in rates of aging, which 
may be due to genetic as well as to environmental factors. The potential impact of environmen-
tal chemicals and aging has been broached in a variety of ways, including investigations of 
healthy aging, interventions to age-related changes in physiological systems, and in the study 
of disease states that may be triggered by early or lifetime exposure. 

 This chapter considers both documented and potential impacts of EDCs in a compara-
tive framework with focus on the consequences of both early and/or lifetime exposure on 
characteristics of senescence, particularly reproductive and neural impacts. EDCs are biologi-
cally active compounds that often mimic endogenous hormones, thereby altering hormonally 
modulated responses. In the overview of EDC effects, most of the examples will be taken from 
avian species. Birds provide an excellent model for establishing the effects of EDCs because 
like the old “canary in the coal mine” adage, they are sensitive indicators of chemicals of con-
cern in the environment, and like humans, they can be exposed to a wide array of contami-
nants in the environment. Migratory birds have the potential to be exposed to different types 
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of environmental contamination across their lifetimes as they travel and forage across conti-
nents. The use of avian models in the laboratory allows for controlled injection studies to be 
conducted using eggs, which are independent of continued maternal infl uence. Further, the 
ability to visually monitor embryonic development as well as compare precocial and altricial 
species provides the opportunity of comparing species with varied developmental patterns. 
Finally, a great deal of data has been collected in avian species, both in laboratory and fi eld 
studies, for a number of EDCs. 

 The comparative biology of aging will be considered relative to the cascade of events that 
are conserved across taxa followed by discussion of potential linkage of early EDC exposure 
and later effects. It must be pointed out that given the complexities of the EDCs, which span a 
vast array of chemical structures, modes of action, and toxicological effects as well as the often 
ill-defi ned mechanisms of action of suspected EDCs, it impossible to completely capture all the 
nuances of this issue. It is critical for scientifi cally sound research to provide the basis for under-
standing their potential impacts and for responsible regulation of the use of these compounds 
to maximize the positive applications and to minimize deleterious consequences to future 
generations of humans, domestic species, and wildlife.  

  A BRIEF OVERVIEW OF EDCS AND EFFECTS OF EXPOSURE 
 EDCs have been shown to disrupt aspects of embryonic development including organ devel-
opment, sexual differentiation, reproduction and immune function, reproductive behavior, and 
metabolic processes. Biomedical and epidemiological data reveal clear linkages between EDC 
exposure, particularly early events and later disease or even epigenetic effects ( 1–  5 ). In addition 
to biomedical data, fi eld studies have correlated EDC exposure to immunosuppression in a 
number of taxa demonstrating that the effects of these compounds have conserved mecha-
nisms and impact across a range of species, including invertebrates  (6) . Laboratory studies 
have been successful in establishing clear effects of various classes of EDCs on a number of 
physiological systems. Because many early EDCs of concern such as methoxychlor, dioxin, and 
some polychlorinated biphenyls (PCBs) have estrogenic activity, attention has focused on 
reproductive impact of these compounds in comparison to estradiol. However, wildlife species 
are actually exposed to many different types of EDCs at any one time with potentially different 
mechanisms of action (e.g., androgenic, thyroid active); it has been diffi cult to develop compre-
hensive risk assessment models. Furthermore, some EDCs, most notably DDE (dichlorophe-
nyldichloroethylene) and vinclozolin, are biologically active in androgenic circuits by acting as 
androgen receptor (AR) blockers while other compounds such as trenbolone have frank andro-
genic activity. A brief overview will be provided below as a background for the later discussion 
of short- and long-terms consequences of exposure to EDCs at various stages of the life cycle. 

 A dizzying array of literature has amassed over the last two decades in the wake of public 
concern over the effects of DDT (1,1,1-trichloro-2,2-bis( p -chlorophenyl)ethane) on wildlife. The 
potential for deleterious results were reinforced with observations of effects on organisms in 
areas in which dioxin, PCB, or other chemical spills occurred. Consequently, EDCs have been 
defi ned functionally due to their infl uence on endocrine systems. Furthermore, the exposure of 
wildlife to environmentally relevant levels is often at sublethal concentrations, making the 
determination of effects of EDCs a challenging, especially when attempting to separate other 
interacting factors in the animal’s environment  (7) . Additional variables may include environ-
mental conditions, food availability, disease, or confounds such as simultaneous exposure to 
several chemicals. It is therefore important to develop reliable and sensitive measures that are 
appropriate for the endocrine or organ system that are the targets of the EDCs. A number of 
workshops and symposia have addressed these issues, generating publications and reports 
that raised awareness to the potential effects of EDCs on wildlife and humans ( 8–  10 ). Other 
publications have documented impacts of EDCs and toxicants in laboratory studies and in wild 
populations in avian species (8,11–15). In 1998, the Endocrine Disruptor Screening and Testing 
Advisory Committee (EDSTAC) submitted a report that recommended a tiered approach to 
testing suspected EDCs (http://www.epa.gov/endo/pubs/edspoverview/fi nalrpt.htm) for 
the detection and evaluation of suspected EDCs. These recommendations and subsequent val-
idation of potential testing protocols have provided a great deal of additional insight into the 
actions of EDCs. A basic issue is the development of the appropriate testing paradigm, includ-
ing reliable end points. One source of confusion has been that avian toxicology tests currently 
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in use basically include only reproductive end points as a measure of the fi tness of the adults. 
Because these reproductive end points, such as fertility and hatching success are included in 
the testing paradigm, it has been assumed that these measures are suffi cient. However, these 
reproductive end points may not necessarily be appropriate, reliable, or sensitive for detecting 
EDC effects. Therefore, it is important to distinguish the toxicology test from a test designed to 
detect endocrine disruption. In order to provide an understanding of the actions as well as 
issues of characterizing EDC effects, a few selected EDCs will be discussed including some 
pertinent literature collected in laboratory and fi eld studies. 

  Examples of EDCs and Consequences of Exposure 
 A number of compounds and mixtures make up a lengthy list of likely suspects as candidate 
EDCs. A few selected compounds, including methoxychlor, PCB-126 (polychlorinated biphenyl 
126), soy phytoestrogens, DDE [ethylene, 1,1-dichloro-2,2-bis( p -chlorophenyl)], and trenbolone 
represent only a few compounds specifi cally developed for a given purpose that have entered the 
environment in high enough concentrations to result in unexpected consequences. For example, 
when the insecticide DDT was found to be highly toxic to wild populations, a new pest control 
compound was required for protecting crops, so DDT was replaced with a compound believed to 
be less toxic. However, the problem only became exacerbated because of the toxicity of DDT’s 
metabolites and methoxychlor as well as the original problem of DDT. Additionally, PCBs were 
never meant to be released directly into the environment and trenbolone’s active metabolites 
were not expected to come into contact with non-domestic species for any appreciable time. 

 Each of these compounds will be discussed in more detail as there is information from 
laboratory and fi eld studies relative to their physiological actions and potential long-term 
 consequences from exposure. The reader will note that there is a rich literature for mammals 
and often for avian and aquatic species. However, little is known about effects of these com-
pounds on non-human primates; biomedical information is just beginning to emerge via the 
 epidemiological literature. 

 Most the literature that we will discuss pertains to effects on reproductive function, with 
ultimate implications for the fi tness of the individual. Because many of the effects of EDCs target 
components of the reproductive axis due to the steroid-like action of these compounds, it is 
important to consider effects on the developing reproductive system. Therefore, to complement 
the emphasis of this review on EDC effects in birds, we provide below a brief overview of their 
reproductive axis development along with consideration of aging processes. This is intended to 
place into context life-long EDC effects, beginning with exposure during development and con-
tinuing throughout the lifespan. In addition, there is a heavy emphasis on the linkage between 
impacts on the reproductive axis and other deleterious effects of EDCs including immune system 
development and function. Again, there are implications for the organisms throughout the life 
cycle, with long term consequences of early exposure. Moreover, because most of the functional 
components of both systems are analogous to those of mammals, there are parallel implications 
for short and long-term consequences of EDC exposure for mammals, including primates. 

  Methoxychlor 
 Methoxychlor (MXC) is an organochlorine pesticide developed as a DDT substitute for use as 
a pesticide on fruit, vegetables, trees, home gardens, forage crops, and livestock. The highest 
intensity of use is in the northwest and eastern seaboard states ( 11  ,  16 ). Endocrine disruption 
has been well documented for MXC in mammals including reproductive dysfunction ( 17  ,  18 ). 
Studies in Japanese quail have demonstrated that females deposit MXC into eggs, almost exclu-
sively into the yolk. This pattern of maternal deposition of MXC was similar to the increased 
estradiol deposition observed following either injected or implanted estradiol ( 19  ,  20 ). Expo-
sure of Japanese quail embryos to 1.5 or 3.0 mg/egg MXC resulted in a signifi cant increase in 
gonadotropin releasing hormone-I (GnRH-I; 19) in female hatchlings and a signifi cant decrease 
of GnRH-I in female adults  (20) . Although the impact of the altered GnRH-I content did not 
appear to ultimately affect total number of eggs produced by a hen over many weeks, there was 
a delay in the onset egg production in many of the females. Additionally, there were individual 
differences in the response to MXC, suggesting that individual sensitivity to EDCs is an 
 important factor to consider in fi eld populations. Adult males exposed to 1.5 or 3.0 mg/egg 
MXC had reduced sexual behavior; and exposure to 5 mg/egg MXC completely inhibited adult 
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male sexual behavior ( 21  ,  22 ). These data provide evidence that even at low dietary levels, EDCs 
that are considered relatively innocuous have the capacity to have long-term consequences for 
reproductive function and ultimately fi tness.  

  p,p ′ -DDE 
 DDT and its metabolites are lipid soluble compounds, stored in organ lipids  (23) . In mammals, 
DDT is broken down into two main metabolites, DDD (1,1-( p -chlorophenyl)-2,2-di-chloro-
ethane) and DDE, before being further broken down to the excretory metabolite, DDA (bis 
( p -chlorophenyl) acetic acid). The ranking of biological half-lives and affi nity for storage in 
lipid tissue is: DDE > DDT > DDD and high in vivo persistence of DDE may result in a substan-
tial body burden in adipose tissue until death  (23) .  o,p ′  -DDT has estrogenic effects; however, 
 p,p ′  -DDE acts as a potent AR antagonist as well as stimulates testosterone hydroxylase, resulting 
in increased production of androstenedione ( 24  ,  25 ). 

 In Japanese quail, the two main metabolites are DDE (31%) and DDA (35%), with DDE 
more chemically stable and biologically persistent ( 26  ,  27 ). Japanese quail embryos exposed to 
DDE (20 and 40  μ g/egg) had signifi cantly increased bursal weight consistent with the anti- 
androgenic effects of this compound ( Fig. 1 ). However, sections of bursal tissue from DDE 
treated birds had lesions and abnormalities not observed in control birds. Moreover, females 
showed delayed sexual maturation, and the higher dose treated males showed impaired mating 
behavior  (28)  ( Fig. 1 ). Other measures of reproductive and immune function also were altered in 
the DDE treated quail, supporting the deleterious effects of relatively low doses of DDE on both 
reproductive and immune function. These effects in fi eld birds would impact individual fi tness 
and potentially affect avian populations if exposure occurs in a number of individuals. 

   PCB-126 
 PCBs are industrial products, initially designed to provide a heat and degradation resistant 
lubricant. However, these characteristics have made these compounds extraordinarily  persistent 
in the environment following spills and intentional dumping. PCBs have been the subject of 
intense investigation for many years as they have been identifi ed as contaminants of 
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 concern, especially in fi sh-eating birds ( 29  ,  30 ). Characterizing PCBs is especially complex due 
to the number of possible congeners (209), the number in the environment and their persis-
tence. The endocrine active effects of the PCB congener or mixture depend on the structure of 
the compound, resulting in effects on either ether reproductive or thyroid systems or both 
simultaneously  (31) . The way in which PCBs were manufactured has meant there is the poten-
tial for every batch to contain different ratios of congeners and thus change the impact on the 
ecosystem. Additionally, these impacts may change as these molecules degrade; incomplete 
dechlorination may result in the production of new congeners with different mechanisms or 
modes of action. PCBs have great potential for bioaccumulation and biomagnifi cation, resulting 
in higher exposure in birds of prey. 

 Individual and mixtures of PCBs, well known for their estrogen and thyroid disrupting 
properties, also suppress androgens in both mammals and birds. Serum testosterone levels 
decreased signifi cantly in adult chickens that received Aroclor 1254  (32) , and signifi cant 
decreases in testosterone concentrations were observed in vitro in porcine theca cells exposed 
to PCB 126. Aroclor 1248 suppressed testicular androgenesis in rats by an acute inhibition of 
3 β -hydroxysteroid dehydrogenase, 17 α -hydroxylase/lyase, and 17 β -hydroxysteroid dehy-
drogenase. This disruption of enzyme activities inhibited conversion of pregnenolone to pro-
gesterone, progesterone to testosterone, and  δ  (4) -androstenedione to testosterone  (33) . It 
appears that some immunotoxic effects associated with “multiple mechanisms of action” 
EDCs may be mediated by androgen disruption. PCBs are also biomagnifi ed, resulting in 
higher exposure to birds of prey. For example, endogenous thyroxine and estradiol levels 
were reduced in kestrels associated with exposure to PCBs at relatively higher concentrations 
in the fatty tissue of their prey  (34) . 

 Some laboratory studies have shown specifi c immunotoxic effects of individual EDCs. 
Planar halogenated aromatic hydrocarbons, such as PCBs and 2,3,7,8-tetrachlorodibenzo- p -dioxin 
have been shown to have immunotoxic effects  (35) , including developmental effects on the 
bursa. PCB 126 caused decreases in bursa weight and numbers of developing B lymphocytes in 
the bursas of chicken embryos  (13) . PCBs and dioxins have also been linked to thymic atrophy 
and suppression of mitogen-induced proliferation, mixed lymphocyte responses, cell-mediated 
cytotoxicity, and humoral responses (reviewed in Ref. 35).  

  Trenbolone Acetate 
 Trenbolone acetate (TbA; 17 β -acetoxyestra-4,9,11-triene-3-one) is a synthetic androgen used as 
a growth promoter for cattle. The bioactive metabolite of TbA is trenbolone-17 β  (trenbolone; 
36). The affi nity of trenbolone to recombinant human AR is similar to dihydrotestosterone  (37) . 
TbA as well as other synthetic and natural steroid hormones released from human and animal 
wastes have been measured in rivers and streams, sometimes at levels that exert endocrine 
disrupting effects on aquatic species ( 36  ,  38 ). 

 In quail, embryonic exposure to trenbolone acetate had deleterious effects for hatchlings 
that persisted as birds matured. Effects occurred in both reproductive and immune measures, 
with delayed sexual maturation and impaired male mating behavior; hatchling bursa index 
was signifi cantly reduced  (39) . One of the most interesting effects noted was observed in young 
chicks subjected to a “runway test” in which the chick would rejoin other chicks. In this test, the 
chick typically uses an alarm/separation call to locate other chicks, orients on the other chicks, 
and then runs to rejoin them. Trenbolone treated chicks exhibited a dose-related impairment in 
their calling behavior which was completely absent in birds exposed to 50 μg in ovo. Loss of 
calling behaviors could have serious consequences for birds in the fi eld (Quinn and Ottinger, 
unpublished data).  

  Soy Phytoestrogens 
 Unlike the compounds mentioned above, soy phytoestrogens represent a different kind of 
EDC. They are naturally occurring and usually ingested by choice. Unsurprisingly plants pro-
duce chemicals that are recognized by steroid hormone receptors in vertebrates. In many 
instances these compounds are used as defense mechanisms to prevent ingestion, such as ste-
roidal alkaloids found in plants such as potatoes, tomatoes, and deadly nighshade. In the 
 short-term these types of compounds cause gastric upset and even some neurological effects; 
however, we know little about their long-term effects. 
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 A case in point is the rich phytoestrogen source produced by the soybean plant. A plethora 
of dietary supplements are aimed at aging baby boomers that seek to avoid age-related symp-
toms, especially those associated with perimenopause. Many supplements for women are pri-
marily soy phytoestrogen. Soy is already viewed as a non-harmful dietary component that 
provides a low fat, high protein source with desirable anti-aging effects assertions for which 
little scientifi c information is available ( Consumer Reports on Health , May 2000). The prevalence 
of soy as a major dietary component reinforces the view of soy as healthy ( 40  ,  41 ). There are 
contradictory data regarding potential benefi ts of exogenous sources of estrogen on both cogni-
tion and potential amelioration of stroke-induced neural damage ( 42–  45 ). Further, as the public 
responds to the concerns about hormone replacement therapy (HRT), more women turn to 
soy-based supplements to obtain the promised benefi ts of HRT  (46) . 

 For women, dietary soy has been widely acclaimed as having sparing effects on the 
symptoms of menopause and aging due to estrogenic effects from the phytoestrogens. Two of 
the primary phytoestrogens, genistein and genistin, are contained in supplements currently on 
the market ( Fig. 2 ) and can achieve relatively high levels of active phytoestrogens in the body. 
Based on the data, there are benefi ts from soy rich diets, which include potential benefi ts for 
circulatory system function and mild relief of perimenopausal symptoms ( 47–  49 ). The primary 
biologically active isofl avone in soybeans is genistein, which is approximately 1000 ×  less active 
than estradiol in vitro  (50) . Further, many of these supplements have relatively high levels of 
genistein or other phytoestrogens in their aglycone, glycosylated, and acylated forms (50,51–53). 
Therefore, supplements containing soy phytoestrogens provide these isofl avones in a highly 
absorbable form that establish signifi cant levels. 

 Previous data collected in human and rodent studies on soy treatments have provided 
mixed and somewhat confusing results. More recently, Krikorian  (54)  reported improved 
response accuracy on a working memory task in postmenopausal women given 16 weeks of 
isofl avone supplementation, suggesting that isofl avones can improve cognitive function and 
memory. Experimental evidence in rodents showed that genistein, a potent soy isofl avone pro-
tected hippocampal neurons from damage ( 55  ,  56 ). In addition to estrogenic actions of soy phy-
toestrogens, these isofl avones have antioxidant activities, potentially enabling them to 
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  Figure 2    Profi le of soy phytoestrogens in a commercially available isofl avone supplement ( top ). Structure of 
genistin and genistein, two soy phytoestrogens ( bottom ).  Source : From Ref. 53.     
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counteract some of the age-related deleterious effects of oxidative damage  (57) . Isofl avones 
have been implicated in the prevention of colon and prostate cancers; whereas, effects on breast 
cancer are mixed ( 58–  60 ). There are indications of additional health benefi ts of soy isofl avones 
in lowering the risk of cardiovascular disease and improving bone health  (61) . However the 
data are confl icting regarding benefi ts of isofl avones on insulin-like growth factor-I and its 
binding factors, and bone metabolism ( 61–  63 ). The intriguing aspect of soy phytoestrogen 
action is that the primary target is the estradiol receptors beta (ER β ) and evidence points to ER β  
as an important component in anxiety and aggressive behavior ( 64  ,  65 ) 

 In birds, the primary route of exposure is via maternal deposition into the egg. Female 
quail given estradiol (E 2 ) implants deposited estradiol to offspring via the yolk  (19) . Once in the 
yolk, the EDCs constantly expose the developing embryo. Treated males also had impaired 
sexual behavior, similar to the effects of embryonic estradiol  (21) . Dietary sources of soy phytoe-
strogens are readily metabolized and genistein transfers into the yolk when ingested by the hen. 
The level of genistein in the egg yolk displays an exposure related response with an increase in 
levels at higher doses and with continued supplementation. With the removal of the dietary 
supplementation, the levels of genistein in the egg yolk show a rapid decline over a four- to 
 fi ve-day period ( 52  ,  53 ). Genistein injected in the yolk at day 3 signifi cantly affected some aspects 
of male copulatory behavior (neck grab, mount attempts, mount) and reduced arginine vasoto-
cin expression  (66) . These data point to specifi c effects of genistein on sexual differentiation. 
Because genistein acts primarily via ER β   (67) , this receptor becomes a primary focus for the 
mechanism of action. The distribution of the estradiol receptor (ER) subtypes in the adult quail 
brain showed that both receptor mRNAs were present in the medial preoptic region (POM), 
known to play a major role in activation of male sexual behavior, mRNA of both receptor types 
was expressed. The high density of ER β  transcripts in areas important for sexual behavior sug-
gests a role of ER β  in male sexual behavior in quail. Some differences were observed in the 
localization of estradiol receptor alpha (ER α ) and ER β  with only ER α  mRNA transcripts in the 
latero-ventral POM. There was low expression of ER α  in the nucleus of the stria terminalis 
(BSTm) and lateral septal region (SL) as compared to ER β , which was markedly expressed in 
these areas. The BSTm and SL are sexually dimorphic in terms of vasotocin- immunoreactive 
(VT-ir) cells and steroid action within the BST, via afferents, could modulate the activity of neu-
rons within the POM  (68) . Testosterone, following aromatization to estradiol, stimulates the 
expression of VT-ir material in neurons and fi bers within the BSTm  (69) . High expression in the 
BSTm of ER β  mRNA compared with ER α  mRNA suggests that this stimulation might be medi-
ated via ER β . Other studies in embryonic quail brain showed ER β  is expressed developmentally 
earlier than ER α   (70) . Further, ER β  mRNA was detected on embryonic day 9 (E9) and E17, 
whereas expression of ER α  mRNA was only detected on E17. An intriguing possibility is that 
ER β  is the receptor responsible for mediating the effects of estrogen on sexual differentiation of 
the avian brain. The expression of ER β  in the preoptic area at E9, a time point where we found 
no expression of ER α , suggests that this receptor could play a key role in sexual differentiation of 
the brain.    

  INTERACTIONS OF THE REPRODUCTIVE AND IMMUNE SYSTEMS IN BIRDS: IS THERE 
AN EDC IMPACT? 
 It is clear that the role of steroid hormones in differentiation of sexually dimorphic endocrine, 
neuroendocrine, and behavioral responses differ in precocial and altricial birds. However, in 
both precocial and altricial birds, the pre- and peri-hatch steroid hormones impact the develop-
ment of key components of the immune system. One of the primary components of the immune 
system is the bursa of Fabricius, a primary lymphoid organ unique to birds and for which B 
cells, which undergo maturation in the bursa, were originally named. The bursa of Fabricius is 
extremely sensitive to androgen exposure. Our studies and that of many other investigators 
have focused on development and function of the reproductive system in precocial birds. As 
discussed earlier, estrogen is critical for sexual differentiation of female behavior and both 
estradiol and androgens are involved in sexual differentiation of the hypothalamus-pituitary-
gonadal axis (HPG axis). It is not surprising that androgens and other hormones such as gluco-
corticoids exert strong effects on development and function of the bursa. The neuroendocrine 
and immune systems interact possibly via gonadal steroid receptors on bursal epithelial cells 
and glucocorticoid receptors on bursal B cells ( 71  ,  72 ). The bursa also produces a tripeptide 
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growth factor, bursin, which acts to help balance the immune and adrenal systems. The effects 
of EDC exposure on bursin remain unknown. 

 Sex differences in immune response have been observed in many animals  (73) . In general, 
females tend to be more resistant to infection than males. Females also have a greater ability to 
reject skin grafts and are more effi cient in antibody production in response to antigen chal-
lenges  (74) . These sex differences in immune function have been explained in several ways: 
( i ) Activities related to sexual selection impose a resource drain on males that reduce the 
resources available for immune function, i.e., energy and nutrients that are spent on courtship 
and mating cannot be used to prevent or fi ght infection. ( ii ) Males may have higher levels of 
potential exposure to endo- and ectoparasites than females. This higher level of exposure may 
be associated with increased interactions between males in territory defense and matings with 
more than one female in polygamous species. ( iii ) Higher levels of androgens in males respon-
sible for the development of secondary sexual characteristics and sexual displays might nega-
tively impact immunocompetence ( 75  ,  76 ). Conversely, just as higher levels of androgens in 
males appear to be immunosuppressive, estrogens enhance immune responses in females  (74) . 

 Many studies have shown that androgens have immunosuppressive action in birds. 
Serum lysozome activity, an index of macrophage activity, is reduced in birds treated with 
testosterone  (77) . Testosterone treatment also resulted in a reduction in the total number of 
leukocytes and lymphocytes in developing chicks  (78) . The fi rst clue of an interaction between 
androgens and humoral immunity was the negative relationship between testicular matura-
tion and bursal regression; the bursa begins to regress as the testes mature and steroidogenesis 
increases. Moreover, the bursa is exquisitely sensitive to testosterone ( 78  ,  79 ) compared to the 
other primary lymphoid organs, such as the spleen and thymus, which appear to be unresponsive 
to exogenous androgens  (77) . 

 Administration of many different types of androgens, including androsterone, androstene-3, 
17-dione, methylandrostene diol, 5 α -dihydrotestosterone (5 α -DHT), testosterone propionate (TP), 
and 19-nortestosterone, disrupts embryonic development of the bursa  (78) . DHT treatments 
resulted in reduced numbers of proliferating bursal cells in broiler chicks  (74) , and were found 
to stimulate testes growth  (80) . Bursas from chicken embryos treated with TP at E3 were con-
siderably smaller than controls on E10  (81) . Most of the mesenchymal cells did not differentiate 
into light and dark cells. A small number of dark cells that did develop were able to enter the 
epithelium, but lacked the characteristic cytoplasmic granules. These dark cells have been 
termed “bud inducers” because they are necessary for epithelial bud formation. The few gran-
ule-lacking bud inducing dark cells that formed under TP treatment and entered the epithelial 
tissue were not able to initiate bud formation. Although the epithelium did not appear to be 
altered by the TP treatment, it did not accept any hemopoietic stem cells for B cell maturation 
 (81) . Mase and Oishi  (82)  found that Japanese quail treated with testosterone developed wrin-
kled epithelium in the bursas. Also, the plicas, or buds, did not develop and the follicles were 
empty, rather than being fi lled with lymphocytes. 

 Some discrepancies have been found relative to the effects of testosterone on avian immu-
nocompetence. Ros and coworkers  (83)  have shown that testosterone enhanced antibody titers 
in response to sheep red blood cells (SRBC) in black-headed gull chicks, but caused no effect on 
antibody titers in nine-month-old juveniles. One explanation for these effects is that testoster-
one may not always have as strong of an effect on the amount of antibody produced as it does 
on the quality of the antibodies produced. Testosterone has a negative effect on IgG production, 
and testosterone treated chicks have higher levels of IgM than controls  (84) . The inhibition of 
affi nity maturation by testosterone may prevent normal isotype switch of IgM production to 
IgG production by lymphocytes. Although the overall amount of antibodies produced in 
response to foreign antigens may not signifi cantly decrease under testosterone treatments, the 
antibodies produced may not be specifi c to the particular antigen. 

  Immunotoxic Effects of EDCs 
 A number of studies have shown an association between EDC exposure and immunosuppres-
sion  (85) . A key consideration is the mode of action of the EDC, specifi cally if the compound is 
estrogenic or androgen active. In birds, embryonic exposure to androgen active EDCs may 
impact humoral immunity by effects on bursal development. Moreover, exposed hatchlings are 
likely to have impaired neuroimmune responses as maturing and adult birds. Long-term effects 
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of estrogenic EDCs on immunocompetence are less clear. However, embryonic exposure to 
exogenous estradiol resulted in a dose-related decrease in bursa index in hatchlings surprisingly 
similar to androgens (Quinn et al., unpublished data). This suggests that estrogenic EDCs may 
also have deleterious effects on components of the immune system. Because fi eld birds are simul-
taneously exposed to multiple compounds with potentially differing actions, there is the possibility 
of impact on both reproductive and immune systems, depending on the target systems.   

  COMPARATIVE BIOLOGY OF REPRODUCTIVE AGING: CONSERVED PROCESSES 
AND POTENTIAL EDC EFFECTS 
  Avian Species: Aging Processes and Extremes in Lifespan 
 In order to understand the implications of EDC exposure on the process of reproductive aging, the 
functional components of the system and their development must be considered. As discussed 
earlier, most studies on the effects of sublethal EDC effects have concentrated on developmental 
consequences of exposure. In song birds, there has been extensive study of the differentiation of 
the sexually dimorphic song system  (86) . These studies have shown that there appears to be a 
complex steroid-dependent as well as steroid-independent differentiation process, ultimately 
organizing the anatomical components of the song system and the neural modulators of the song 
system  (87) . Studies on embryonic exposure to EDCs in songbirds have shown deleterious effects 
on the size and morphology of some the neural regions of the song system ( 88–  90 ). Sexual differ-
entiation of the reproductive axis appears to be more similar to that of other birds with interesting 
actions of both androgen and estradiol during development of the gonads, accessory sex  structures, 
and brain regions regulating courtship and mating behavior ( 21  ,  91 ). 

 There is a large literature on the comparative biology of aging across species that describes 
the characteristics of long and short-lived birds. Studies in the Japanese quail have informed us 
on lifespan traits and the timing and aging process experienced by a short-lived 
bird ( 16  ,  20  ,  92  ,  93,  141 ). Notable characteristics that distinguish the long-lived from many short-
lived species include smaller clutch size with fewer offspring per year, slower rate of sexual 
maturation, apparent resistance to oxidative damage, and continued reproduction until 
extremely aged ( 94–  96 ). Some large-scale studies are ongoing in fi eld birds at this time to further 
characterize the immune and other physiological systems across a variety of species by Ricklefs 
and his colleagues. These studies will provide valuable data for understanding these amazing 
long-lived birds. 

 Most of the toxicological applications for regulatory monitoring have utilized species 
indigenous to the United States for testing the safety of the compounds, with the species of 
choice being the mallard duck and northern bobwhite quail  (97) . There are few studies that 
have considered aging as a factor in the impact of lifetime exposure to EDCs. Moreover, 
although the toxicological responses of these species have been tested with a variety of com-
pounds, there is only now a growing background and baseline dataset for the reproductive 
endocrinology of these birds especially relative to EDC impact ( 7  ,  21 ). Conversely, there are data 
available on the reproductive and metabolic endocrinology and on the neural regulation of 
reproductive behavior in Japanese quail, zebra fi nches, and doves ( 21  ,  98  ,  99 ). In addition to data 
on endogenous patterns in gonadal steroids during ontogeny and in adults, the effects of exog-
enous steroids have been examined in many of these species  (21) . Japanese quail have been 
under intense study as an excellent model for distinguishing the effects of EDCs  (100) . More 
recently with the recognition that multigenerational approaches are necessary to detect some of 
the more subtle effects of EDCs, the Japanese quail has received additional attention as a model 
test species. Moreover, since fi eld exposures are often at low levels or in an unpredictable fre-
quency, the impact may be more signifi cant over several generations. As such, multigenera-
tional testing also provides the necessary considerations over time and generation to detect 
effects of low dose exposure and to ascertain potential long-term impacts at the individual and 
population levels. Finally, in any toxicological testing paradigm, it is critical to consider the age 
of the breeders so that reproductive aging does not confound the test results.  

  Considering Rodent Models of Neural Disease for Determining the Effects of EDCs 
 A plethora of transgenic mice have been developed to study an array of neural diseases. These 
murine models provide a tremendous resource for asking very specifi c questions about the 
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mechanism of effect of selected treatments on particular physiological systems. Some  transgenic 
models have been developed to investigate Alzheimer’s disease (AD). These transgenic mice 
provide the exciting potential for investigation of the early effects of EDC exposure on later 
development of neural disease and more detail is provided below about these models. Addition-
ally, there is a rich and varied literature from studies conducted on non-transgenic rodents, which 
clearly informs us about many of the mechanisms of EDC effects in mammals ( 3  ,  101  ,  102 ). This 
literature provides critical data about the implications of EDC effects in basis for current and 
future investigation of EDC effects and examines the utility of emerging technologies for 
 characterizing the “footprint of effects” for single or mixtures of these compounds (5,103–111). 

 Various mouse models for study of AD-like disease have been produced including a 
dtg and ttg mouse model for AD which appear to follow similar patterns in neuropathology, 
albeit on differing time lines. Moreover, the loss of locus coeruleus neurons in the dtg mouse 
is consistent with data in humans and complementary to data from Heneka and colleagues 
 (112) ; these data point to the key role of loss of noradrenergic neurons in AD. The potential 
function of norepinephrine (NE) as an anti-infl ammatory provides further support for a 
crucial component in the AD associated changes. Use of the various mouse models provides 
further power to our hypothesis. Heneka et al.  (112)  found clear increases in glial infl amma-
tion and other markers of AD-like disease in the APP23 transgenic mice subjected to NE 
depletion, thereby pointing to a supporting role of A β  in the expression of the neuropathol-
ogy due to infl ammatory disease. Furthermore, DSP-4 lesioning exacerbated infl ammatory 
processes that were attenuated by NE treatment  (113) . It should be noted that the authors 
found that NE depletion did not result in behavioral defi cits in wild type mice. This sug-
gests that a murine model of AD will have behavioral impairments analogous to that in 
humans with AD, with similar mechanisms operating in the mouse model. An impaired 
response was revealed in dtg AD mice (Pistell et al., unpublished data). Tyrosine hydroxy-
lase containing (TH-ir) cells in the locus coeruleus signifi cantly decreased (24%) in the dtg 
APP/PS1 mice by 15 to 22 months of age  (114) . Markers for AD neuropathology examined 
in the ttg model show striking similarities to human AD. The appearance of plaques and 
mutant tau revealed with immunohistochemical staining of A β  and tau neurofi brillar protein 
that follow functional alterations in hippocampal physiology and thus refl ect later stages of 
the disease process.  

  Primate Models: Deciphering Aging and Ascertaining if EDCs Have Potential Effects 
  The Perimenopausal Transition: A Time of Changing Hormones 
 As the perimenopausal transition progresses, there is declining function of the hypothalamic-
pituitary-gonadal axis (HPG axis) ultimately resulting in cessation of ovarian function and 
menopause. The average age of menopause in women is approximately 51 years, resulting in a 
post-reproductive period that extends for nearly one-third of their lives  (115) . If menopause 
merely affected fertility, the study of ovarian aging would likely not be of such high priority. 
Unfortunately, a number of other physiological systems are also affected by the sudden with-
drawal of hormonal support associated with menopause, including: bone density, cardiovascular 
health, cognition, and possibly some cancers ( 116  ,  117 ). Moreover, these consequences of the 
changing hormonal milieu that accompanies the perimenopausal transition have not been well 
characterized in non-human primates. 

 The rhesus monkey  (Macaca mulatta)  has been a valuable biomedical model for repro-
ductive studies. Females are pubertal by 2.5 to 3.5 years of age and exhibit menstrual cycles 
approximately 28 days in length, similar to humans. Furthermore, rhesus monkeys experience 
a reproductive decline much like that of human menopause at approximately 24 years  (118) . 
Urinary hormone profi les demonstrated that like women, menopause in rhesus monkeys is 
associated with amenorrhea, low urinary estrogen conjugates, and irregular patterns of urinary 
pregnanediol-3glucuronide (progesterone metabolites). Urinary FSH levels also increase in 
postmenopausal rhesus monkeys  (119) . Many other changes are associated with aging and are 
pertinent to the changes associated with the perimenopausal transition, including altered 
metabolism and disruption of circadian rhythms  (120) . In addition, motor activity and dexter-
ity decline during aging in non-human primates, similar to humans  (32) . Post-menopausal 
women are also at risk for developing osteoporosis due to increased osteoclast activity  (121) . 
While calcium supplements, exercise, and weight lifting help, bone loss with estrogen loss appears 
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inevitable. The benefi ts of HRT on bone health and potential amelioration of cardiovascular 
disease in women when administered during the perimenopausal transition or early post-
menopause remains to be conclusively determined. 

 This intersection of age-related physiological changes with the falling ovarian steroids 
during perimenopause conspire to produce complex and rapidly changing physiological 
responses, which impact not only health and energy, but also cognitive function. As such, the 
interplay between changing ovarian steroids and the metabolic endocrine function becomes a 
critical element of the perimenopausal transition. Moreover, it is not clear if the lifetime body 
burden of endocrine disruptors has greater impact as endogenous steroid hormones decline. 
Therefore, it is critical to understand the impact of age-related change in endogenous steroids 
in terms of a background of body burden of environmental contaminants, which may mimic 
hormones. 

  Key Components of the Reproductive Decline 
 There has been extensive research on the hypothalamic changes that accompany the perimeno-
pausal transition. Similarly, pituitary gonadotropins also show age-related changes with a tran-
sient increase in plasma luteinizing hormone (LH) and a dramatic increase in follicle stimulating 
hormone (FSH). Isolating age-related changes in hypothalamic response from ovarian aging is 
diffi cult; extensive studies in rodents have examined the response of the HPG axis at various 
stages in the life cycle of the female as well as the functional changes of the hypothalamus and 
pituitary gland with aging. Wise and colleagues  (122)  reported decreased amplitude and fre-
quency in LH secretion in older rats and a decline in the number of activated GnRH neurons, 
despite normal cycles. These papers by Wise and colleagues and many others pointed to altera-
tions in the systems that modulate GnRH as key elements of the reproductive decline. Overall, 
these studies indicated that hypothalamic response decreases, potentially in tandem with 
declining ovarian function ( 123  ,  124 ). Data collected in female non-human primates and in 
humans suggest that there are similar mechanisms operating during the perimenopausal tran-
sition  (118) . An additional key component of aging in primates is inhibin produced by ovarian 
follicles and changes in circulating levels that accompany the perimenopausal transition. As 
levels of FSH increase in older cycling women throughout the menstrual cycle, estradiol-17 β  
(E 2 ) and INHB levels decreased (124; Wu et al., unpublished data). These data confi rm an 
inverse relationship between INHB and FSH as well as a general decline in inhibin B (INHB), 
inhibin A (INHA), and progesterone (P4) prior to detectable differences in circulating E 2  levels.   

  The Importance and Role of Steroid Hormones in Cognitive Function and Neuroprotection 
 In both males and females, there is a loss of gonadal steroids during the process of aging ( 124  ,  125 ). 
In females, estradiol (E 2 ) has clear neuroprotective actions via action on microglia and astro-
cytes, as shown in stroke models  (44) . In addition, because neuropathology occurs more fre-
quently in aging women, the loss of E 2  is viewed as a key element in the loss of cognitive 
function, especially if it is accompanied by neurobiological disease. Several epidemiological 
studies concluded that postmenopausal women on HRT have reduced risk for AD    (126,127 ). 
Further, estradiol has demonstrated neuroprotective effects in rodent studies of the hippocam-
pus, with modulation of microglial activation. Stereological analysis revealed a signifi cantly 
higher number of microglia in the hippocampus of female compared to male C57BL/6 (B6) 
mice as well as an age-related increase in the females that was not observed in the males  (128) . 
These fi ndings of signifi cant age and gender effects on microglia in B6 mice led to the hypoth-
esis that activation of glial cells in females may be triggered by the declining E 2  during aging in 
mice and, by analogy, at menopause in women ( 128–  130 ).    

  THE AGING BRAIN ON EDCS; POSITIVE AND NEGATIVE ASPECTS 
  Any Evidence for Long-Term Effects Linked to EDCs? 
 The literature directly addressing this issue is limited. The most compelling evidence for long-
term effects would be in reproductive health and issues, such as endometriosis. However, 
evidence for avian species has been limited due to the lack of long-term studies of birds in 
contaminated regions. Some notable studies of avian species in contaminated areas include 
those by the Custers  (131) . Moreover, avian species are even more complex due to migration 
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and the stressors associated with that monumental biannual event for many birds. A relatively 
naïve representation of potential impacts is presented in  Figure 3A  and B. If the population is 
exposed to EDC(s) at varied concentrations and with varied frequencies, then the fi tness of the 
population will be affected at graduated degrees ( Fig. 3A  and B). Conversely, if the return from 
migration is constant, then there may be an impact on reproductive capacity, which ultimately 
would have consequences for the population. 

   Are there Effective Interventions for the Age-Related Demise? 
  Effects of Calorie Restriction as an Intervention in Aging Processes 
 Calorie restriction (CR) has well established benefi ts on aging, including: extended life span, 
reduced incidence of age-related disease, sustained metabolic endocrine function, and 
delayed loss of reproductive function. A number of potential mechanisms exist and include 
enhanced physiological responses with low-level stress and/or diminished oxidative dam-
age during aging. Further, there is evidence that the benefi ts of CR transcend phyla. Longitu-
dinal studies in mammals have characterized a number of biological parameters that are 
favorably affected by 30–40% CR (120,132–135). In addition to extending lifespan, some of 
the most impressive effects of CR have been on delaying disease and age-related deteriora-
tion in endocrine function. Some specifi c effects of moderate CR have included reduced body 
fat, increased high density lipoproteins, lower fasting glucose and insulin levels, sparing of 
age-related apoptosis in liver and other tissues, decreased indicators of oxidative stress, 
delayed reproductive decline, and altered gene expression ( 120  ,  136  –  139 ). Primates appear to 
benefi t from moderate CR, in terms of lipid metabolism and delayed age-related diabetes ( 120  ,  135 ). 
Therefore calorie restriction appears to have an overall benefi cial effect on the physiology 
and health of the individual, which then translates into the potential for long lifespan and 
increased quality of life. 

  Figure 3    (See color insert) Diagrammatic reproduction addressing: ( A ) whether reproductive function is 
altered by EDC exposure at varied degrees due to variable timing of exposure or at different concentrations; or 
( B ) considering a consistent rate of return from migration in combination with impaired reproduction due to 
EDC impacts.      
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  Potential Interactions of CR and EDCs? 
 The question of early exposure to EDCs and later effects is one aspect of exposure to environ-
mental chemicals that deserves attention. In addition, it is important to consider lifetime expo-
sure leading to a body burden of resident EDCs, especially in lipids stored in fat cells or liver. If 
CR were initiated as adult or at middle age, it would seem likely that metabolism would involve 
signifi cant mobilization of fat stores. Therefore, as many of us reach the middle-aged phases of 
life and embark on diets, it would be prudent to consider the effects of stored residues and 
clinical considerations may be warranted in the case of extreme weight loss. This issue becomes 
even more interesting when considering age-related sensitivity to pharmaceuticals. In fact aged 
individuals have greater sensitivity to medications and other chemicals due to slower metabo-
lism. Therefore, sensitivity to the effects of environmental chemicals may be heightened in aging 
individuals and weight loss may exacerbate the response. Because we all carry a body burden of 
environmental chemicals, it is important to determine the potential impact of lifelong exposure 
and discern differences in response and sensitivity at varied stages of the life cycle.   

  Concluding Comments 
 It is clear that the complexities of development and aging are likely to be impacted by exposure 
to endocrine active compounds or EDCs throughout the lifespan  (140) . Points of particular 
vulnerability appear to be during development and potentially the aging process may prove to 
be altered by early as well as lifespan exposure to EDCs. At this time, only epidemiological 
evidence is available to address this question and there is some evidence of chemical exposure 
being a possible trigger for later neural and other disease progressions. The burden of proof is 
on us to determine if the aging animal becomes more vulnerable to either long- or short-terms 
EDC exposures. Moreover, it is imperative that we discern effects due to toxicological actions 
from that of the hormone mimic activity of EDCs. Overall, it is a fascinating and somewhat 
frightening prospect, given the ubiquitous nature and wide distribution of these compounds in 
our environment and in all aspects of our daily lives.    
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        INTRODUCTION 
 Obesity is considered as one of the major health issue in the world. The prevalence of obesity 
worldwide has progressively increased over the past decades. In the past, it has only been consid-
ered as a problem in high-income countries. Recently, it is dramatically on the rise even in low-
and middle-income countries. According to the World Health Organization (WHO) more than 
one billion adults are overweight and 300 million of them are obese. The WHO assumes that by 
the year of 2015, approximately 2.3 billion adults will be overweight and more than 700 million 
will be obese. Since 1980, obesity rates have risen more than three-fold in some areas of North 
America, the U.K., Eastern Europe, the Middle East, the Pacifi c Islands, Australia, and China. In 
2002, obesity prevalence in the U.S.A. was 34.9%, which has grown to 39% in 2005 and the WHO 
estimates that by 2015, it will be 53%. Obesity prevalence is rapidly increasing among children as 
well as adolescents worldwide. At least 20 million children under the age of fi ve were overweight 
worldwide in 2005 (http://www.who.int). Obesity is a direct result of an imbalance between 
energy intake and energy expenditure. The tendency toward obesity is most of the time multifac-
torial. The main causes are genetic and environmental factors such as decreased physical activity 
and consumption of foods that are high in fats and sugars but low in vitamins and minerals. 

 Different parameters can be used to estimate the fat content in human; the most cited 
measurement is the body mass index (BMI) corresponding to the ratio: 

         
BMI =

weight (kg)

height 2 (m2)    

 Applying this formula, a BMI under 18.5 is considered as underweight, between 18.5 and 24.9 
corresponds to normal weight, between 25 and 29.9 is overweight, and above 30 is obese. BMI 
is an easy way to defi ne overweight and obesity but has limitations, for example, BMI may be 
elevated for athletes. Other measurements are frequently used such as the waist circumference 
and waist to hip ratio  (1) .  

  ADIPOSE TISSUE 
 Adipose tissue is a specialized connective tissue that functions as a major storage of fat in 
the form of triglycerides. In mammals, there are two forms of adipose tissue. One is brown 
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adipose tissue which is present mainly in hibernating mammals or in human neonates and 
is involved in regulating the body temperature through non-shivering thermo genesis. 
Another form of adipose tissue is white adipose tissue (WAT), which is commonly spread, 
all over the body. It is a source of energy and is involved in heat insulation and mechanical 
cushion. WAT can be located in subcutaneous or in visceral area. Subcutaneous adipose tis-
sue is largely defi ned as fat tissue between the skin and muscle, whereas visceral adipose is 
found within the main cavities of the body, primarily in the abdominal cavity. Abdominal 
visceral adipocytes are more metabolically active than abdominal subcutaneous adipocytes, 
as they have high lypolytic activity and release large amounts of free fatty acids. In “normal 
weight” people, WAT represents around 15–20% of body weight and in obese individuals it 
is up to 50%. WAT contains approximately 50–70% of mature adipocytes, 20–40% of stromal 
pre-adipocytes, 1–10% of endothelial cells, and 1–30% macrophages ( Fig. 1 )  (2) . All the 
above-mentioned cells are involved in adipose tissue homeostasis. Pre-adipocytes and 
endothelial cells make up the vasculature of tissues and enable processes such as adipose 
tissue growth and development. Secretion of proangiogenic factors by mature adipocytes 
such as vascular endothelial growth factor, contributes to ongoing angiogenesis within WAT 
at all times  (3) . Macrophages and monocytes are present in WAT and thought to aid in the 
clearance of necrotic adipocytes. Cells from the stromal vascular fraction of adipose tissue 
have shown an interesting plasticity, with the possibility to differentiate into several different 
lineages ( Fig. 2 ). These cells produce a number of different infl ammatory-related factors 
( Fig. 3 ) and bring hope for new therapeutics avenues ( 4–  7 ). 

  As will be discussed later, excess of WAT increase the risk to develop pathologies, but 
WAT has an important role in the normal physiology. The role of adipocytes for health has 
been demonstrated with a model of genetically modifi ed mouse (A-ZIP/F-1 mice) with 
virtually no WAT  (8) . This mouse model mimics human patients with severe lipoatrophic 
diabetes and shows insulin resistance, hyperglycemia, and fatty liver. Transplantation of a 
WAT from non-genetically modifi ed mice to A-ZIP/F-1 mice reversed the phenotype to a 
normal situation ( 8  ,  9 ). 

Mature adipocyte

Sympathetic nerve

Macrophage

Endothelial cell

Pre-adipocyte

H and E stained
subcutaneous
white fat tissue

70–120 μm

 Figure 1    Cells present in the fat tissue.  Source : Adapted from Ref. 3.    
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  Adipokines 
 WAT is the most familiar type of tissue in which triglycerides are stored and from there, lipids 
are mobilized for systemic utilization, when other tissues require energy .  It was assumed in the 
past that, adipose tissue was just for storage of fat and it had no other function. However, in 
1994, this concept was changed after the discovery of leptin, which is secreted from adipocytes 
to blood. Leptin acts on hypothalamus  (10)  and also on many other organs  (11) . A mutation in 
the gene coding for leptin (ob) induces obesity ( 10  ,  12 ). Similar consequences are observed when 
the gene coding for the leptin receptor is not functioning  (13) . Leptin concentration is correlated 
to the fat tissue mass. This hormone can cross the blood–brain barrier (BBB) and interact with 
neurons involved in food intake  (14) . Leptin is produced by WAT, but also by placenta, bones, 
mammary glands, ovarian follicles, or stomach, and the leptin receptors are found in most of 
the tissues  (15) . Leptin activates anorexigenic neurons through a neuronal network in the hypo-
thalamus nucleus and inhibits orexigenic neurons  (16) . In addition to its effects on food intake, 
leptin has immunomodulatory properties and is considered as a pro-infl ammatory factor  (17) , 
for instance, it increases macrophages production of infl ammatory cytokines  (18) . Besides  leptin, 
adipocytes can produce several soluble factors, called adipokines (or adipocytokines), with 
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autocrine, paracrine, or endocrine actions. These include tumor necrosis factor  α  (TNF- α) , plas-
minogen activator inhibitor-1 (PAI-1), interleukin (IL) -1 β , IL-6, IL-8, IL-10, and IL-15, leukemia 
inhibitory factor, hepatocyte growth factor, serum amyloid A3 (SAA3), macrophage migration 
inhibitory factor, haptoglobin, complement factors B, D, C3, prostaglandin E2, adiponectin, and 
resistin ( 19–  21 ). Some of these factors are involved in the regulation of the infl ammatory 
response ( Fig. 3 ), others such as omentin, apelin, or vaspin are produced by the fat tissue and 
could affect the infl ammation ( 22–  29 ). 

 In “normal” physiological conditions, about one-third of IL-6 circulating level is pro-
duced by WAT  (30) . As for leptin, IL-6 sera concentration is correlated to WAT mass. IL-6 induces 
a decrease of food intake and an increase of energy expenditure, in the CNS. IL-6 knock out 
mice develops obesity  (31) . TNF is another example of infl ammatory cytokine produced by 
WAT. A correlation between sera TNF concentration, obesity level, and hyper insulinemia level 
has been described  (32) .   

  INFLAMMATION AND OBESITY 
 Acute or chronic infl ammation can be defi ned as the protective response of tissues of the body 
to irritation or injury; characterized by redness, heat, swelling, or pain. More mechanistic defi -
nitions of infl ammation have now been established, including invasion of circulating immune 

Pro infammatory

TNF
IL-1
IL-6

SAA3
Haptaglobin

complement factors B, D, C3
PGE2
leptin

Visfatin
resistin

Chimiotactic

PAI-1
CXCL8 (IL-8)

MIF
LIF

HGF
CCL2 (MCP-1)
CXCL10 (IP10)

CCL5 (RANTES)

Anti inflammatory

IL-10
Haptaglobin
adiponectin

IL-1-RA

Mature adipocyte

Sympathetic nerve

Macrophage Endothelial cell

Pre-adipocyte

H and E stained subcutaneous
white fat tissue

Figure 3 (See color insert) Infl ammatory factors produced by fat tissue cells. These factors could be classifi ed in 
pro-infl ammatory or anti infl ammatory based on literature (160–165). Chemokines produced by white adipose tissue 
may play a role in the monocyte/macrohage recruitment. Source: Adapted from Refs. 2, 7, and 20.
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cells (lymphocytes and macrophages) and induction or activation of infl ammatory mediators 
such as kinins, cycloxygenase products, and cytokines. Chronic infl ammation is an infl amma-
tory response of prolonged duration from weeks, months, or even indefi nitely whereas acute 
infl ammation is short, lasting only a few days. Acute infl ammation may be due to physical 
damage, chemical substances such as environmental agents, microorganisms, or other agents. 
Infl ammation leads to a generalized sequence of events as a host defence response to limit the 
proliferation of pathogens. That includes production of acute phase proteins by the liver, acti-
vation of the sympathetic nervous system, changes in cardiovascular function, activation of 
hypothalamic pituitary leading to the production of anti infl ammatory steroids, behavioural 
changes which lead to energy conservation such as increased sleep, lethargy, reduced appetite, 
and fever which can limit the bacterial proliferation. Results of above-mentioned responses 
have clear benefi ts in infectious status. However, when these responses are not properly con-
trolled or prolonged, it leads to excessive or inappropriate infl ammation. This is the cause of 
many diseases including rheumatoid arthritis, psoriasis, infl ammatory bowel disease, and the 
fundamental contributor to some types of cancer, diabetes, coronary and vascular disease, 
stroke, and cardiovascular diseases. 

 Several studies have shown that excess of fat leads to a chronic infl ammation (9,33–36). 
Interestingly, in insect the main strategy of defence against infection rely on the fat body 
which drives an innate immune response. Bacteria and fungi are recognized by receptors, i.e., 
toll like receptor (TLR) present on the surface of fat body cells ( 37–  40 ). The NF-kB signalling 
pathway is then activated and induces defence mechanisms. The fat body also has liver’s 
functions and stores lipids ( 20  ,  41 ). At some point during evolution, vertebrates split these 
metabolic duties between the liver and adipose tissue. However, it seems that some functions 
of the innate immune response have been kept in adipose tissue  (42) . In 1993, it was discov-
ered that TNF- α  expression was up-regulated in WAT of obese mice. This was the fi rst study 
to show the link between obesity and infl ammation  (43) . Recently we have shown the pres-
ence of TLRs on human adipocytes with expression levels of TLR type 2 (TLR2) and TLR type 
4 (TLR 4) higher than those of the monocyte cell line THP-1  (44) . The link between obesity 
and infl ammation has been further illustrated in obese patients by the increased plasma lev-
els of several pro-infl ammatory markers including cytokines, fi brinogen or serum amyloids, 
and acute phase proteins like C-reactive protein (CRP) which was long known as a marker of 
infl ammation, obesity, and cardiovascular diseases  (45) . Many of the infl ammatory markers 
found in plasma of obese individuals appear to originate from adipose tissue  (46) . Adipose 
tissue was not usually thought of as an immune or infl ammatory organ, however, evidence 
of a connection between obesity and infl ammation has been found in the context of clinical 
weight loss studies. Whether the weight loss is attributable to decreased dietary intake, 
increased fuel use through exercise, or liposuction, loss of adipose tissue is associated with a 
decrease in markers of infl ammation ( 47  ,  48 ). Furthermore, the discovery of elevated secre-
tion of these factors from obese adipose tissue provided the fi rst evidence of a direct relation-
ship between obesity and systemic infl ammation. The observed increase in the concentrations 
of these adipocytokines is now suspected to play a determinant role in the development of 
most of the complications of obesity  (36) . From this perspective, obesity can be described as 
a pro-infl ammatory condition. 

 The mechanisms responsible for the up regulation of infl ammation in fat tissue are not 
totally clear. Macrophages as well as adipocytes are likely to be key players in the development 
of infl ammation  (49) . One hypothesis proposed that accumulation of mature adipocytes with-
out a suffi cient vascularization lead some adipocytes to be in a hypoxic environment and stim-
ulate an infl ammatory response ( 69–  72 ). Macrophages could then be recruited by the 
adipocytes-produced chemokine CCL2 and participate to the infl ammation response ( 50  ,  51 ). 
Other results suggest that interactions between free fatty acids and TLRs could activate the 
corresponding signalling pathways and produce infl ammatory factors ( 52  ,  53 ).  

  OBESITY ASSOCIATED DISEASES 
 Obesity is associated with number of disorders and increases the risk for a vast array of 
diseases, with signifi cant impact on morbidity and mortality. The molecular basis of the link 
between obesity and diseases such as type 2 diabetes, fatty liver disease, atherosclerosis, 
hypertension, and stroke is well documented and studied. In comparison, less data are 
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 available concerning the link with diseases such as cancer, asthma, sleep apnoea, osteoarthritis, 
neurodegeneration or gall bladder disease  (54) . 

  Insulin Resistance and Type 2 Diabetes 
 Type 2 diabetes is characterized by insulin resistance which is strongly associated with obesity 
and physical inactivity. Insulin is released by the pancreatic beta cells in response to elevations 
in blood glucose. It promotes adipocyte triglycerides storage by a number of mechanisms, 
including fostering the differentiation of preadipocytes into mature adipocytes, stimulating 
glucose transport, and triglyceride synthesis as well as inhibiting lipolysis. Insulin also increases 
the uptake of fatty acids derived from circulating lipoproteins by stimulating lipoprotein lipase 
activity in adipose tissue. Insulin’s metabolic effects are mediated by a broad array of tissue 
specifi c actions that involve rapid changes in protein phosphorylation and function, as well as 
changes in gene expression. 

 Insulin brings its metabolic responses by binding and activating a tyrosine kinase recep-
tor that is present on the plasma membrane. Insulin receptor substrate (IRS) proteins, are effi -
ciently phosphorylated on tyrosine on several sites leading to a cascade of intracellular events. 
Insulin activates a series of lipid and protein kinase enzymes which are linked to the glycogen 
synthesis or glucose transporters. The term “insulin resistance” corresponds to the resistance to 
insulin effect on glucose uptake, metabolism, or storage. Negative regulation of insulin resis-
tance can be mediated via various pathways regulated by phosphorylation and dephosphory-
lation of IRS proteins ( 55  ,  56 ). Increased production of infl ammatory cytokines in WAT can 
affect the insulin signalling cascade. For example TNF- α  and IL-6 are increased in obesity and 
affect the insulin signalling pathways ( 57–  59 ). 

 On the one hand there are several evidences suggesting that a number of degenerative 
diseases including Alzheimer disease, Parkinson disease, Down syndrome/trisomy 21, Friedreich 
ataxia, Huntington disease, or Prader–Willi syndrome are the cause of an associated diabetes 
 (60) . On the other hand, diabetic neuropathy is a frequent consequence of diabetes type 2. High 
glucose concentration over time may damage peripheral nerves  (61)  and provokes numerous 
different symptoms such as dysesthesia, diarrhea, muscle weakness and paralysis, inconti-
nence, or impotence among others. The control of glucose level in the blood and the duration 
of diabetes are important elements determining the severity of the diabetic neuropathy  (60) . 
The mechanisms of the diabetic neuropathy development are not totally elucidated, but increase 
of the advanced glycation end products  (62) , activation of the polyol pathway  (63) , activation 
of protein kinase C and mitogen activated protein kinase  (64) , and defi ciency in growth factors 
 (65)  have been shown to be involved in the neuropathy. In addition to the diabetic neuropathy, 
an association between diabetes and neurodegenerative disorder such as Alzheimer disease, 
Parkinson, or Friedreich’s Ataxia leading to dementia has been shown  (66) . A dysfunction of 
mitochondria could constitute a possible link between diabetes and these neurodegenerative 
disorders ( 67–  69 ).  

  Cardiovascular and Metabolic Diseases 
 Cardiovascular disease is the major cause of death in industrialized countries. The excessive fat 
accumulation in adipose tissue strongly predisposes the whole body to the development of 
metabolic abnormalities that often accompany obesity, including hypertension, impaired glu-
cose tolerance, insulin resistance leading to hyperinsulinemia, hyperglycaemia, and dyslipi-
demia. Collectively, these abnormalities have been clustered into the metabolic syndrome and 
individuals who are diagnosed with metabolic syndrome have signifi cantly increased risk of 
developing cardiovascular disease  (70) . Fat distribution varies from individual to individual, 
and is also dependent of the gender, with an accumulation in the hip area for female and in 
abdomen area for men  (71) . Visceral obesity increases the relative risk of metabolic syndrome 
by more than 10 fold ( 70  ,  72 ). Obesity increases the risk of vascular diseases by altering the vas-
culature through factors produced by the WAT  (73) . As already discussed, obesity is associated 
with a chronic infl ammation which will affect the vasculature. Alteration of the vessel and cir-
culation has an impact on different organs including the heart and the brain. There is an asso-
ciation between obesity and ischemic stroke independently of hypertension, diabetes and 
cholesterols level ( 74–  76 ).  
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  Environmental Factors and Fat Tissue 
 The high lipophilicity of many environmental factors or industrial chemicals, such as organo-
chlorine pesticides and polychlorinated biphenyls (PCBs), favors their accumulation in the fat 
tissue ( 77–  79 ). A recent study showed that PCBs promotes obesity and atherosclerosis, and 
induces adipocytes differentiation and pro infl ammatory adipokines production  (80) . Similarly 
it has been suggested that exposure to dioxin could affect WAT and increase the development 
of type 2 diabetes  (81) . Furthermore, some environmental factors acting as endocrine disrup-
tors can modulate the endocrine/paracrine production of WAT. This is the case for organotin, 
such as tributyltin ( 82–  84 ), or diethylstilbestrol, which interact with retinoic receptor and affect 
adipocytes differentiation ( 85–  87 ). Thus, it is possible that with the long-term bioaccumulation 
of toxic compounds, such as dioxin, PCB, or the polybrominated biphenyl fl ame retardant com-
pounds, the WAT becomes, not only a sink for these compounds, but also a target site and 
source of pro-infl ammatory cytokines with the continued exposure. The dramatic dispropor-
tion of WAT in obese subjects may represent an elevated risk factor for adverse effects of 
environmental chemical exposure based upon the production of pro-infl ammatory cytokines. 
While concern is raised with regards to chronic infl ammation, the impact of elevated cytokine 
production by WAT on acute toxicity is a signifi cant consideration.   

  ANIMAL MODELS FOR OBESITY 
 Animal models of obesity have been very useful and important to understand the regulation of 
food intake and the imbalance in energy expenditure ( Fig. 4 ). The fi rst models described corre-
sponded to spontaneous single gene mutation leading to the loss of the gene function  (88) . The 
oldest of these models described is the agouti mouse ( 89  ,  90 ). The mutation of the agouti gene 
is associated with pleiotropic effects including obesity and increased susceptibility to diabetes 
 (90) . The agouti gene involved in these phenotypes has been cloned in 1992  (91) . The cause of 
obesity in agouti mouse results of the agouti protein interaction with the melanocortin recep-
tors  (92) . Other frequently used obesity models include invalidation of the leptin pathway 
either at the leptin level (ob/ob mouse) ( 10  ,  93 ) or at the receptor level (db/db mouse), of the 
tubby or carboxypeptidase E genes ( 94  ,  95 ). Around ten other genes have been characterized as 
single mutation  (88) . As several genes have been found to be involved in energy balance regula-
tion and with the possibility of knocking in (KI) or out (KO) specifi c genes in mouse, the num-
ber of mouse models of obesity has dramatically increased  (96) . However, the limitations of 
these models are the same as in other research area, i.e., the selected gene may be needed for a 
correct development or compensated with others genes. These issues could be bypassed by the 
generation of conditional KO or KI. The gene of interest is then KO or KI after the development 
of the organism with system such as cre/lox. However, the generation of conditional mice 
remains diffi cult  (97) . 

  It should be stressed that in human single gene mutation remain rare, and most of the 
time obesity is polygenic. Because of the relative easiness of modifying mouse gene, mice are 
the most widely used model. In addition to rats, other species have been used to study obesity 
related issues. These include, pigs, chicken, and even bats ( 88  ,  98  ,  99 ). Experimental studies on 
lower evolved organisms such as worm, drosophila, or zebra fi sh have not been used often in 
obesity studies but their use could contribute to understanding the basic mechanisms of energy 
metabolism  (100) . 

 In addition to genetically modifi ed or selected animals, several diet-induced obese 
models (DIO) have been described. However, as many different specifi c diets leading to 
obesity exist, comparisons between studies are diffi cult ( 101  ,  102 ). In animal models, a basic 
indication of the fat quantity can be estimated by measuring the total weight or the weight 
of the WAT after dissection. However, dual energy X ray absorption with appropriate vali-
dations could be used to quantify the fat in vivo and allows to follow an animal over time 
 (103) . An example of such measurements with different fat contents in mice is shown in 
 Figure 5 . This demonstrates an imaging method for determining body fat as well as skeletal 
alterations. 

    NEURODEGENERATION AND OBESITY 
 Interactions between WAT and nervous system are well known and review articles on factors 
involved in communication between WAT and sympathetic nervous system or CNS have been 
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Selection, spontaneous mutation,
transgenic, KO, modified diet 

Mice

Obesity
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(diabetes, cardiovascular

pathologies, etc.)

Lean
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ChickenPigRat

 Figure 4    Animal models of obesity. Different animal species can be used to study obesity-related disorders 
including selection, spontaneous mutations, overexpression or impairing of genes, or modifi ed diet.  Abbreviation : 
KO, knock out.    

published ( 104–  106 ). As already seen, the cells present in the WAT can produce adipokines and 
cytokines playing a role in weight regulation and infl ammation. Interactions between periph-
eral cytokines and brain have been reported, even in presence of an intact BBB  (107) . In case of 
brain or spinal cord injury, damage to the barriers would allow for an increased transport of 
blood borne substances and under these conditions it is likely that adipokines could then reach 
the brain parenchyma  (108) . 

 Neuronal damage can occur as a function of an acute injury or manifest over a pro-
longed period of time. Neurodegeneration can be characterized by either a structural or 
functional neuronal lost. Acute neurodegeneration occurs in timely exogenous events such 
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SUBJECT RESULTS

Bone  ROI TOTAL 

BMD : 0.0485 0.0485 g/cm2

BMC : 0.400 0.400 grams

Area : 8.25 8.25 cm2 

Tissue  ROI TOTAL

Lean : 19.3 19.3 grams

Fat : 2.5 2.5 grams

Total : 21.8 21.8 grams

% Fat : 11.3 11.3 

SUBJECT RESULTS

Bone  ROI TOTAL 

BMD : 0.0477 0.0477 g/cm2

BMC : 0.351 0.351 grams

Area : 7.36 7.36 cm2 

Tissue  ROI TOTAL

Lean : 19.5 19.5 grams

Fat : 5.4 5.4 grams

Total : 24.9 24.9 grams

% Fat : 21.6 21.6 

SUBJECT RESULTS

Bone  ROI TOTAL 

BMD : 0.0444 0.0444 g/cm2

BMC : 0.195 0.195 grams

Area : 4.39 4.39 cm2 

Tissue  ROI TOTAL

Lean : 27.2 27.2 grams

Fat : 26.5 26.5 grams

Total : 53.7 53.7 grams

% Fat : 49.4 49.4 

(A)

(B)

(C)

 Figure 5    (See color insert) Fat measurement. Estimation of fat content by dual energy X-ray absorptiometry 
using a LUNAR PIXImus bone densitometer (GE Healthcare, Fairield, CT) as described previously (166) in 10 
week-old male mouse (Jackson Laboratory, Bar Harbor, Maine, U.S.A.). ( A ) C57BL/6J mouse, ( B ) agouti (B6.
Cg-A y /J) mouse, ( C ) Ob/ob mouse (B6.V- Lep ob  /J).  Abbreviations : BMD, bone mineral density; BMC, bone mineral 
content; ROI, region of interest.    

as traumatic injury, chemical exposure, or endogenous events such as ischemia or cerebral 
vascular accidents. Chronic neurodegeneration is often associated with more progressive 
neurodegenerative diseases as seen in pathologies such as Alzheimer, Parkinson, or Huntington 
diseases. 

 Numerous studies have demonstrated a link between neuroinfl ammation and neurode-
generation. With brain injury and in neurodegenerative disease states there is an associated 
reaction of the brain non-neuronal cells. The glial cells’, primarily the microglia and astrocytes, 
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response can serve as both a source of growth factors and neurotoxic factors to the localized 
brain tissue. Based upon their localization and production of pro-infl ammatory cytokines, 
microglia have been suggested to play a role in neurodegenerative diseases ( 109  ,  110 ). Details of 
microglia and neuroinfl ammation are provided in a separate chapter. It is well accepted that 
activated microglia serve as an important source of infl ammatory cytokines. While in vitro 
studies have demonstrated that the pro-infl ammatory cytokine tumor necrosis factor alpha can 
induce death of oligodendroglia (the myelinating cells of the brain), other in vivo studies have 
suggested that this pro-infl ammatory cytokine can initiate neuronal death in either acute 
organotin toxicity or in the prenumbra surrounding an ischemic infarct. As in periphery, infl am-
mation can have both benefi cial and deleterious effects depending upon the in vivo regulatory 
mechanisms  (110) . Infl ammation is not always the origin of neuronal death, but even if it is a 
secondary event, it can infl uence the more long-term fate of the neuron  (111) . A recent study has 
demonstrated an induction of adipokines expression in the brain following traumatic brain 
injury  (112) . Given that “infl ammatory factors” are maintained under strict regulatory control 
in the normal brain, any contributor however minor may be signifi cant in the overall homeo-
static, injury, and repair process. It is possible that the adipokines contribute in the overall 
induction and regulation of the infl ammatory response in the brain. 

  Diet 
 Food and diet quantity are keys elements in overweight and obesity development, but food 
composition can also infl uence directly and indirectly the CNS functioning ( Fig. 6 ). Epidemio-
logic results as well as experimental animal studies show that developed country diet type (i.e., 
rich in total fat, saturated fat, linoleic acid, cholesterol, and refi ned sugar) are associated with 
an increased risk for dementia and a decrease of neuronal plasticity and learning ( 113  ,  114 ). 
Oxidative stress and infl ammation in cerebral cortex and decrease of the neurotrophic factor 
brain derived neurotrophic factor (BDNF) could be a signifi cant contributor to these negative 
effects ( 114  ,  115 ). In comparison, a diet including foods rich in polyunsaturated fat (found in 
fi sh), could reduce the risk of neurodegenerative or vascular dementia ( 113  ,  116 ). Presence of 
curcuma or feluric acid in the diet could also have neuroprotective effects  (117) . As an alternative 
to a diet rich in fat, intermittent fasting is more benefi cial than caloric restriction in term of 

High fat diet

Fat tissue

CNS
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Dementia
Degeneration
Susceptibility to
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Plasticity
Learning
neurogenesis
Susceptibility to
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Dementia
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Chronic
inflammation

 Figure 6    Diet and fat tissue infl uence on CNS. Diets rich in saturated fat, cholesterol, linoleic acid, or refi ned 
sugar directly affect the CNS and also contribute to the development of fat tissue and chronic infl ammation. Obesity 
and overweight are associated with CNS disorders.    
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reducing serum glucose and insulin and increasing neuronal resistance to excitotoxic stress 
 (118) . As seen previously, diet infl uences CNS functioning and development of fat tissue due to 
disequilibrium in the energetic balance, will also affect the CNS. It is well accepted that obesity 
induces a chronic infl ammation which infl uence the development of obesity associated pathol-
ogies ( 59  ,  105 ). Several studies have shown the link between these pathologies and obesity, but 
very few data are available concerning the role of WAT excess on neurodegenerative disorders. 
It is possible that chronic infl ammation would serve to change the normal constitutive level of 
circulating cytokines and modify the CNS response to injuries as suggested by a recent study 
showing that lipopolysaccharide induced systemic infl ammation provokes a chronic neuroin-
fl ammation and a progressive neurodegeneration  (119) . As we will discuss in the last part, stem 
cell sources have been found in the CNS, however neurons regeneration capacities are often 
limited. The different cell type present in the CNS have variable sensibility to pathologies or 
traumatisms and it is possible that obesity could infl uence this susceptibility ( Fig. 6 )  (120) . 

    Human Epidemiologic Data 
 Epidemiologic studies suggest that obesity infl uence CNS functionality. Indeed obesity is asso-
ciated with decrease cognitive functioning, hypertension, depression, and suicidal thoughts, in 
child and teens ( 121  ,  122 ). Obesity is also associated with sleeping apnea, anxieties and bipolar 
disorders. Furthermore, numerous clinical studies have demonstrated that obese patients have 
a higher risk to develop neurodegenerative diseases, including Alzheimer disease  (123) . 
Pr D. Gustasfon from the Institute for Neuroscience and Physiology, (Göteborg University, 
Sweden) was one of the fi rst to demonstrate, in a Swedish population sample, a relationship 
between overweight and risks to develop Alzheimer disease  (124) . The risk increase could be 
due to vascular disorders or to WAT secreted factors  (125) . It should be stressed that patients 
before entering in a dementia phase, have a tendency to lose weight, which changed their BMI 
and that a weight under normal is associated with Alzheimer disease  (124) . It is thus important 
in such epidemiologic studies to take this factor in account and to use an index estimating fat 
mass before the development of the pathology. Overweight or obesity effects are not limited to 
Alzheimer disease, as a relationship between BMI, cerebral atrophy and white matter lesions in 
elderly woman have also been described ( 126  ,  127 ).  

  Animal Models of Neurodegenerative Diseases 
 Numerous animal models of neurodegeneration have been described, murine models being 
the most used. However, neurodegeneration models have also been developed with inverte-
brates, such as nematodes or drosophila and with low evolved vertebrate, such as zebra 
fi sh ( 128  ,  129 ). Neurodegeneration can be induced by over expression or under expression of a 
gene, by a trauma or by chemical agents ( Fig. 7 ). 

  In murine model of obesity, an increased susceptibility of CNS to trauma has been 
observed. High dietary fat is a signifi cant risk for cerebral oxidative stress development, neu-
ronal infl ammation, vascular dementia, and Alzheimer disease ( 113  ,  115 ). In genetic models, 
obesity is an aggravating factor in chemical-induced neurodegeneration. In mice defi cient for 
the leptin gene (ob/ob), the effects of two neurotoxicants are exacerbated. Two different chem-
icals have been used in this study, methamphetamine, which affects dopaminergic neurons and 
kainic acid, affecting the hippocampus  (130) . Furthermore, an increase in the susceptibility of 
dopaminergic neurons in the substantia nigra in response of a treatment with the chemical 
1-methyl-4-phenyl-1,2,3,6-tetrahydropyridine (MPTP) has been observed in high-fat diet-
induced obesity. MPTP is often used in animal models of Parkinson disease. An increase in 
systemic infl ammation, a decrease in an enzyme playing a role in free radical defence concen-
tration in substantia nigra (super oxide dismutase), a modifi cation in the lipid peroxidation and 
an increase of the striatal nitric oxide synthase (nNOAS) could play a role in this exacerbated 
response  (131) .   

  ADULT NEUROGENESIS AND OBESITY 
 It is now known that in the adult brain there exists the capacity for the generation of new neu-
rons and glia. The idea of the presence of a population of stem cells capable of proliferation 
and differentiation in the adult CNS is not new, Altman and Bayer proposed this concept as 
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early as 1962  (132) . However, it was not until the 1990s that several laboratories identifi ed 
neurogenic regions within the adult rodent and avian brain. The presence of stem cells was 
demonstrated primarily in the subventricular zone  (133) . These stem cells migrate in the ros-
tral migratory stream to reach the olfactory bulb where these cells differentiate into granular 
and periglomerular neurons. Further examination showed that the subgranular zone of the 
hippocampus represented another neurogenic region of the adult brain  (134) . These works 
open the way to a new and extensive fi eld of research and to new therapeutic strategies based 
on brain neurogenesis  (135) . Neurogenesis in the adult CNS is not limited to the sub ventricu-
lar zone and the hippocampus regions, recent studies have shown that new neurons can be 
observed in the hypothalamus  (136) . It is now well accepted that a constitutive neurogenesis 
exists in adult, but several factors can modulate the production of new neurons ( Fig. 8 ). For 
example, exercise or an enriched environment (cage with more space and enriched with stim-
ulating elements such as tunnels or shelters) induces increases in the number of proliferating 
neurons in both the hippocampus and the subventricular zone ( 137  ,  138 ). More importantly, 
with regards to infl ammatory factors, injury to the brain such as ischemia  (139) , epilepsia 
 (140) , or chemically induced neurodegeneration  (141)  induce an increase in neurogenesis. This 
induction has been termed “injury-induced neurogenesis.” This topic is covered in more detail 
in a separate chapter in this issue, however, it is briefl y mentioned here as an alternative ner-
vous system process that can be infl uenced by the underlying infl ammatory state of the tissue. 
Addition of exogenous trophic factors including epidermal growth factor (EGF), fi broblast 
growth factor 2 (FGF2), BDNF, glial-derived neurotrophic factor (GDNF), or “insulin-like 
growth factors”-1 and -2 (IGF-1, IGF-2) also induce neurogenesis  (142) . Ciliary neurotrophic fac-
tor (CNTF) induces a hypothalamus neurogenesis and more specifi cally in the satiety centres, 
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 Figure 7    Animal models of neurodegeneration. Different animal species can be used to study neurodegenera-
tive disorders induced by over expression or impairing of genes, by neurotoxic agents or physically. These 
models mimic acute or chronic neurodegeneration disorders.  Abbreviations : ALS, amyotrophic lateral sclerosis; 
KO, knock out.    
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inducing a weight loss persisting after the treatment  (143) . Diet has been shown to infl uence 
adult neurogenesis in that adult male rats maintained on a high fat diet show a decrease in the 
level of constitutive hippocampal neurogenesis. This occurs in the absence of overt obesity 
and is proposed to occur through an increase in serum corticosterone levels  (144) . Any long-
term impact of a change in this process, either as an acute or chronic change leading to a 
decline or increase in the number of new cell generated has not been determined. However, 
the observation that diet can alter the constitutive levels and the susceptibility of these cells to 
metabolic or infl ammatory changes may represent a new target cell and process within the 
brain that could be altered by the body fat status. 

    EXERCISE, OBESITY, AND NEURODEGENERATION 
 As previously mentioned, exercise has a positive effect on neurogenesis and brain health in 
animal model and human  (145) . The protective effect of exercise on neurodegenerative disor-
der is suggested in several studies on different pathologies  (146)  including spinal cord injury 
 (147) , stroke  (148) , ischemia  (149) , and spinal muscular atrophy ( 150  ,  151 ). In model of Parkinson, 
exercise does not demonstrate a direct preventive type effect however it seems to offer an 
improvement of recovery of function ( 152  ,  153 ). However the exercise intensity requirement 
remains to be determined  (154) , as intense or forced exercise can increase vulnerability in chem-
ically induced neurodegeneration  (155) . The mechanisms of exercise inducing neurogenesis 
and neuroprotection may involve glia maturation factor (GMF) and BDNF ( 156  ,  157 ). Interest-
ingly, it has been recently demonstrated that exercise reduces resistin and infl ammatory cytokines 
in diabetes type 2 patients ( 158  ,  159 ).  

  SUMMARY AND CONCLUSIONS 
 In the context of life duration expenditure and pandemic development of obesity, it is impor-
tant to study factors infl uencing the CNS response to chronic and acute aggressions. Epide-
miologic as well as animal studies suggest a negative role of overweight and obesity on 
neurodegenerative diseases development as well as on acute neurodegeneration disorders. 

 A better understanding of the molecular mechanisms leading to this increased suscepti-
bility of the CNS to aggressions should bring new perspectives on prevention and open the 
way to new therapeutic targets. Diet infl uences directly CNS functioning and specifi c diet 
could be benefi cial in term of neurons resistance to chronic or acute aggressions. As exercise 
improves several obesity associated pathologies symptoms, as well as induces neurogenesis, 
it is also an interesting therapeutic option to further explore, but the parameters of this physical 
activity remain to be better determined. The effects of WAT excess on constitutive or induced 
neurogenesis are still to be explored and are probably an important factor to consider in order 
to develop reparation therapeutic strategies based on the use of endogenous or exogenous 
stem cells.  
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 Figure 8    Factors modulating neurogenesis activity.  ↓ , neurogenesis augmentation;  ⊥ , neurogenesis inhibition.    
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  INTRODUCTION 
 In the mid-nineteenth century, Virchow provided an early description of neuroglial. Following 
this, others observed non-neural cells in the brain that were thought to be due to the infi ltration 
of the developing nervous system by mesodermally derived cells. In 1899, Nissl identifi ed 
cells in the brain with rod-shaped nuclei and named them Staebchenzellen  (1) . Ramon y Cajal 
 (2)  identifi ed this group of cells as the third element of the central nervous system as they were 
morphologically distinct from neurons and astrocytes. These cells were further distinguished 
as microglia and oligodendrocytes by del Rio Hortega. Microglia were identifi ed as a distinct 
cell type  (3)  originating from mononuclear cells of the circulating blood  (4) . The current view 
is that microglia are derived from circulating monocytes or precursor cells in the monocytes-
macrophage lineages, which originate in the bone marrow ( 5–  8 ). The early work of del Rio 
Hortega suggested that microglia have the ability to transform from a resting ramifi ed pheno-
type into an amoeboid phagocytic phenotype. In this early work on microglia, morphological 
classifi cations fell into three types: ramifi ed, intermediate forms, and amoeboid ( 4  ,  9 ). More 
recent studies have used a similar classifi cation but these terms have lead to the attachment of 
an additional functional connotation with resting, activated, and amoeboid phagocytic micro-
glia ( 10  ,  11 ). The accumulation of more recent data suggests that it is likely that the earlier clas-
sifi cation relying on morphological features will end up being the more correct form of a 
classifi cation system given the heterogeneity of functional activities of the cells ( Fig. 1 ) 

   IDENTIFICATION OF MICROGLIA 
 In his initial work, del Rio Hortega  (12)  used a weak silver carbonate method to selectively 
stain microglia that required very specifi c fi xation procedures. While this method can be used 
for electron microscopy examination, it is variable with regards to the number of microglia 
stained and across species. Enzyme histochemical methods have been successfully employed 
for staining microglia. Thiamine pyrophosphatase activity is associated with the plasma mem-
brane of microglial cells and with blood vessels in the CNS  (13) . Nonspecifi c esterase is an 
enzyme used to identify microglia in cultures  (14) ; however, it has limited use in tissue sections. 
For example, it does not label reactive microglia in the hypoglossal nucleus after peripheral 
nerve transection  (15) , yet it can be found in brain macrophages within a stab-wound. This 
distinct staining pattern in vivo raised concerns that microglia isolated and cultured represent 
cells that have transformed into brain macrophages as a consequence of the culture process (see 
following section). Activated phagocytic microglia (macrophages) both in vivo and in culture 
can be detected based upon increased enzyme activity. Such enzymes include acid phosphtase, 
5 ′ -nucleotidase, and oxidoreductase  (16) . Activated microglia can express other markers such 
as nitric oxide synthase, lysosomal proteinases, plasminogen activator, lysozyme, urine nucleo-
side phosphorylase, and elastase ( 17–  19 ); however, these enzymes are not specifi c for microglia 
and can be expressed by other glial cell types. 

 Immunohistochemical methods to detect microglia are often based on the fact that the 
microglial plasma membrane contains a large number of receptors and adhesion molecules. 
Immunological detection of surface antigens on microglia is primarily based upon expression 
on cells of the immune system, macrophages, thymocytes, and lymphocytes. They share phe-
notypic characteristics and lineage-related properties with bone-marrow-derived monocytes 
and macrophages. Such properties include the ability to secrete cytokines common to immune 
accessory cells and, while signifi cantly less than that seen in peripheral organs, microglia serve 
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as antigen-presenting cells (PPC) (8,20–23). These cells share innate immunological functions 
with other mononuclear phagocytes, such as monocytes, macrophages, and dendritic cells, as 
well as express MHC antigens, T- and B-lymphocyte markers, and other immune cell antigens ( 24  ,  25 ). 
During CNS bacterial and viral infections, microglia recruit leukocytes, express major histo-
compatibility complex (MHC) class II antigens, and present antigen as part of the T-cell immune 
response. However, while microglia serve as the most likely candidate for the antigen-presenting 
cell (APC) in the CNS, this capability is signifi cantly less as compared with that seen in APCs 
from peripheral organs ( 21–  23 ). The other macrophage of the CNS, the perivascular cell, lies at 
the interface between the CNS parenchyma and the blood  (26)  and, by contrast, is a strong APC 
 (8) . Microglia constitutively express the beta2-integrins (CD11a—the ligand for ICAM, and the 
complement proteins—CD11b, CD11c, and CD18). The monoclonal antibody F4/80 can detect 
a mouse macrophage specifi c antigen on resting microglial ( 27  ,  28 ). Immunoglobulin Fc gamma 
receptors are highly expressed on phagocytic cells, including phagocytic microglia, as has been 
identifi ed by antibodies to 2.4G2, and complement receptors by antibody to Mac-1. Ramifi ed 
microglia in the rat brain can be demonstrated with OX-42 antibody against the CR3 complement 
receptor  (29) ; however, this method is not successful in the mouse brain. 

 Tyrosine kinases are known to be associated with surface receptors, thus the detection of 
microglia with antibodies to phosphotyrosine  (30)  is consistent with the multiple cell surface 
receptors on microglia. They express the leukocyte common antigen (LCA; CD45) representa-
tive of a family of tyrosine protein phosphatase receptors. Antigens of the MHC have been 
localized to microglia ( 31–  33 ). Reactive microglia express MHC class I glycoproteins, e.g., 
HLA-ABC, Beta-2-microglobulin. MCH class II glycoprotein (e.g., HLA-DR, HLA-DP, and 
HLA-DQ) expression is increased with pathology and with a systemic injection of gamma 
interferon ( 34–  36 ); they are also expressed on endothelial cells and cells within the walls of the 
cerebral blood vessels. The multi-antigenicity of the microglia membrane has lead to the use 
of a number of antibodies for detection  (37) . However, specifi city for resting or resident 

Ramified

“Resting” microglia

Phagocytic

Figure 1 Representative staining of microglia with IBa-1 demonstrating the different morphological phenotypes.  
Cells can be seen with long thin processes under the “resting” state, highly branched processes in the ramifi ed 
state, and thickened, short, process or rounded ameoboid morphology in the phagocytic state.
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microglia is defeated by the cross reactivity to other macrophages. Thus, after much effort it 
can be stated that an antibody that binds to a resting microglia will also stain an activated 
microglia and a brain macrophage. The reverse, however, is not true in that an antibody for a 
brain macrophage will not automatically detect a reactive or activated microglia or a resting 
microglia. An example is the observation that resting microglia are vimentin negative; how-
ever, they quickly and transiently upregulate this intermediate fi lament protein as part of their 
response to injury  (38) . Other markers have included the multiarched ribonucleoprotein par-
ticles, vaults (which are enriched in microglia during development but absent in the mature 
cell), as well as the iron storage protein, ferritin, suggesting that microglia are involved in iron 
metabolism. In fact, recent work suggests that ferritin-staining pattern in microglia changes 
with aging and is associated with functional changes in the cell  (39) . Lectin histochemistry has 
been very successful in staining microglia by detecting the lectin-binding glycoproteins on the 
cell surface  (40) . 

 Amoeboid microglia in the corpus callosum have been labeled with an intraperitoneal 
injection of the fl uorescent dye, rhodamine isothiocyanate  (41) . Other labeling efforts have used 
tracer substances within neurons to label the phagocytic microglia such as carbocyanine dye, 
DiI  (42) , and Fluoro-Gold  (43) .  

  DEVELOPMENT AND DISTRIBUTION OF MICROGLIA 
 Microglia can change their morphology during development, in response to acute injury, and 
with pathological states. Microglia are highly heterogeneous within the healthy CNS. They 
comprise only 10% of the total cell population of the brain but have multiple morphological 
and possible functional profi les as infl uenced by their environment. During brain develop-
ment, the resident population of microglia changes as a function of maturation. Prior to the 
formation of the blood-brain-barrier, blood-borne monocytes are able to migrate into the brain, 
maturing into resident microglia. In the human, microglia are present as early as 13 weeks of 
gestation  (44) , and between 13 and 18 weeks of gestation there is a functional and morphologi-
cal variability in the cells  (45) . In the cortex, they display a ramifi ed morphology while, in the 
germinal matrix, they display a more amoeboid morphology. Developmentally, this is a period 
of active brain remodeling and the microglia are believed to participate in the clearance of 
apoptotic cells  (46) . A more aggressive role of microglia is seen in inducing neuronal death dur-
ing normal development in the cerebellum  (47) . With birth and during the fi rst few postpartum 
weeks, the number of nascent round and amoeboid microglia decrease and an increase is seen 
in highly ramifi ed cells bearing long, thin, branched processes ( 48  ,  49 ). In the rodent, microglia 
develop primarily after birth and mainly between postnatal days 5 to 20, the time when microglia 
staining is increasing throughout the entire CNS ( 7  ,  50 ). 

 The classical bone-marrow-derived microglial cells have a small soma with arborized or 
ramifi ed processes and reside in the brain parenchyma. Under normal conditions, these cells 
do not display macrophage-like functions and serve as resident immune cells with a very slow 
turnover rate. The developmental maturation of microglia has also been considered related to 
the developmental regulation of cytokine gene expression that occurs in a region specifi c man-
ner in the brain and infl uences normal cell maturation ( 51–  53 ). However, a pro-infl ammatory 
cytokine response to injury has also been demonstrated in the perinatal brain ( 54  ,  55 ) suggest-
ing that, even in the developmental stages, at least a subpopulation of microglia serve in a more 
mature role. 

 A very extensive examination by Lawson  (50)  showed a relatively uniform distribution of 
microglia in the adult rodent brain, (with the exception of a higher relative number of microglia 
with similar phenotype in dentate gyrus of the hippocampus, the substantia nigra, and por-
tions of the basal ganglia), with the highest number of microglia in the olfactory telencephalon. 
In addition, the cells modify their morphology and expression of cell surface antigens depend-
ing upon their environment  (50) . Ramifi ed microglia in gray matter show processes extending 
in multiple directions while, in the white matter, the cells align their cytoplasmic extensions in 
parallel, or at right angles to nerve processes. In the normal brain, microglia immunopositive 
for MHC class II or CD4 antigens are localized preferentially in the white matter ( 10  ,  56 ). In 
addition, microglia cells show a different phenotype in brain regions lacking a blood-brain-
barrier, such as the circumventricular organs  (57) , suggesting that serum proteins can have an 
infl uence on the resident microglia population. 
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 In the normal brain, “resting” microglia are ramifi ed (highly branched) with a small 
amount of perinuclear cytoplasm and a small dense and heterochromatic nucleus. These cells 
constitutively express CR3 complement receptor (which can be recognized by the OX-42 anti-
body in the rat) and bind lectins with specifi city for glactose residues. These cells are located 
outside of the vascular basement membrane; however, the cytoplasmic processes can be found 
intermingled with astrocytic foot processes in the perivascular glia limitans  (58) . Microglia 
found in the vicinity of blood vessels have been often termed perivascular microglia. These 
microglia are not perivascular cells, which are not ramifi ed but show an elongated shape and 
are not part of the parenchyma but rather are components of the vascular wall  (59) . However, 
both cell types are phagocytic and may express MHC antigens  (10) . This can often present dif-
fi culty in distinguishing between the two cell types in pathological conditions especially if 
there is damage to the vascular cell wall. 

 Thus, the brain has two indigenous sources of brain macrophages—a general term encom-
passing all phagocytic cells, including blood-derived monocytes entering the brain upon vas-
cular injury. Macrophage cells exist in various states of activation from pro-infl ammatory, 
alternatively activated, and even anti-infl ammatory. In addition, within any specifi c stage of 
the infl ammatory response, macrophages modify their phenotype  (60) . The functional changes 
of activated microglia are often accompanied by a morphological transformation leading from 
cells with thin, ramifi ed processes to cells with larger somata and shorter and coarser cytoplas-
mic processes. This can eventually progress to amoeboid cells with morphology similar to mac-
rophages. There is additional evidence to suggest that individual cells are not required to follow 
this progression but rather can immediately differentiate into amoeboid cells. In vivo, the trans-
formation of resident microglia into those with a phagocytic phenotype is strictly regulated 
and occurs in response to cell death or accumulated debris. While the morphology can be 
important in determining a response and role of the microglia, these cells can also rapidly shift 
their functional phenotype in the absence of any change in morphology. In addition, there are 
a multitude of changes that can occur including secretion of soluble products, as well as, elec-
trophysiological changes. Unfortunately, with the exception of a fully activated microglia 
showing an amoeboid morphology consistent with phagocytic activity, to date there is little 
functional information to accompany these morphological differences. However, this is begin-
ning to change with the increased awareness of microglia heterogeneity and knowledge that 
the ability to directly translate effects seen in culture systems to the in vivo state is limited. 
Characterizing the heterogeneity and temporal pattern of such changes becomes important in 
interpreting data on the nature of the microglia response.  

  MICROGLIA AGING AND SENESCENCE 
 The progressive, age-related change in the expression of MHC II antigens by microglia led to 
the assumption that microglial activation occurs with aging. The pattern of expression was 
reported to be similar to what occurs in experimental animal models of injury. However, in the 
aged brain, neuronal injury and death, which stimulate microglia activation, are not apparent 
 (61) . Further investigation showed morphological changes of microglia cytoplasmic structure 
in the aged human brain refl ective of dystrophy and senescence  (62) . Thus, while the cells 
change as a function of age, the morphological phenotype is suggestive of a decreased ability 
to mount a normal host-resistance response rather than a transformation to an activated cell. 
With an increasing focus on aged animals, such a shift is beginning to be reported. It has been 
suggested that age-related neurodegeneration might not only be due to a loss of neuroprotec-
tive properties, but also the actual loss of microglia  (63) . A recent hypothesis put forth to explain 
the phenotypic changes in aging microglia suggest that microglial senescence is triggered by an 
intracellular oxidative stress response due to enhanced intracellular accumulation of iron  (63) . 
Under this hypothesis, a prolonged oxidative stress response would lead to senescence rather 
than activation. Additional support for microglial replicative senescence in normal and patho-
logical aging comes from the report that microglial cells exhibit telomere shortening and 
decreased telomerase activity with aging  (64) . Whether this occurs with age related diseases 
remains in question however, preliminary work suggests that microglia from AD brains have 
shorter telomerases as compared to control brains  (65) . This would be in line with the proposed 
mechanism that  β -amyloid may promote microglial deterioration and accelerate senescence 
 (39) . If microglia are functionally impaired by senescence they would also show decreased 
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ability to produce neurotrophic factors, impaired phagocytosis, impaired protein clearance, 
and, thus, increased neurotoxicity ( 63  ,  66 ). As an example, hippocampal damage induced by the 
organometal, trimethyltin (TMT), in mice expressing the apolipoprotein E4 as a risk factor for 
AD, showed no difference in the microglia and associated cytokine response to injury in ado-
lescent mice. However, by eight months of age a genotype related shift was observed in that 
both the  APOE  knockout mice and the  APOE4  transgenic mice showed a muted TNF α  and 
MIP-1 α  response with neuronal injury  (67) . This was suggestive of a decreased ability to mount 
an appropriate response to injury.  

  INFILTRATING CELLS THAT INFLUENCE MICROGLIA 
 The CNS is unique in two regards to the immune system in that there is the lack of a lymphatic 
system to capture potential antigens and the presence of the blood-brain-barrier, a vascular 
endothelial system interposed between blood borne cells and the brain parenchyma sealed 
with tight junctions. Under normal condition, this blood-brain barrier prevents molecules in 
the brain extracellular space from gaining access to the vascular lumen. With a physical injury 
such as trauma or ischemia, or during an autoimmune disease, the blood brain barrier is dis-
rupted and blood-borne immune cells gain access to the brain parenchyma. The extravasating 
peripheral APCs then present brain antigens to lymphocytes. Upon activation, T cell can enter 
the CNS  (68)  regardless of their antigen specifi city but only T cells that recognize CNS antigen 
persist  (69) . It has been proposed that upon T-cells entering the brain, a series of events is initi-
ated. This process includes the activation of endothelial cells, induction of pro-infl ammatory 
cytokines, such as TNF α , IL-1, and IFN γ , and recruitment of additional lymphocytes and 
monocytes in an antigen-independent manner. With ischemia, the predominant infi ltrating 
cells are polymorphonuclear neutrophils (PMNs) that contribute to tissue damage by the 
release of oxygen radicals, proteases, and proinfl ammatory cytokines, like tumor necrosis 
factor alpha (TNF α ). While some studies had demonstrated that the prevention of PMN 
infi ltration into the injured parenchyma is neuroprotective  (70)  other studies have failed to 
demonstrate a clear cause-effect relationship  (71) . More recently, the interaction between 
microglia and PMNs in ischemia has been characterized with demonstration of the direct 
engulfment of invading neutrophil granulocytes by resident microglia, thus providing a 
signifi cant neuroprotective action  (72) . 

 While, the entry into the brain is limited and delayed as compared to peripheral tissue 
 (73) , blood-derived macrophages may enter brain tissue, react upon it, and then return to the 
circulation in the presence or absence of injury ( 74  ,  75 ) or they may differentiate to the micro-
glial morphology and remain in the brain tissue for an extended period of time. In this state 
they can persist until destroyed by senescence or prompted to move back into the circulation. 

 The inability to discriminate between the two cell types of brain macrophages limits our 
understanding of the role and impact of the resident microglia. In an attempt to discriminate 
the response of resident microglia/macrophages from those of blood-borne origin, Sedgwick 
et al.  (76)  developed a fl ow cytometry method to show that both cell types expressed CD11b 
but that infi ltrating cells express high levels of leukocyte common antigen (CD45) while the 
resident microglia express CD45 at a low level. This discrimination between the two popula-
tions was confi rmed in later studies ( 77  ,  78 ) and has lead to further understanding of the nature 
of the two cell populations. An additional approach to identify the contribution of infi ltrating 
cells is the generation of bone-marrow chimeria mice using fl uorescently tagged bone marrow 
cells for reconstitution after body radiation. Within four to six months, a full reconstitution 
will then allow one to determine the contribution of infi ltrating bone-marrow derived cells to 
an injury site. While these types of studies are very powerful with regards to the possibility of 
genetic manipulation they are complicated and require a signifi cant level of experimental con-
trol for accurate data interpretation  (79) . However, they have demonstrated that the majority 
of the models on which the fi eld has relied to examine a microglia response and neuroinfl am-
mation are compromised with an alteration in the blood-brain-barrier and the infi ltration of 
blood-borne cells. 

 The recruitment of monocytes from the blood through the blood brain barrier and their 
differentiation into a microglia phenotype could have direct implications for the etiology of 
many neurotoxic events and neurodegenerative diseases. These cells of the peripheral immune 
system provide an enriched source of cytokine and infl ammatory factors as compared to 
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 resident microglia. An impact can be driven not only from the direct infl uence of infi ltrating 
cells but also by any modifi cations of the peripheral immune cells as a result of exposure or 
disease. As in other organ systems, there are multiple contributions to, as well as outcomes 
from, an immune-mediated response in the CNS. For example, we now know that molecules 
of the systemic innate immune system are able to stimulate immune cells of the brain as well as 
directly impact neuronal populations. While the exact level of infl uence this has on the intact 
brain has not been clearly determined, the fact that the CNS is not impervious to cellular or 
soluble pathogens and immunogens from the circulation presents a different framework than 
originally held. Within this framework, one could envision that systemic modulating factors 
such as stress, immune-status, and genetic background may infl uence the normal  neuroimmune 
interactions and shift the normal response to injury.  

  FUNCTIONS OF MICROGLIA 
  Monitoring Sentinal and Scavenger 
 Rather than maintaining a “resting” state, normal microglia dynamically survey the CNS ( 80–  83 ). 
They maintain a critical relationship with other cells in the brain and are in intimate contact 
with neurons for which they serve important maintenance functions. In the brain, microglia 
play a critical role as resident immunocompetent and phagocytic cells ( 84  ,  85 ). Parenchymal 
microglia express scavenger receptors and apoptosis-recognition components. For example, 
surveillant microglia express P2Y12, a receptor for ATP and ADP, that mediates the cell’s pro-
cess extension in reaction to tissue damage  (86) . Microglia serve a critical function in scaveng-
ing and clearing unwanted proteins and material from the brain including apolipoprotein E, 
amyloid beta (A β ), Huntintin, parkin, and prion. With regards to the clearance of normal pro-
tein products in the brain, phagocytosis of amyloid beta by cultured microglia cells is depen-
dent upon the recruitment of the CD35 receptor to membrane rafts  (87) . This process is normally 
studied by examining the active phagocytosis of latex beads by microglia in culture following 
stimulation with the bacterial LPS, fungal zymozan, or alternative compounds of interest, such 
as isolated myelin proteins. Further confi rmation of this process in vivo has been provided by 
various studies that have examined the phagocytosis of fl uorescent tagged neuronal processed 
by microglia in addition to those that have identifi ed morphologically distinct characteristics of 
phagocytizing macrophages within the brain. This general approach has been employed to 
study the cellular dynamics with regards to the phagocytic process. 

 Microglia respond rapidly and play an important role during injury and infection in the 
CNS ( 88–  96 ). In the event of infection, infl ammation, trauma, ischemia, and neuronal death, 
these cells serve in a scavenger role (25,97,98). After ischemic or traumatic injury and in demy-
elinating diseases, microglia remove cellular debris by phagocytosis ( 99  ,  100 ). In each of these 
models, it is now known that the infi ltrating T-cells participate in the local response to an acute 
or chronic CNS injury, in addition to resident microglia and infi ltrating macrophages. In their 
role as phagocytic cells of the brain, microglia can facilitate the apoptosis and phagocytosis of 
infi ltrating T-cells. They do this through various signaling pathways. By eliminating the pres-
ence and signals from T-cells this then contributes to a subsequent down regulation of the 
immune activation of microglia  (101) . However, T-cells primed to react to specifi c myelin anti-
gens promote neuronal survival in animal models of nerve crush and other physical injuries 
 (102)  and have been shown to protect hippocampal neurons against chemical exposure to the 
organometal, TMT  (103) . Overall, these studies demonstrate that CNS responses previously 
considered to be the result of CNS tissue specifi c cells such as microglia may involve contribu-
tions from multiple cell types whose actions are signifi cantly infl uenced by the systemic state 
of the organism. The reader is directed to the following references for further reading on the 
infl uence of systemic infl ammation of neuroinfl ammation ( 104–  107 ).  

  Role in Synapse Remodeling 
 An additional role proposed for microglia is their contribution in synapse remodeling with an 
active participation in synapse stripping. In an interesting series of studies, microglial motility 
was examined in a model of peripheral axotomy of the facial nerve (Schiefer 1999). In brain 
slices containing the axotomized facial nucleus, microglia cells accumulated at the surface of 
the slice. These microglia remained stationary but the cell soma developed undulating pseudo-
pods of different shape and sizes that were used for phagocytosis of cell debris. Within the core 
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of the slice, single microglial cells were seen to move along the proximal parts of neuronal 
dendrites maintaining cell-to-cell contact. These studies suggested a microglia component to 
the loss of synapses of these motorneurons. Additionally, Culhein and Thams  (109)  suggested 
that microglia contribute to plasticity after lesions by similar mechanisms to those used for 
pruning of excess synapses during development. In mice lacking specifi c MHC class I determi-
nants, synaptic pruning is aberrant  (110) . Recent evidence suggests that the complement com-
ponents C1q and C3 have a role in the selective tagging of supernumerary synapses in the 
developing visual system  (111) . Similar types of defects in visual system synaptic refi nement in 
mice lacking complement components C1q or C3  (112)  as those seen in mice defi cient in MHC 
class I determinants  (110) .  

  Role in Promoting Repair 
 From the expanding number of studies on microglia functions we are beginning to appreciate 
the diverse nature of these cells within the various brain regions and their multiple responses 
to maintain their role of surveillance and rapid responder to regulate the neuronal environment 
 (113) . Considerable evidence demonstrates that microglia triggered by injured/dying neurons 
mediate a reduction of neuronal damage and induce tissue repair ( 114–  118 ). For example, we 
now know that activated microglia serve as a source of trophic and growth factors ( 119  ,  120 ). 
Brain derived neurotrophic factor, BDNF, can be released by activated microglia ( 121  ,  122 ). This 
can support the survival and sprouting of dopaminergic neurons in the striatum  (121) . Micro-
glia offer protection during excitotoxic injury ( 122  ,  123 ) and microglial supernatants protect 
dissociated neurons from excitotoxic injury  (124) . The contact of neurons with microglia in 
culture changed the phenotype of microglia from toxic to protective  (125) . Microglia produce 
insulin like growth factor (IGF-1), which has been demonstrated to have neuroprotective prop-
erties. In addition, TNF α  release induced by P2X7 receptor is neuroprotective  (126) . The graft-
ing of microglia into injured spinal cord promotes neurite outgrowth and neuronal regeneration 
 (127) . The restricted expression of 5 ′ -nucleotidase to perineural microglia, as identifi ed by the 
5N4-2 antibody suggested a function of the adhesion molecule on microglia participating in 
regeneration processes after axotomy  (128) . 

 In vivo, any neuroprotective effect of microglia is dependent upon a rapid response. It 
has been proposed that such a rapid response can occur, if the cells are activated by a controlled 
level of pro-infl ammatory T-cells and their production of interferon gamma (IFN-g)  (129) . In 
addition, the pro-infl ammatory cells would serve to recruit additional immune cells to serve in 
defense of the tissue. For example, recruitment of neuroprotective T-cells and microglial activa-
tion is associated with increased neuronal survival in an optic nerve crush injury ( 130  ,  131 ). 
These examples serve as representative of the diverse conditions in which microglia, or a microglia 
factor, are found to provide signifi cant benefi cial effects.   

  MICROGLIA IN TISSUE CULTURE 
  Activation State of Microglia 
 A large amount of the data available on functional properties of microglia has been obtained 
from cells in culture. Yet, given that these are monocyte derived cells that have phagocytic 
properties, the simple act of culturing the cells results in cells that are different from those 
within the in vivo condition. In addition to the traumatic act of culturing the cells, there are a 
number of factors that contribute to this change. For example, the preparation of primary mixed 
glial cells from which microglia are derived results in a signifi cant amount of tissue debris that 
can induce a phagocytic phenotype. The majority of the current isolation protocols rely on the 
previous methods established by McCarthy and DeVellis  (132)  as a model for the isolation of 
brain glia from post-natal day 1 to 2 pups and those of Giulian for additional purity of the indi-
vidual cell types  (133) . These procedures employ multiple series of fi ltration steps in the initial 
tissue preparation to remove excess debris. In addition, the in vitro characterization from the 
McCarthy and DeVellis  (132)  procedure focuses on a distinct sub-dissection of the cortex in an 
attempt to minimize white matter contamination. An expansion of this has been to limit cell 
isolation from only the cortex. While this would combine both white and gray matter glia it 
prevents the contamination of the deeper brain structures. The collection of microglia from the 
mixed glia preparation is conducted based upon differential adhesion of the microglia such 
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that they can be removed by vigorously shaking the culture preparation. The culture age for 
microglia collection can be critical as the cells change over time in the mixed culture. In addi-
tion, attempts to obtain additional cells by allowing the remaining mixed culture prep to incu-
bate additional days will lead to a low yield of microglia in a “second shake” and cells that can 
respond differently to stimuli as compared to the initial isolation.  

  Serum Infl uence 
 Another consideration is the serum content of the growth medium for cultured cells. In con-
trast to other macrophages, microglia are shielded from serum proteins. There is recent evidence 
that serum constituents can selectively activate microglia ( 134  ,  135 ). In addition, serum contains 
protein factors necessary for binding of LPS to its receptor CD14  (136) . While serum is critical to 
the establishment of the glial cultures, between the presence of debris and serum, the cultured 
microglia transform into a brain macrophage phenotype. As in most culture systems of immune-
cells, the endotoxin level within the serum is critical not only to the response of the cells but also 
survival of the cells. Work by Janke et al.  (137)  established an optimal range of endotoxin for the 
establishment of a microglia culture, yet maintaining a process bearing cell with very low TNF α  
mRNA and protein levels. Gebicke-Haerter et al.  (138)  reported that prolonged culturing of 
microglia in lipopolysaccharide-free media can result in process bearing cells. However, the pro-
cesses are signifi cantly less that that seen in vivo. Concern have been raised regarding the impact 
of serum and the possibility of endotoxin contamination in commercially available substances. 
For these reasons, the use of a macrophage defi ned media and confi rming that test compounds 
are endotoxin free are recommended to ensure specifi city in the microglia response.  

  Proliferation and Migration 
 Much of the information available on microglia has been obtained from culture and, while 
some of it has been confi rmed in vivo, the exact level and relevance or generality of the responses 
are not necessarily translatable from in vitro to in vivo. The observation of increased microglial 
staining at an injury site led to the assumption that the cells maintained a capacity for prolif-
eration and migration. For example, in order to be effective at the site of injury, it has been 
assumed that cell migration allows for a signifi cant increase in microglia. While there are lim-
ited in vivo studies using  3 H-thymidine or bromodeoxyuridine (BrdU) to label proliferating 
microglia, these features have primarily been demonstrated in culture. With injuries that dam-
age the blood-brain-barrier, the changes that have been attributed to microglia such as migra-
tion and proliferative capacity may be refl ective of the infi ltrating monocytes rather than the 
resident microglia. In any case, studies have identifi ed specifi c microglia mitogens including: 
macrophage colony-stimulating factor (M-CSF), granulocyte/monocyte colony-stimulating 
factor (GM-CSF), brain-derived neurotrophic factor (BDNF), neurotrophin (NT)-3, interleukin 
(IL)-1, chemokines such as CX3CL1/fractalkine, and the purinergic receptor P2X7. Proliferative 
activity can be inhibited by other signaling molecules of the immune system and growth 
factors, including transforming growth factor (TGF) β 1. Thus, the outcome depends on the 
cumulation of multiple stimulatory and regulatory actions. 

 Migration of microglia has been demonstrated in slice cultures and in acute brain slices 
(chapter 9). In these models, the cells retract their initial ramifi cations and extend new pseudopo-
dia for migration ( 139  ,  140 ). Two chamber assay systems and genetically modifi ed mice have 
demonstrated that complement factor C5a, monocyte chemoattractant protein (MCP)-1, the 
chemokine CXCL10, and epidermal growth factor (EGF) can direct the chemotaxis process ( 141–
  143 ). Some of these factors, like MCP-1 and CXCL10, are expressed in neurons ( 144  ,  145 ), with the 
corresponding CXCR3 receptor expressed on the microglia  (146) . To what degree and to what 
distance microglia migration occurs in vivo within the parenchyma has not been fully deter-
mined. While the existing data would suggest that this occurs, additional data demonstrating a 
rather dense population of microglia throughout the brain suggests that, while migration may 
occur, there are suffi cient microglia within any specifi c brain structure for an initial response.  

  Cell Surface and Secreted Factors 
 In addition to these physical features, culture systems have provided a signifi cant amount of 
information regarding cell surface expression and secreted factors. In vitro, microglia have 
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been shown to be capable of releasing several potentially cytotoxic substances, e.g., free oxygen 
intermediates, nitric oxide, proteases, arachidonic-acid derivates, excitatory amino acids, qui-
nolinic acid, prostaglandins, cytokines, and other factors that, if occurring in vivo, may contrib-
ute to the exacerbation of neurons already compromised by disease or injury. In fact, reactive 
oxygen signaling has been considered as a unifying mechanism underlying multiple forms of 
neuroinfl ammation and microglia responses. The generation of ROS, leading to the induction 
of the pro-infl ammatory product, inducible nitric oxide synthase (iNOS)  (147) , which enhances 
nitric oxide (NO) production from glial and endothelial cells. In excess concentrations, NO 
forms peroxynitrite, and, through nitrosylation of cell signaling messengers, serves in immune 
regulation  (148) . However, many of these studies have been conducted in vitro and raise the 
question of how to translate the data to the in vivo condition. In fact, several reports suggest 
that astrocytic and neuronal factors are key in determining the toxic potential of microglia or 
macrophages ( 149  ,  150 ). 

 Culture systems have also provided information of the ionic properties of microglia. 
In vivo, microglia are capable of responding to subtle changes in the microenvironment such as 
ion homeostasis. This responsiveness is possibly due to the membrane channels on microglia 
such as an inward-rectifying K+ channel ( 151  ,  152 ), as well as the presence of receptors for 
ATP ( 153  ,  154 ), calcitonin gene-related peptide (CGRP)  (155) , acetylcholine, and noradrenaline 
 (156) . Other work in culture suggests that microglia produced a signifi cantly high amount of 
glutamate  (157) . However, further studies showed that when microglia were grown in a serum-
free, glutamine-free defi ned medium the release of glutamate was minimal. Rather the addition 
of glutamine in the absence of glutamate uptake resulted in an increase in glutamate accumula-
tion with time and cell density  (158) . Under serum free conditions, a number of microglia acti-
vating agents were tested and found to not induce glutamate production. With the addition of 
only 1% serum, 100 ng/ml LPS caused a 2–3-fold accumulation. In addition, the extensive work 
from Giulian et al. to identify the major neurotoxic component of microglia from brains 
subjected to trauma or ischemia did not identify glutamate as a neurotoxic factor  (159) .  

  Microglia Cytokine Expression and Regulation 
 One signifi cant contribution from the in vitro studies was the observation that microglia secrete 
a number of cytokines such as interleukin 1 (IL-1)  (160) , interleukin 6 (IL-6)  (161) , and tumor 
necrosis factor (TNF)  (162) . They have also shown that microglia are responsive to growth fac-
tors such as granulocyte-macrophage colony stimulating factor (GM-CSF) and colony stimulat-
ing factor (CSF-1) ( 163  ,  164 ). Microglia are capable of exhibiting a M1 proinfl ammatory 
phenotype as occurs following activation with lipopolysacharide (LPS), characterized by the 
secretion of proinfl ammatory cytokines, nitric oxide, and superoxide. They can also exhibit a 
M2 anti-infl ammatory phenotype as occurs with interleukin (IL)-4, characterized by the secre-
tion of neurotrophic factors such as insulin like growth factor-1 (IGF-1) and IL-10  (165) . Balance 
between activation and suppression of immune cells is critical in the host response against 
insult and prolonged injury. Excessive or prolonged activation may result in hypersensitivity 
resulting in a more severe response to subsequent injury. In many cases, the level of production 
induced from primed cells is at a much greater level than that which would have been induced 
directly. 

 The role of the microglial cell as the immune cell of the brain requires a slight discussion 
of some of the related characteristics and regulatory factors that require consideration in deter-
mining the nature of the cytokine response. While both in vitro and in vivo studies have dem-
onstrated microglia as a primary cell type expressing the pro-infl ammatory cytokines, the 
translation of fi ndings with regards to induction or with regards to impact upon the brain 
requires that the entire system be considered and if possible examined. For example, cytokines 
can induce or modulate a broad spectrum of cellular responses including cell adhesion, migra-
tion, survival, differentiation, replication, secretory function, and cell death. In the same cell, 
a cytokine can either induce death or promote survival or proliferation dependent upon the 
function of the context in which it acts. Cell death can be actively triggered by a 
cytokine ( 166–  168 ) as a physiologically necessary role during development, differentiation, 
and in many host defense responses to injury and subsequent repair. However, the cytokine 
can be providing a critical survival factor thus, its absence can result in cell death at a specifi c 
point in the cell cycle. 
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 To understand the impact of a cytokine response, the basal level and regulatory mecha-
nisms need to be considered. Under normal homeostatic conditions, the majority of cytokines 
are either not expressed or, if they are, are expressed at only low levels. In the early phase, host 
defense responses to injury are triggered by microbial antigens, extracellular matrix antigens, 
or by activation products or preformed components of humoral defense systems. This process 
consists of cell recruitment and the induction of those cytokines that contribute to activation of 
proinfl ammatory, immunostimulatory, and catabolic responses. The onset of infl ammation is 
often characterized by the release of pro-infl ammatory cytokines, e.g., TNF, IL-1, as well as adhe-
sion molecules. The rapid increase in cytokine expression following injury requires an active 
process involving transcription, posttranscription, translation, and the conversion of latent pre-
cursors to biologically actives forms. Cytokine mRNA transcripts have a short half life of 10 to 
30 minutes, thus, cytokines are rapidly translated and secreted into the extracellular space pro-
ducing a burst of cytokine release. Some cytokines are secreted upon complete intracellular 
processing while others, at one stage, are stored intracellularly and additional stimuli are 
required to trigger secretion. For example, transcription without translation can be observed 
for IL-1 following the adherence of blood monocytes to surfaces or exposure to calcium iono-
phore. In these cases, the level of steady state mRNA levels for IL-1 β  are comparable with those 
following induction by endotoxin however, there is no translation into protein. The half-life of 
the mRNA is unchanged suggesting that the failure of translation is not due to increased 
destruction of the message  (169) . Alternatively, the system may effectively regulate the down-
stream effects of IL-1 by the induction of IL-1 receptor antagonist (IL-1RA) to bind the protein 
and prevent receptor activation. Cells that contain IL-1 mRNA are considered “primed” and 
small amounts of other stimuli rapidly trigger translation. It is possible that, in certain models, 
initial brain injury and a response of microglia could increase the transcription of pro- 
infl ammatory cytokines resulting in a “primed” system. The basal level of the system would 
then be altered and primed cells would over respond upon subsequent stimulation. 

 Cytokines regulate the expression of cytokine receptors that, in soluble form, are involved 
in the modulation of cytokine activity. For induction, the extracellular stimuli binds to a specifi c 
cell surface receptor to activate intracellular signals, protein kinases, or phosphatases that regu-
late the activity of DNA binding proteins. These then recognize specifi c binding motifs in 
cytokine genes, such as binding sites for the transcription factors, AP-1, NF-kB, CREB, SP-1, 
and IRF-1. In general, protein binding to several of these sites is required for high level of 
cytokine gene expression. It is also possible that, while activated forms of transcription factors 
may be required for maximal expression of cytokine gene transcription, they may not be a 
critical regulatory step. Once transcription is successful it does not necessarily equate to protein 
synthesis. For several of the cytokines, translational regulation is an important regulator of 
expression. Cytokines can be either membrane-associated or secreted. While some cytokines 
are secreted upon complete intracellular processing, others are stored intracellularly and addi-
tional stimuli are required to trigger secretion. When secreted from the cell, most cytokines are 
biologically active. However, some (e.g., TNF and TGF β ) are secreted in a biologically inactive 
or latent form and require further extracellular processing by proteases to be biologically 
active. 

 Many of these secreted factors infl uence the system in both an autocrine and paracrine 
fashion. For example, IL-1 and TNF are pleiotrophic and trigger general responses that are not 
specifi c for the initiating stimulus or antigen. They stimulate a set of chemotactic factors whose 
primary function is to promote recruitment of infl ammatory cells. In addition to the activation 
of local glia and often the recruitment of blood-borne leukocytes, local synthesis of infl ammatory-
related cytokines, (e.g., IL-1 and TNF α ) elicits a wide range of effects including, cell adhesion, 
migration, survival, differentiation, replication, secretory function, and cell death. For IL-1 and 
TNF α , these effects are mediated primarily by IL-1 type I receptor (IL-1R1) and TNFR1 (p55) or 
2 (p75), respectively. IL-6 and other members of this family—oncostatin M (OSM), leukemia 
inhibitory factor (LIF), IL-11, and ciliary neurotrophic factor (CNTF)—are induced by IL-1 and 
TNF and protect against the pro-infl ammatory and catabolic effects. 

 While a pathophysiological role for IL-1 as part of the infl ammatory process in the brain 
has been established, exactly how the signaling process may contribute to neuronal death and 
protection is still unclear. However, data support its role as a key mediator of infl ammation and 
neuronal death in acute brain injuries, such as stroke and trauma  (170) . Microglia functions 
related to an innate immune response are associated with TNF signaling and its regulation of 
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both infl ammation and apoptosis. TNF is a multipotent, infl ammatory cytokine that can induce 
apoptosis via activation of receptors containing a homologous cytoplasmic sequence identify-
ing an intracellular death domain. This includes TNFR1 and CD95 (APO-1/Fas) with their 
corresponding death ligands, TNF and the structurally related type II transmembrane protein, 
FasL. The release of TNF α  and FasL shedding by microglia are implicated in neurotoxicity 
 (171) . Signaling by TNF is dependent upon constitutive and induced target cell expression of 
TNF receptors (TNFRs), a 55 kDa type-1 receptor (TNFp55R), and a 75 kDa type-2 receptor 
(TNFp75R)  (172) . Membrane receptor mechanisms of apoptosis are implicated in neuronal 
death involving downstream intracellular death-signaling complexes, e.g., AP-1, NF-kB, and 
caspases. However, the soluble form of TNFR1 can serve in a protective fashion by binding of 
TNF and preventing further receptor signaling. Signal transduction through the death recep-
tors can induce apoptosis via activation of caspases. TNFR1 is thought to bind to the TNFR1-
associated death domain protein, TRADD  (173) . Following membrane activation, internalized 
TNFR1 (TNF receptosomes) rapidly recruits TRADD  (174)  that can interact directly with 
FADD ( 173–  175 ). Binding to the adaptor proteins forms a death inducing signaling com-
plex allowing for caspase-8 recruitment and activation to initiate apoptosis. This in turn acti-
vates downstream effector caspases ( 173  ,  174 ). Upon activation of caspases, a signaling process 
is initiated within the cell. While this process can be modifi ed, the activation of caspase 3 is 
considered a fi nal step in the commitment to cell death and a key mediator of neuronal death. 
It has been proposed that TNFR1 activation provides a molecular mechanism for the rapid 
apoptosis of injured or sick neurons through a caspase 3-mediated pathway  (176) . The tissue 
distribution of the receptor and the differentiation state of the target cell infl uence the cellular 
response to cytokines. Although neither TNF α  nor IL-1ß has been demonstrated to cause 
neuronal death in healthy brain tissue or normal neurons  (177)  and normal cellular architecture 
is maintained in mice defi cient in pro-infl ammatory cytokines or receptors, this mechanism 
supports the hypothesis that localized pro-infl ammatory cytokine activation could initiate 
neuronal death. Increases in TNF α  and IL-1ß have been observed prior to neuronal death and, 
as mentioned, recent studies suggest that, indeed, the activation of immune factors such as 
TNF can participate in causation of neuronal death. Recent studies examining cell death and 
survival following an ischemic insult  (178)  or induced by a systemic injection of TMT  (179)  suggest 
that the level of TNF α  produced by microglia at a specifi c site and the neuronal expression pattern 
of TNF receptors can be determining factors for neuronal death or survival in an infl ammatory 
environment. 

  Cytokine Inhibition 
 Inhibition of cytokine expression represents an important regulatory mechanism by which dif-
ferentiation of cellular responses and potentially detrimental cytokine activities are controlled. 
In order to counter pro-infl ammatory signaling pathways, cells utilize multiple mechanisms 
including concurrent production of anti-infl ammatory factors. There are a number of endoge-
nous molecules and mechanisms that inhibit cytokine systems or action. TGF β , IL-4, 
IL-10 ( 180–  184 ), and IL-13  (185)  are the best-characterized inhibitors of cytokine production. 
Other anti-infl ammatory cellular processes include the activation of protein kinase A to hinder 
the expression of iNOS .  Furthermore, upon exposure to pro-infl ammatory cytokines, cells rap-
idly upregulate their normally low levels of a family of proteins called suppressors of cytokine 
signaling (SOCS)  (186) . These signaling molecules can negatively regulate the response of 
immune cells, either by inhibiting the activity of JAK or by competing with signaling molecules 
for binding to the phosphorylated receptor. Data suggests that the up-regulation of SOCS 
represents a step towards suppressing glial infl ammation via negative regulation of the JAK-STAT 
pathway  (187) . Inhibition also occurs with cytokine-induced iNOS expression. Both rapid 
transcription of SOCS 1 and 3, as well as the phosphorylation of SHP2, down-regulate the 
JAK-STAT pathway. This leads to the suppression of infl ammatory responses  (187) . Specifi c 
anti-infl ammatory cytokines in the CNS such as IL-10, IL-13, and IL-4 down-regulate the 
infl ammatory process by stimulating biosynthesis of pro-infl ammatory cytokine inhibitors, 
such as soluble receptors  (188) . They also intercept signals that are generated by pro-infl ammatory 
cytokine, receptor-ligand complexes. 

 TGF β  can inhibit IL-1 or LPS-induced TNF or IL-6 synthesis in monocytes, though 
stimulatory or bifunctional effects of TGF β  on cytokine synthesis can occur in other cell 
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types. IL-4 is a potent inhibitor of monocyte activation and interferes with IL-1, TNF, IL-6, 
and IL-8 production. IL-10 inhibits IFN γ  production by T lymphocytes and cytokine pro-
duction by monocytes leading to a down-regulation of the infl ammatory response. The 
induction of IL-6 by TNF α  and IL-1 α   (189)  can produce a number of responses including anti-
infl ammatory responses to modulate TNF α  and IL-1 α  ( 190  ,  191 ). The receptor antagonist, 
IL-1ra is present in both peripheral and brain tissue and upon induction it inhibits many 
of the central actions of IL-1. Cytokines themselves can have opposing actions in the brain. 
For example IL-4, IL-10, and TGF β  can downregulate induction of IL-1 and stimulate IL-1ra 
synthesis ( 192  ,  193 ). 

 The natural course of an acute injury response or chronic infl ammatory diseases is the 
result of the balance between cytokines that activate versus those that deactivate immune and 
infl ammatory responses. Both are simultaneously activated and their balance is a manifestation 
of the multiple factors that are responsible for etiology and pathogenesis.    

  MICROGLIA RESPONSES IN INJURY AND DISEASE MODELS 
 Microglia are tuned to detect disturbances in their microenvironment and thus, are often 
referred to as sensors of pathology  (194) . It has been suggested that microglial responses are 
tailored in regional and insult-specifi c manners  (195)  and that they are dictated by the nature of 
the stimulus, the receptor repertoire engaged, and the prior state of the cell at the time of stim-
ulus  (196) . While microglia are not solely responsible for the infl ammatory or immune medi-
ated responses in the brain, they are poised to be able to rapidly respond to environmental 
changes. The capability of microglia to rapidly sense homeostatic disturbances and recognize 
danger signals triggering a transformation from a “naïve” state (resting) into an activated state 
represents a signifi cant defense mechanism for the nervous system. The presence of activated 
microglia localized to regions of brain injury was initially considered as a sign of pathology 
and, as such, considered for use as a sensitive marker to identify injury sites predestined for 
imminent tissue destruction. 

 The detection of activated microglia within injured brain regions and in post-mortem 
tissue from patients with various neurodegenerative diseases, has led to the initial assumption 
that all reactive microglia would contribute to an adverse and degenerative process. This makes 
the assumption that a brain resident microglial cell transforms into an aggressive effector cell 
and that, in this mode, it can attack healthy neurons either physically, as by phagocytosis, or via 
secreted factors. However, rather than this form of transformation, microglia seem to alter their 
morphology dependent upon the specifi c task at hand. Such resident immune responders may 
be benefi cial in the healing phases of CNS injury by actively monitoring and controlling the 
extracellular environment, walling off areas of the CNS from non-CNS tissue, and removing 
dead, damaged, or dysfunctional cells. A strong microglia reaction occurs at the primary site of 
injured often temporally and spatially progressing to recruit responses in areas that are projec-
tion sites to and from the area of damage. While anterograde and retrograde degeneration of 
neuronal projections most likely causes a microglial reaction in the fi rst-order projection areas, 
other mechanisms likely drive the microglia response in more distant and remote areas. For 
example, neuronal excitability, either direct or following removal of an inhibitory signal, can 
stimulate microglia due to changes in ionic balance. 

 The hematopoietic lineage of microglia ensures that they respond to antigens and acquire 
a phagocytic phenotype, especially in culture. The earlier studies developing the hypothesis 
that microglia secreted neutoxic factors were based upon culture studies where media from 
stimulated isolated microglia was placed on isolated neuronal cultures resulting in cell death. 
These observations served to foster the idea of a “bystander lysis” effect of microglia in pro-
gressive neurodegeneration. However, similar studies have also shown that microglia can 
secrete factors that serve to protect neurons from degeneration. Thus, to take this to the in vivo 
environment one must consider than any immune/infl ammatory process is not driven by or 
the result of any one cell type but rather a complex interaction between cells. In addition, this 
interaction is often not only between resident cells of the nervous system but, depending upon 
the disease or injury, can involve multiple cell types infi ltrating from the periphery. Thus, iden-
tifying reactive or activated microglia in proximity to injured tissue does not automatically 
imply a causal relationship with the pathology. The cellular pattern can just as easily represent 
the clearance and healing process. 
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  Acute Injury 
 The complex interdependency of neuronal injury and glial activation makes it diffi cult to dis-
tinguish between an initiating, prerequisite activation versus a compensatory, functional 
response of the glia. In an acute injury, there are multiple stages of degeneration. There is the 
cell death that occurs in the primary injury site, the secondary degeneration of neurons in close 
proximity, and degeneration/response of neurons in the projection sites. Such models are of 
interest for microglia biologists in that the major class of cells that populate the site of injury are 
microglia. With acute or short-term injury models, the possibility of determining the individual 
cellular contributions and relevant processes is signifi cantly increased .

 Experimentally, a stab wound injury to the cortex of the brain has been used as a model 
for examining a glial response to injury. The cellular response is primarily limited to the nee-
dle tract and the surrounding parenchyma. With a slightly deeper penetration to include the 
corpus callosum, responses along the myelinated tracts can be observed. The nature of the 
injury involves recruitment of blood-borne cells to the reaction including leukocytes, granulo-
cytes, and monocytes  (89) . Within the lesion itself, round hematogenous macrophages are 
primarily found. At the edge of the lesion, process-bearing, hypertrophic intrinsic microglia 
are observed. This initial response occurs within the fi rst 10 hrs or so, peaks between days 2 
and 3, then declines until approximately 10 days post-injury  (89) . At the peak time of response 
(day 2), IL-1 is elevated and may stimulate the astrocyte response to wall-off the injury site. 
Both IL-6 and TGF β 1 are elevated in the lesion site ( 197  ,  198 ). At about fi ve-days post-injury, 
the hypertrophied microglia express MHC class II and the CD4 antigen  (199) . Activated cells 
can show an upregulation of complement type 3 receptor (CR3) and lectin binding proteins 
 (200) . Several studies demonstrate that, under acute injury conditions, microglia can be 
destructive or protective ( 200–  202 ). Activation of the adaptive immune response evoked by 
injury, and the CD4+ T-cells infl uence the microglial phenotype and effects on neurons. A 
controlled T-cell response can change the profi le of molecules released by microglia  (203) . 
With activation following acute injury, microglia express pro-infl ammatory mediators and 
display a phagocytic phenotype. Interactions with T-cells will result in fewer neurotoxic 
factors produced and an increase in anti-infl ammatory and growth mediators. In addition, 
microglia that were activated by T-cells reverse the glutamate transporters resulting in a 
 buffering rather than a release of glutamine ( 202  ,  204 ). 

 Over the years concern has been raised with regards to the impact that serum components 
may have on microglia as well as the differential impact of resident versus infi ltrating mac-
rophages. The majority of animal models used to address the response and contribution of 
microglia are compromised by the fact that, in the nature of the insult, changes occur in the vas-
culature and the blood brain barrier loses some of its protective function. For example, models 
of ischemia, head trauma, and physical injury all physically compromise the blood brain barrier 
(BBB). In addition, models using kainic acid or MPTP also result in damage to the BBB. Thus, an 
approach of using nerve transection models of deafferentation lesions has been employed. Two 
different models have been predominantly employed. One is the transection of the enthorinal 
cortex from the hippocampus  (205) . The other model is the transection of the facial motor 
nerve ( 206–  208 ). This allows for the actual transection of the cranial nerve outside of the CNS, 
yet, with dying back retrograde degeneration, the motor neurons die. These models have started 
to provide signifi cant information regarding both the response of the resident microglia, the 
contribution from infi ltrating macrophages, and the infl uence of infi ltrating T-cells.  

  Microglia in Chronic Degenerative Disease 
  Alzheimer’s Disease 
 As early as 1927, Bolsi reported argentophilic reactive cells surrounding senile plaques in human 
brain tissue  (209) . Identifi cation of the cellular type occurred when reactive microglia immuno-
positive for the histocompatibility marker (HLA-DR) were described within the corona of senile 
plaques  (210) . While infl ammation is not a hallmark of AD, recent data suggests that both A β  
deposition and neurofi brillary tangles activate a potentially pathological innate immune 
response ( 211  ,  212 ). Microglia are considered key players in AD ( 213–  215 ). Infl ammation has 
been associated in the brains of AD patients with abnormal levels of cytokines such as IL-1 β , 
IL-6, and TGF β . In post-mortem brain tissue of AD patients, an atypical infl ammation occurs 
with both activation of the resident microglia  (216)  and infi ltrating monocytes  (217) . These cells 
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surround dense-core amyloid- β 1-40/42 plaques  (218)  and show increased expression of cell-
surface antigens. One of the earliest examinations of the possible contribution of microglia in AD 
was in the report of Griffi n et al.  (219)  showing that microglia surrounding amyloid plaques 
produce interleukin-1. In animal models of AD, microglia are a major component of the amyloid 
plaques ( 220–  222 ). However, while they are components of the dense cored plaques they are not 
associated with the diffuse plaques. One hypothesis has been put forth based upon the proxim-
ity of the two structures is that microglia potentiate the toxicity of Aß peptide  (223) . In the AD 
brain, microglia are in contact with plaques yet, they are not stimulated to phagocytize and 
effect clearance. While the actual mechanism is not known, the alterations in the normal ability 
of microglia to effi ciently clear ß-amyloid (Aß) 42   (214)  may also be a major contributor to 
Alzheimer’s disease (AD). This may be due to a senescence process in microglia, an overload of 
the cell, or to an altered cell signaling. Clearance of debris is facilitated by the expression of 
highly conserved pattern recognition receptors (PRRs). On microglia, these include the comple-
ment receptors ( 224  ,  225 ), Toll-like receptors, and scavenger receptors ( 226  ,  227 ). TLR2 in micro-
glia can act like a natural innate immune response to clear amyloid beta  (228) . Aberrant proteins 
and peptides can trigger the activation of the complement cascade leading to a local infl amma-
tory response leading to the phagocytosis of excess material. For example, complement compo-
nent 1q (C1q) co-localizes with amyloid deposits and triggers the complement cascade  (229) . 
Complement proteins are induced and associated with A β  plaques in brains of AD patients and 
in AD animal models ( 230–  232 ). Complement activation can lead to both detrimental, such as 
cell lysis ( 233  ,  234 ), and benefi cial effects, such as C1qb and C3b promoting clearance of cellular 
debris and enhance cell survival ( 232  ,  235 ). It is the balance of the two that determines the fi nal 
outcome  (236) . Immune cells are the primary source for complement proteins however in the 
brain, microglia, astrocytes, as well as, neurons can produce complement proteins upon stimula-
tion ( 237  ,  238 ). Data obtained from cultured microglia suggest that activation of the complement 
system can lead to increased phagocytosis of A β   (239) . While the phagocytic activation serves in 
a benefi cial manner to eliminate aggregated and toxic proteins from the brain, it has been 
proposed that an extended activation or dysregulation of this system can lead to an adverse 
environment and subsequent toxicity to surrounding cells. A recent study using the Tg-SwDI 
mice as a model for AD, demonstrated that activated microglia localized around microvascular 
amyloid deposits increased synthesis of native complement proteins C1q, C3, and C4  (240) . In 
transgenic mouse models of AD, less neuropathology is demonstrated in the absence of C1q 
 (233) ; however, inhibition of complement activation diminishes microglial activity, increases 
amyloid load, and enhances neuronal degeneration  (232) .  

  Parkinson Disease 
 In Parkinson disease (PD), the nigrostriatal pathway, dopaminergic, and non-dopaminergic 
neurons are compromised contributing to the motor related symptoms. A number of mecha-
nisms have been proposed for the death of dopamine-containing neurons in the substantia 
nigra (SN) pars compacta. Multiple mechanisms of neuronal death have been proposed includ-
ing mitochondrial dysfunction, oxidative stress, and the impairment of protein degradation 
 (241) . The detection of elevated levels of pro-infl ammatory cytokines and evidence of oxidative 
stress-mediated damage in postmortem PD brains gave rise to the hypothesis of a microglia 
involvement. However, the loss of neurons is accompanied by infl ammatory changes in micro-
glia and the infi ltration of T-lymphocytes. Early work demonstrated the presence of cytotoxic 
T-cells in the SN of a patient with PD  (242)  and an increased density in IFN γ + cells in the brains 
of PD patients  (243) . These observations suggested a role for the cellular arm of the adaptive 
immune system. 

 These cells have also been seen in the 1-methyl-4-phenyl-1,2,3,6-tetrahydropyridine 
(MPTP)-induced model of dopaminergic neuronal death  (244) . A direct injection of MPTP pro-
duced an increase in cells expressing the proliferating cell nuclear antigen (PCNA) and the 
myeloid marker, CD11b+ suggesting that infi ltrated macrophages and/or resident microglial 
cells multiply at the injury site. This response preceded astrogliosis and the appearance of 
CD4+ T-cells suggesting a recruitment role for the glia response. Of additional interest, is that 
MPTP induced a widespread and transitory serum protein leakage in the brain prior to the cell 
type and region-specifi c leukocyte extravasation process. Using two different strains of immu-
nodefi cient mice lacking mature T lymphocytes ( Tcrb–/–  and  Rag1–/–  mice), dopaminergic cell 
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injury was reduced following administration of MPTP. Further work demonstrated that CD4+ 
T-cells were the population of T-cells mediating the cytotoxicity of MPTP. In addition, these 
cells require the expression of a functional proapoptotic FasL but not the infl ammatory cytokine 
IFN- γ   (245) . The infi ltration of CD4+/FasL+ T-cells could activate microglia to secrete pro-
infl ammatory cytokines  (246) . While, these studies suggest that CD4+T-cells mediate cytotoxic-
ity possibly via the activation of microglia cells to release free radicals and proinfl ammatory 
cytokines, the recent description of an IL-17 secreting Th17 lymphocyte suggested an alterna-
tive cellular source for proinfl ammatory cytokines. These cells mediate infl ammation by stimu-
lating the production of infl ammatory cytokines such as TNF α , IL-1B, and IL-6  (247)  and 
infl uence CD4+ T-cell-induced cytotoxicity. One could envision that with progressive changes 
in the neuron, a microglia response to  α -synuclein can occur, that may recruit CD4+ T-cells, 
 leading to an induction of pro-infl ammatory cytokines and nitric oxide secretion by microglia 
alternatively, or in conjunction with the infi ltration of TH17 lymphocytes. 

 The SN, along with the dentate gyrus, is rich in microglia cells under normal conditions 
 (50) . In addition, dopaminergic neurons in the SN have reduced levels of the intracellular thiols 
rendering them vulnerable to oxidative stress insults ( 248–  250 ). This combination has lead to 
the hypothesis that microglia activation can have a direct effect on dopaminergic neurons lead-
ing to cell death. When a progressive model of Parkinson’s disease was examined with refer-
ence to the adverse impact of microglial activation and infl ammation on damage to 
dopaminergic neurons, Wright and colleagues  (251)  clearly demonstrated in vivo that, while 
the immunosuppressant drug, tacrolimus (FK506), reduced the initial stage of neuronal death 
in the SN, it did not alter the morphological response of microglia.    

  MICROGLIA IN CHEMICAL-INDUCED NEUROTOXICITY 
 Research efforts in neuroinfl ammation and neuroimmunology have signifi cantly expanded 
over the last decade. Quite a bit of this work has been directed toward understanding the 
mechanisms involved in immune signaling and the contribution of infl ammation to neuronal 
and white matter degradation with autoimmune diseases, e.g., multiple sclerosis, human 
immunodefi ciency virus, or brain infections. More recently, consideration has been directed 
toward the possible role of such responses in the neurotoxicity of pharmacological and envi-
ronmental agents. While there is a signifi cant amount of interest in the microglial response and 
contribution to neuronal dysfunction, there is surprisingly little work actually conducted 
within the area of environmental neurotoxicology. This may be due to the evolving nature of 
the fi eld, the rapidly moving pace of the basic science of microglia cells, and the questions 
raised with regards to translation of fi ndings obtained in isolated microglia cells to the responses 
observed in vivo .  

 In regards to neurotoxicology of environmental agents, this is a newly evolving fi eld and 
quite often the studies are based on a limited number of endpoints, neuropathology inclusive of 
a microglia response, or the generation of oxidative stress by-products and pro-infl ammatory 
cytokines, and quite often generated in an isolated in vitro system. Many of the initial studies 
initiated in chemical-induced brain injury over a decade ago were focused on establishing that 
a host response and pro-infl ammatory cytokine response would occur in the brain. Consistent 
with the heterogeneity of responses of microglia, the continuation and expansion of these stud-
ies also identifi ed unique differences in the microglia responses suggesting a combination of 
neurotoxic and neuroprotective actions. Some of the initial work has focused on heavy metals 
such as mercury and inorganic lead that are well known to have neurotoxic properties and 
induce an alteration in the systemic immune system. Some of the initial work on mercury dem-
onstrated a transient increase in microglia in the neuropil following acute exposure of adult 
rats  (252) . Mercury deposits were demonstrated in microglia and, with additional studies in 
non-human primates  (253) , the accumulation in astrocytes and microglia was suggested to 
identify a primary location for the demethylation of mercury. Further work to determine if the 
mercury-induced activation of microglia was involved in neuronal apoptosis showed no rela-
tionship. With exposure to low levels of mercury, a neuroprotective effect was observed as a 
result of the microglial reactivity and the induction and release of IL-6 from astrocytes ( 254  ,  255 ). 
More recent work  (256)  utilizing a continuous (10–50 days) application of the heavy metals, 
lead and mercury, to aggregating brain-cell cultures demonstrated an increase in amyloid pre-
cursor protein with lead and the formation of insoluble Aß by mercury. In each case, a microglia 
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response was observed that would be consistent with normal phagocytic activity of these two 
classic stimuli. A signifi cant amount of research has examined the role of microglia in neurotox-
icity produced by the organometal, TMT ( 257–  270 ). These studies have varied from identifying 
microglia as a sensitive marker for the neurotoxicity to efforts to identify the mechanism of cells 
death, and the use of the model system to test compounds for neuroprotective actions. Interest-
ingly, this injury model has provided some of the fi rst evidence that the induction of TNF α  by 
microglia may directly contribute to the neuropathology (179,265–267). Work examining the 
osteopetrotic mouse defi cient in (CSF-1) and accordingly severely defi cient in macrophages 
and microglia, demonstrated that the physical presence of microglia was not the deciding 
factor in TMT-induced toxicity but that rather the signifi cant overproduction of TNF α  was the 
major contributing factor  (265) . Additional in vivo work continues to demonstrate heterogeneity 
of the microglia response, even within targeted brain structures and individual classes of chem-
ical or drug-induced injuries, continuing to demonstrate heterogeneity of microglia responses 
 (179) . Thus, there is a body of literature for assessment of neurotoxicity of environmental 
agents that, to date supports the diversity and heterogeneity of the microglia and neuroimmune 
or neuroinfl ammatory response. 

 Recent interest in environmental exposure and infl ammation in brain tissue has arisen 
from in vivo and in vitro studies showing that nearly all of the proposed etiologies for Parkinson’s 
disease, including bacteria, viruses, pesticides, drug contaminants, and head trauma, are 
known to produce an infl ammatory response. However, a mechanism by which microglia 
would specifi cally target healthy dopamine neurons remain un-identifi ed  (271) . Speculation of 
a role for TNF and microglia activation has been proposed in the acute MPTP model of dop-
aminergic neuronal loss  (272) . These studies have gained interest due to the linkage between 
oxidative stress, microglia, and susceptibility of dopaminergic neurons. In addition, the struc-
tural similarity of rotenone to MPTP and the loss of dopaminergic neurons with exposure sug-
gest a possible link between early chemical exposure and loss of dopamine neurons. 
Susceptibility to rotenone was increased in dopamine neurons from parkin defi cient mice and 
this could be reduced by minocycline  (273) ; however, minocycline enhances MPTP toxicity to 
dopaminergic neurons  (274) . Further work examining the effects of microglia showed that 
iptakalim alleviates rotenone-induced degeneration of dopaminergic neurons by inhibition of 
the microglia response  (275) . Paraquat/maneb can activate microglia  (276)  and Purisai et al. 
suggested that the activation of microglia represented a priming event contributing to dop-
aminergic neuronal degeneration following paraquat  (277) . Some of the initial work in 
neuroimmunotoxicology was conducted by McCann et al.  (278)  looking at the production of 
reactive oxygen species by microglia following exposure to the organochlorinated pesticide, 
dieldrin. More recent work demonstrated that exposure to polychlorinated biphenyls induces 
a systemic infl ammatory response in mice with an associated reduction in striatal dopamine 
related proteins, potentially related to IL-6 expression  (279) . It has more recently been shown 
that microglia express functional ryanodine receptors that may contribute to the diverse effects 
of these cells with regards to chemical neurotoxicity  (280).  

 An induction of microglia in the deep brainstem was noted following acute inhalation of 
carbon monoxide. This increase in process bearing microglia occurred in the absence of neu-
ronal death  (281) . In vitro studies have suggested that microglia can directly cause the death of 
dopaminergic neurons following exposure to nanometer size diesel exhaust particles  (282) . 
Given the phagocytic nature of microglia one would speculate that any exposure to a physical 
particle could initiate this response for clearance and that the resulting products could be toxic 
to dopamine neurons. The limitation for many of these studies is the fact that microglia are 
activated with the induction of neuronal death. Thus, any conclusion based upon the presence 
of microglia with neuronal death, or the absence of microglia with no neuronal death are limited 
with regards to determining causative factors derived from the microglia  

  MICROGLIA AND INJURY INDUCED NEUROGENESIS 
 The complex process of infl ammation can augment or suppress the generation of new neurons 
after injury. One diffi culty in interpreting experimental fi ndings is the fact that the level of neu-
rogenesis induced is dependent upon the severity of the injury. Thus, any modulation of the 
initial injury will signifi cantly infl uence the associated microglia response and the induction of 
neurogenesis. Infl ammation mediated varying effects on neurogenesis ( 283–  285 ). Initial work 
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suggested that infl ammation is detrimental for neurogenesis ( 286  ,  287 ). However, more recent 
work suggests that immune cells contribute to the maintenance of neurogenesis ( 288  ,  289 ). The 
delivery of non-steroid anti-infl ammatory drugs prevented the impairment of neurogenesis 
following either irradiation or injection of bacterial LPS  (287) . This was taken to imply that 
infl ammation suppressed the neurogenic response in the adult brain. As an alternative 
approach, Ekdahl et al. ( 285  ,  286 ) used minocycline to block microglia activation and also 
showed an attenuation of the impairment of neurogenesis following LPS. Minocycline is a 
second-generation, semi-synthetic tetracycline analog that can easily penetrate the blood-brain 
barrier. While it does block microglia activation, it also has a direct effect to block caspase medi-
ated apoptosis and thus, given the relationship between neuronal death, microglia activation, 
and induction of adult neurogenesis, a direct causative role for microglia cannot be concluded. 
In addition, it has been demonstrated that neurogenesis occurs within an infl ammatory envi-
ronment created by the death of dentate granule neurons by trimethyltin ( 290–  292 ) and that 
microglia proliferation precedes neurogenesis following alcohol abstinence  (293) . 

 Within a culture environment, mouse microglia release soluble factors that are capable 
of supporting prolonged neurogenesis and direct migration of neural stem/precursor 
cells ( 294  ,  295 ). These factors also promote the differentiation of neural stem cells to a neuronal 
lineage  (294) . Recent studies examining microglia within the subgranular zone of the hip-
pocampus suggest that insulin-like growth factor-1 (IGF-1) produced by microglia may serve 
as such a neurotrophic factor  (296) . These data suggest that microglia promote CNS lesion 
repair by promoting the neural stem/progenitor cells. When this process was examined in 
transgenic mice expression mutant forms of human presenilin-1 (PS1) the normal induction of 
hippocampal neurogenesis by environmental enrichment was not observed. When the cells 
were isolated from the hippocampus of these mice, proliferation and differentiation were 
equivalent to that seen in the wildtype mice. However, microglia from mice expressing mutant 
PS1 were co-cultured with wild-type neural stem/progenitor cells the proliferation and neu-
ronal differentiation process was impaired. Further studies demonstrated that these effects 
were due to microglial-derived secreted factors  (297) . It has been suggested that the outcome is 
dependent upon the means by which the microglia, macrophages, and/or astrocytes are activated 
and the duration of the infl ammatory response  (298) .  

  SUMMARY 
 This plethora of responses is representative of the dichotomy of microglia reactivity in promot-
ing neuronal survival or degeneration. However, to understand the impact and contribution of 
infl ammation in the brain one needs to understanding the diverse nature of the responses, the 
potential contribution of infi ltrating cells, the development and aging of resident immune cells, 
and the multitude of endogenous regulatory processes. How these cells interpret the cellular 
changes in their environment will determine whether a local immune response to a CNS insult 
will be harmful or benefi cial. These distinct features of the infl ammatory response and micro-
glia will impact the design and interpretation of experimental models to assess effects within a 
neurotoxicology framework. Thus, an entirely negative role for microglia is probably incorrect. 
However, this normal contribution of microglia cells in maintaining the homeostatic balance in 
the brain may serve as a target process for either environmental agents, genetic alterations, 
disease processes, or in aging.     
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  INTRODUCTION 
 Brain responses involve coinciding contributions from multiple cell types sharing a highly 
organized microenvironment. In vitro cell culture techniques have the capacity to address 
mechanistic questions concerning cell-specifi c responses within the nervous system. The major-
ity of these studies have relied heavily on dissociated primary cultures enriched in one or more 
distinct, neural cell types in isolation. While these types of preparations allow for an examina-
tion of specifi c mechanistic questions, they are signifi cantly hindered with regard to translation 
to the in vivo environment. Accurate modeling of neuronal toxicity, in particular, is highly 
dependent upon the cellular interactions available to the target cells in question. As such, the 
dynamic cell-cell interactions of the nervous system need to be considered to appropriately 
interpret and translate changes in neural activity and toxicity. Thus, many in vitro models have 
been designed with a goal towards maintaining endogenous functional interactions, including 
normal synaptic connections, between both neuronal and non-neuronal cell types. One 
approach to incorporate the three-dimensionality of in vivo systems into a culture model has 
been the use of organotypic slice cultures (OSCs). Such slice systems can maintain integrated 
components of in vivo neural architecture for extended periods of time in vitro. 

 Slice neurons retain much of their functionality and endogenous cellular contacts. As a 
result, studies to date have used slice cultures to ask questions focused on the neuronal popula-
tions. Recent work, however, has expanded to include an understanding of the actions of 
non-neuronal cell populations. Organotypic cultures contain physiological levels of myelinating 
oligodendrocytes, neuro-supportive astrocytes, and the brain-resident immune cells, microglia. 
These glia respond to changes in neurons, as well as to subtle alterations in the surrounding 
tissue, and can serve a varied array of functions capable of modifying neuronal behavior. Data 
from various disease and brain injury models bears out the observation that the contribution of 
non-neuronal cells is of much greater impact than originally considered. Glia can act as direct 
and distinct target sites, often serving diverse roles as inhibitors and effectors of subsequent 
neuronal loss. 

 Organotypic preparations are considered a more integrated in vitro approach to examining 
the nervous system, as compared to isolated cell cultures. The ability to access and manipulate 
this platform for electrophysiological recording and real-time microscopic imaging of viable 
cells within a natural matrix has considerable potential for examining processes which are dif-
fi cult to observe on an in vivo scale. However, while there are many positive attributes of slice 
cultures, there are also several limiting features. This type of culture system continues to have 
a signifi cant impact upon the neurotoxicological research fi eld. Thus, it is important to under-
stand both the positive and the negative attributes of this system, as well as how these compare 
to the biology of the in vivo situation. The following chapter will attempt to provide a review 
of selected cellular functions observable in slices, ways in which researchers have attempted to 
use these cultures as in vitro models of neuronal function and injury, perspectives on model 
development, and potential confounders inherent to these preparations.  

  THE SLICE CULTURE METHOD 
 The technique of using rapidly dissected, non-dissociated tissue to study the three-dimensional 
anatomical structure of the brain is not a recent one. Henry McIlwain fi rst refi ned OSCs in the 
1950s ( 1–  3 ). OSCs are thick sections (250–400 μm) of early postnatal tissue. They can be gener-
ated from many regions of the nervous system, such as the spinal cord, cortex, cerebellum, and 
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the hippocampus. While much of this work has been conducted with rodent tissue, similar 
technical procedures have been used to prepare slice cultures from other species. Depending 
on the orientation of the slice, it is possible to obtain cultures containing multiple regions of 
the brain inclusive of neurons as well as their projection sites. More complex slice models 
have been generated through the use of co-culture systems that consist of multiple, distinct 
brain regions or cell types. These models are constantly being fi ne-tuned in an effort to better 
maintain or re-establish endogenous cellular networks. 

  Methodology 
 Brain regions that are carefully and gently dissected from the brain are sliced into fl at-sided sec-
tions with a fi ne blade. Methods for slicing include the use of an automated tissue sectioner, such 
as a McIlwain tissue chopper, which works via rapid, vertical strokes on wet tissue, or a vibratome, 
which uses a slowly moving, rapidly oscillating blade to cut tissues immersed in solution. These 
rapidly isolated tissue slice preparations can be used immediately or maintained using either the 
roller tube ( 4  ,  5 ) or interface  (6)  method. Using the roller tube technique, the slice is attached to a 
coverslip and embedded in a plasma clot, which breaks down over subsequent days in vitro (DIV). 
The tube rotates continuously within the incubator, alternately bathing the explant in medium and 
removing it to the gas phase. Within a few weeks, the tissue thins down to a monolayer of cells 
with intact circuitry. This method allows for direct observations with standard light microscopy 
and direct experimental manipulations of individual neurons. The more commonly used (and 
more easily prepared) “interface” culture procedure relies upon a semi-permeable membrane to 
facilitate the maintenance of a static gas-medium interface for the appropriate diffusion of gases 
and medium nutrients throughout the tissue. By 14DIV, interface cultures decrease to approximately 
100 μm  (7) , resulting in a more physiological, three-dimensional morphology than roller tube 
 cultures (typically, 4–8 cell layers deep), and thick slices more amenable to biochemical analyses. 

 The extended period of time spent in culture allows for the resolution of many changes 
that occur simply as a result of explantation. Thus, the term “organotypic slice culture” is often 
reserved for long-term culture studies, where experimental treatments do not begin until after 
the organotypic tissue has matured for upwards of 14DIV. However, slice cultures are also rou-
tinely employed in acute studies of the developing brain over the fi rst 1–10DIV. In this chapter, 
the term OSC will encompass acute and mature slice models. Both the slice architecture and the 
functional activity of neurons and glia change dramatically over the time in vitro. These varia-
tions may portend long-term alterations to the responsiveness of OSC cells, compromising 
essential components of their in vivo actions. The culture preparation-induced changes are 
often self-resolving and can be incorporated into many neurobiological endpoints, but, if not 
considered, may pose a diffi culty during data interpretation.   

  FEATURES OF OSCS: TRANSLATION TO IN VIVO NEUROBIOLOGY 
 Organotypic cultures maintain many of the endogenous synaptic contacts present in vivo and 
preserve the spatial localization of neuronal fi elds and white matter tracts. Glia remain intimately 
associated and intricately placed, at least for a time, in close proximity to neurons in a slice. The 
cellular makeup and location of the previously existing vasculature and ventricular systems per-
sist transiently in vitro. In addition to these important similarities, however, there are notable 
differences. Most of these differences are initiated in response to the loss of signaling afferents 
from outside of the cultured brain region. Any culture-induced alterations have the potential to 
cause in vitro results to deviate from observations in vivo. Thus, wherever possible, these attri-
butes need to be identifi ed so that their impact can be minimized. The following section high-
lights important cellular phenotypes of OSCs that are of interest in the context of in vivo cellular 
behavior. The timecourse of some notable alterations to cellular behavior that result from OSC 
preparation are summarized in Figure 1. The majority of the features present in vivo are con-
served in in vitro OSC systems, some differ in a transient, self-resolving manner, while a handful 
of attributes necessary for normal brain function in vivo are known to remain altered throughout 
the culture life of a slice. 

  Acute Responses in Slice Cultures 
 The trauma involved in generating the slice and the loss of afferent and efferent signals 
results in the loss of neurons. In essence, the preparation itself is a model of axon  lesioning, 



THE SLICE CULTURE MODEL 205

 complete with synaptic reorganization, glial activation, and cell loss due to stimulus 
 withdrawal. The isolated nature of the slice system also prevents the survival of brain sys-
tems dependent on extra-parenchymal infl uence, such as the vascular and ventricular sys-
tems. The adaptive responses of a slice after explant, including direct reactions to physical 
displacement and damage as well as reorganization after being placed in a culture vessel, 
allow it to function in vitro. A consideration of these alterations is essential to understanding 
the strengths and limitations of applications using either long or short-term cultures of 
 organotypic tissue. 

  Slice Neurons 
 In part owing to the loss of synaptic connections, the slice culture preparation has a profound 
effect on the survivability of neurons in vitro, at least over the short term. Certain subsets of 
the neurons are lost, while others persist and thrive over their time in vitro. As early as four 
hours after culturing, degenerating neurons and swollen fi bers are observable  (8) . Extensive 
neuronal cell death continues up to at least 6DIV  (9) , followed by a low-level, sporadic and 
spontaneous neuronal degeneration that may persist beyond 28DIV  (10) . The majority of the 
axonal and neuronal debris created is effectively cleared from the neuronal microenvironment 
by approximately 8DIV, encouraging the successful growth, restoration, and maturation of 
functional synapses. 

Neuronal death

Elevated inflammatory cytokines

Breakdown of vascular components

Increased neurogenesis

Microglial activation

Clearance of debris

Astrocyte proliferation, hypertrophy, and expression of immature markers

Elevated glutamatergic currents/hyperexcitability

Axon sprouting and dendritic spine remodeling

Scar-like glia barrier present at the slice interface

Withdrawal of distal dendrites and synaptogenesis

In vitro myelination

Thinning and spreading of tissue explant causing mild reorganization of neuronal fields

0 3 6 9 12

Days in vitro (DIV)

15 18 21 24+

Figure 1 Timeline of events in slice preparations following explantation (7,8,11,16,19,20,22,23,25,33,54,127). 
Horizontal bars indicate the approximate duration of select events following explantation at 0DIV. Bars with shad-
ing show events that have a gradient of intensity (i.e., possess a more severe phenotype at earlier DIV). 
These changes are more applicable to organotypic preparations cultured according to the interface method 
than the roller tube method. Abbreviation: DIV, days in vitro. 
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  Synaptic Connections 
 Electrophysiological recordings are particularly variable during the active period of synaptic 
reorganization that immediately follows culture preparation. It is important to acknowledge 
and consider this phenomenon when conducting physiological studies in OSCs. The loss of 
signaling afferents causes a mild reorganization of the synaptic circuitry. In cultures derived 
from the hippocampus, the most prominent structural reorganization that occurs is the estab-
lishment of supragranular collaterals by mossy fi bers, similar to the normal reaction of the 
dentate gyrus to deafferentation seen during in vivo lesion studies ( 11  ,  12 ) This aberrant axon 
sprouting in the molecular layer of the dentate gyrus begins at 6-8DIV and persists, increasing 
in intensity over the fi rst 21DIV, though these effects can be reduced via co-culture with ento-
rhinal cortex  (13) . In addition, pyramidal CA3 and CA1 regions form new, functional synapses 
to the dentate granule cell layer ( 14  ,  15 ). These connections are unique to organotypic cultures 
and therefore physiologically anomalous. The formation of these excess excitatory contacts is 
likely responsible for an elevation in glutamatergic currents in slices witnessed from 7–21DIV 
 (16) . This elevation parallels a hyperexcitability of granule cells that increases as the slices 
mature  (17) . Importantly, synaptic connections are lost regardless of the region of the brain 
cultured, necessitating the deafferented culture neurons to sprout and recreate vital synaptic 
components. This represents a physiological effort to re-establish anterograde and retrograde 
signaling gradients. 

 Neurotransmitter receptors, both postsynaptic and presynaptic, inhibitory and excitatory, 
are maintained at comparable levels in slices as compared to in vivo, with the possible exception 
of gamma- aminobutyric acid (GABA) receptors  (18) . In OSCs, the expression of synaptic marker 
proteins follows a similar trend to that observed during in vivo development, as described by 
Buckby et al.  (19) . Interestingly, in this study, the postsynaptic marker, PSD95, is noticeably 
increased compared to in vivo preparations. Altogether, these changes may represent a compen-
satory increase in the activity and connectivity of the synaptic components that persist in slices 
in order to maintain an approximation of the in vivo developmental timecourse.   

  The Glia Population within Slice Cultures 
 Glial cells outnumber neurons  ∼ 10:1 and are critical for homeostatic maintenance, appropriate 
monitoring of the environment, cell-cell signaling events, neurotrophic factor production, and 
repair-oriented brain processes. Thus, for a slice culture to be evaluated as a potential surrogate for 
in vivo studies, the glial cells, not only the neurons, need to be considered with regards to distribu-
tion and functionality. For example, researchers are able to record and evaluate the fi ring proper-
ties of an individual neuron in a slice. However, this process is mediated, in part, by the actions of 
proximal glia. In addition to infl uencing the survival and connectivity of neurons, the trauma of 
preparing organotypic cultures causes long-term changes in the morphology and function of glia. 
Del Rio noted early on that there appears to be a profound “reorganization of glia” in organotypic 
cultures  (20) . Use of the slice preparation as an in vitro model intended to comprehensively por-
tray in vivo neuronal networks is partially dependent on an understanding of how neuroglia 
within the in vitro environment may be responding differently than their in vivo counterparts. 

  Oligodendroglia 
 The least studied of the glia persisting in brain OSCs are the oligodendrocytes. These glia 
are the myelinating cells of the brain, each one capable of helping to insulate over 50 axons, 
facilitating signal propagation. Oligodendrocytes differentiate later than all other neural 
cells types. As a result, the impact of soluble signals within slices on the maturation profi le 
of oligodendrocytes is presumed to be the greatest of all glial subtypes. Multiple studies 
indicate that slice cultures maintain both the appropriate physiological ratio of oligodendro-
cytes, as well as normal precursor cell proliferation over several weeks in vitro. Slice oligo-
dendrocytes have been shown to effectively transition from immature precursors to 
non-proliferative, morphologically distinct (small soma and elaborately ramifi ed processes) 
and functionally mature (expressing myelin basic protein, MBP) cells in slice cultures  (21) . 
Myelination does continue in vitro, albeit at reduced levels and typically only after the OSCs 
pass some sort of critical maturation window ( ∼ 7DIV). This feature can be exploited in orga-
notypic cultures as a neurotoxicological endpoint  (22) . Unfortunately, aside from this, minimal 
information is currently available concerning whether or not the survival, functional capacity, 
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timecourse of maturation, and ratio of mature to immature cells appropriately relates to the 
in vivo situation.  

  Astroglia 
 In contrast to the knowledge base on oligodendrocytes, a great deal of information on the 
morphological and functional changes of astrocytes in organotypic preparations has accrued 
over recent years. Astrocytes directly infl uence the health of neurons. They serve as mediators 
between the vascular system and neurons, providing glucose, lactate, and other nutrients 
essential for neuronal function. They are adjacent to neuronal membranes and help to regu-
late synaptic transmission by controlling the levels of extracellular glutamate. Additionally, 
they provide structural support and physical protection, contributing to the establishment 
and maintenance of the blood brain barrier (BBB) and limiting diffusion of toxicants or other 
soluble factors within the neuronal microenvironment. In the brain, astrocytes have the high-
est levels of enzymes associated with drug detoxifi cation and conjugation. Thus, the activity 
of these cells in slice preparations is an important consideration for any studies targeting 
pharmacological effects. 

 In slice cultures, these cells, in particular, seem to behave in a manner dissimilar to those 
of the uninjured brain. Over the culture timecourse, they display a phenotype more routinely 
seen following traumatic injury in vivo. There is a proliferation and potent hypertrophy of 
GFAP-positive astrocytes beginning around 2DIV that completely covers the top and bottom of 
the slice by 3DIV, spreads to encompass the entire slice by 7DIV, peaks around 10DIV, and per-
sists until at least 20DIV ( 23–  25 ). This astrocyte reaction is responsible for the formation of a 
scar-like layer, particularly over damaged regions such as the dentate gyrus in hippocampal 
preparations  (23) . In addition, a large number of slice astrocytes migrate to the outer rim of the 
organotypic tissue, an event which may be mediated, in part, by release of IL-1β from micro-
glia ( 20  ,  26 ). Perhaps more interestingly, slice astrocytes maintain an immature phenotype, 
according to morphology and continued expression of markers absent from mature astrocytes, 
such as vimentin and nestin ( 27–  29 ).  

  Microglia 
 Of particular interest with regard to neuroinfl ammatory studies in slices are the actions of the 
macrophages of the brain, microglia. Microglia are now recognized to be the most rapid 
responders to insult in the mature CNS, existing in a maintained state of vigilance even when 
morphologically “resting”  (30) . Microglia produce a wide range of chemokines and cytokines 
capable of inducing both pro- and anti-infl ammatory effects; they facilitate the phagocytic 
removal of debris; and they may help to mediate neuroimmune interactions via antigen pre-
sentation. All of these actions are necessary to sustain neuronal function, both basally and 
following insult; however, the full range of properties possessed by microglia is still expanding 
and constantly being clarifi ed. Microglia have a prolifi c presence across recent studies of 
neurodegenerative conditions and stand poised to fi ll gaps in the current understanding of 
early mechanistic changes in these conditions. This linkage makes them an appealing target 
for pharmaceutical design. Their actions within isolated organotypic preparations, in the 
absence of any infl uence from the systemic immune system, can provide important insights 
into their endogenous behavior. 

 During OSC preparation, microglia react immediately to the trauma of explantation by 
initiating an orchestrated series of morphogenic changes that are known correlates of func-
tional alterations. During the morphological sequelae to injury of the slice tissue, microglia 
progress from their quiescent, ramifi ed, in vivo appearance to an activated and ameboid, likely 
phagocytic, phenotype, and back again. The conversion of microglia from resting to ameboid 
occurs as early as two hours in vitro  (31) , and when further insults to the organotypic tissue 
(such as ischemia) are induced, can occur in as little as seven minutes  (32) . After responding to 
the cut edge within hours of culture, the majority of microglia become ameboid by 1-2DIV and 
remain that way until at least 4–5DIV  (33) . Between 7-14DIV, many microglia in the center of 
the slice regain their ramifi ed phenotype ( 24  ,  34 ). However, there remain sporadic, ameboid 
microglia evenly distributed throughout the culture after 10DIV  (23) . 

 In addition to morphological changes, slice microglia routinely display increased prolif-
eration, which is witnessed in vivo only following pathological insult ( 25  ,  35 ). The increased 
numbers of microglia identifi ed in slices over DIV may refl ect an increased detection  threshold 
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of microglia markers that are upregulated due to activation. However, this observation more 
likely represents denervation-induced proliferation, as is seen with in vivo lesions  (36) . This 
population of microglia would be expected to be able to rapidly increase in number and sub-
sequently downregulate to effect rapid, localized damage resolution. 

 It is widely held that microglia multiply, become activated, and then become motile in an 
effort to facilitate, and subsequently resolve, infl ammatory reactions in damaged tissue. In 
slices, microglia phagocytose a considerable amount of debris and damaged nuclei over the 
fi rst 6DIV ( 37  ,  38 ) before their phagocytic response is downgraded. However, at 12DIV,  ∼ 20% of 
microglia can still be found actively phagocytosing axons in unmanipulated cultures  (39) . It is 
important to recognize that microglial phagocytosis of apoptotic debris is accompanied by a 
downregulation of proinfl ammatory cytokines in an effort to limit tissue damage  (40) . The pre-
explant location of these cells may infl uence their in vitro phenotype. In an interesting study, 
Grossman et al.  (41)  identifi ed and tracked “juxtavascular” microglia versus those not directly 
in contact with blood vessels. In his slice culture system, these microglia make up 10–30% of the 
total microglial population and display a phenotype suggestive of a more robust activation 
response than non-juxtavascular microglia. These cells migrate in contact with the remaining 
vessels, display more dynamic movements of their protrusions, and are twice as likely to be 
locomotory than parenchymal microglia. 

 Overall, the observed functions of organotypic microglia appear indispensable to 
quelling the potential neurodegenerative processes initiated during OSC preparation. In 
these cultures, microglial processes can be seen separating neuronal processes, and cell bod-
ies, presumably aiding synapse stripping in order to facilitate the removal of afferent projec-
tions, as would be necessary for any eventual synaptic reorganization and repair ( 42  ,  43 ). 
These activation characteristics of slice microglia are important to recognize. Long-lived or 
excessive microglial responses may prove to be a means by which subtle alterations in slice 
health can be recognized and avoided. Identifying and, possibly, reducing or normalizing 
some of these changes prior to experimental manipulations may improve the quality of the 
resultant data.   

  Vascular and Ventricular Systems 
 The fl ow of fl uid within the brain is known to infl uence both neuronal function and glial 
responsiveness. The brain vasculature and ventricular systems serve as sources for cytokines 
and nutrients via active transport, and as fi lters and depositories for waste substances such as 
debris or long-lived soluble factors that can prove harmful to the brain parenchyma over the 
long term. They provide pressure to aid in tissue perfusion and the distribution of trophic 
factors, and serve as sites of entry for surveilling, peripheral immune cells that sample the 
parenchyma on a regular basis in the intact brain  (44) . Although it appears that organotypic 
preparations adequately compensate for the loss of these systems, the altered cellular functionality 
that must take place for this to occur remains unclear. 

 OSCs lose rat endothelial cell antigen-1 positive and endothelial nitric oxide synthase 
(eNOS) positive vascular structures (capillaries) after two weeks in vitro, although some induc-
ible components may persist over the short term, presumably via the actions of surviving 
endothelial cells ( 7  ,  45 ). In organotypic cultures, in addition to the loss of much of the vasculature, 
tight junctions are lost, although, again, some inducible components may persist, since stimu-
lation with fi broblast growth factor-2 (FGF2) can increase their presence  (46) . Junction-forming 
glia at sites previously containing vascular elements maintain contacts with vessels that disap-
pear in vitro, eliminating a direct source of trophic factors for these glia. In part, this lack of 
endogenous trophic support necessitates the need to replace vascular-derived glucose with 
high glucose media in vitro, an alteration not without its own concerns (some of which are 
discussed in subsequent sections). This disruption of the normal BBB has the potential to affect 
the function of glia normally implicit in this barrier. It remains unclear how the lack of a true 
BBB alters their normal structure, cellular interactions, and metabolism. One phenotype widely 
thought to result from the loss of vascular infl uence is a 95% decrease in N-acetylaspartate by 
20DIV in OSCs. This free amino acid is synthesized by neurons and is normally increased 200% 
during postnatal brain maturation  (47) . 

 A second, related consideration is the lack of cerebrospinal fl uid fl ow within the OSCs. 
Morphologically, the ventricular system remains relatively intact and choroid plexus and 



THE SLICE CULTURE MODEL 209

ependymal cells do appear to persist in vitro. However, it is clear that these cells do not main-
tain their in vivo function and organization. The choroid plexus cannot make CSF in the absence 
of blood fl ow and the tight junctions of the blood-CSF barrier are lost. It remains unclear how 
these non-functional cells contribute to the OSC environment. Taken together with the loss of 
the vascular system, these losses represent signifi cant changes to the structural dynamics of the 
brain system in slices.  

  Cytokines 
 Glial proliferation, astrocyte hypertrophy, microglial migration, antigen recognition, and 
engulfment of material are all regulated through the release of soluble mediators and the coor-
dinating expression of specifi c, cell surface proteins. It is known that CNS insult causes glia to 
upregulate and secrete proteins normally produced by leukocytes, including major histocom-
patability complex (MHC) II, toll-like receptors (TLRs), chemokines and cytokines  (48) . These 
changes typically result in a transient, self-resolving sequence of events necessary for recovery 
following CNS injury. As the basic functions of neurons and glia remain relatively conserved 
from in vivo to the slice environment, it is unsurprising that most of these soluble signals have 
similar effects on neurons in organotypic culture and those in the intact brain. However, there 
are some noteworthy exceptions. 

 One family of small proteins that is deserving of consideration in this regard is the 
cytokine family of small molecules, critical to innate and adaptive immune-type responses. 
The presence or overabundance of cytokines can exacerbate cellular injury; however, evidence 
does exist suggesting that pre-exposure to these same molecules is neuroprotective against 
toxicity paradigms such as excitotoxicity and ischemia. Cytokines that are normally almost 
undetectable in vivo, including interleukin (IL)-1β, IL-6, and tumor necrosis factor (TNF)  α , 
are expressed at increased levels in slices. The preparation of organotypic cultures causes tem-
porary increases in secreted IL-6 and TNF α , which return to baseline, in vivo-like levels after 
4DIV  (33) . Interestingly, these factors are not induced any further with mechanical injury to 
slices maintained in vitro, perhaps owing to a saturation of some type of stimulus-specifi c 
activation already initiated in response to the cut edge of the slice  (43) . Conversely, in vitro 
stimulation of the pro-infl ammatory cascade of microglia within in vitro-maintained slices via 
chronic application of the bacterial endotoxin, lipopolysaccharide (LPS), transiently increases 
IL-1β, and IL-6  (49) . Prior to 10DIV, microglia express IL-1β, regardless of whether they pos-
sess a ramifi ed or ameboid morphology  (23) . This mediator is thought to contribute to many 
of the transneuronal changes witnessed following lesion-induced reorganization, and may 
directly interfere with synaptic function  (39) . The long-term consequence of the temporary 
elevations in cytokine signaling molecules during the developmental maturation of OSCs has 
not been examined in detail.   

  Unique Characteristics of Established OSCs 
 After several weeks in vitro, the viable neurons in organotypic cultures continue to retain a 
morphological phenotype representative of the region from which the cultures were isolated. 
These cells are similar in size to their in vivo counterparts, they produce the same neurotrans-
mitters, and they express the majority of the same proteins ( 50  ,  51 ). However, their extended 
culture period does result in subtle deviations from comparable neurons in vivo. Once the slice 
environment has progressed beyond an initial sensitive period, it seems that the majority of 
activation phenotypes, including glial reactivity and pro-infl ammatory cytokine expression, 
have returned to endogenous levels. One notable exception to this is the observation of a pro-
longed astrocyte response. On the whole, mature organotypic slices have the advantage over 
acute preparations as regards the resolution of trauma-induced changes. However, the com-
pensatory processes initiated to resolve this trauma, as well as the unique artifactual variations 
present in mature OSCs as a result of these processes, have not been well characterized. 

  Neuronal Elements 
 One of the most desirable and unique features of OSCs is that the functional activity of neurons 
within the slice is maintained over many weeks in vitro. Even after such a long time in culture, 
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the activity of slice neurons has been shown to be nearly indistinguishable from recordings of 
acutely-isolated brain slices. Elaborate synaptic connections are present throughout mature 
OSCs and closely resemble those contacts existing in the intact animal. Many of these connec-
tions are not only maintained in vitro, but have also been created there. Aside from their electrical 
activity, neurons maintained in culture manifest minor, but distinct, morphological changes 
and long-term variations in networking. 

 Over the timecourse of slice culture, there are noticeable changes to the size and morphology 
of dendritic arbors, which display a greater intricacy than those found in vivo. Specifi cally, an 
increased complexity of higher order dendrite branching has been noted in CA1 neurons ( 16  ,  52 ) 
After 20DIV, there are notable decreases in overall dendrite length and primary dendrite 
branching ( 53  ,  54 ). The ability to more closely image neurons in organotypic cultures has 
allowed for the identifi cation of changes in the density and morphology of the spines on these 
dendrites. In vitro synaptic reorganization appears to involve a compensatory increase in the 
total number of synapses, despite a noticeable decrease in spine density  (16) . In fact, the density 
of synaptic spines on the distal portion of the dendrite layer normally receiving connections 
from outside of the cultured region declines and remains lower throughout the lifespan of the 
OSC ( 54  ,  55 ), whereas more proximal dendrites undergo a rapid and robust period of activity-
dependent development. Thus, as would be expected, this overall increase in synapses on 
proximal dendrites appears to refl ect a response of intrinsic neurons to newly formed fi bers 
associated with lesion-induced sprouting. Alongside this is a concomitant withdrawal of 
peripheral dendrites due to a loss of synaptic partners from neuronal nuclei outside of the 
cultured region of the slice. These changes continue over multiple weeks in vitro, as the remaining 
synaptic contacts continue to strengthen. 

 Many important attributes of OSCs have to do with the synaptic properties that persist 
after an initial period of acclimation to the traumatic damage that accompanies explantation. 
Mature organotypic cultures are known to exhibit the spectrum of known recordable potentials 
 (51) . Despite all of these adaptive changes in mature organotypic cultures, however, there 
remains evidence of a persisting immaturity in select neurotransmitter effects, particularly 
GABAergic signaling  (56) . This may refl ect slice preparations retaining some aspects of 
GABAergic transmission in its putative role as an excitatory transmitter during early postnatal 
life  (57) . In addition, the aforementioned hyperexcitability caused by forced synaptic reorgani-
zation can lead to spontaneous seizures in OSCs beyond 35DIV ( 58  ,  59 ). Aside from the forma-
tion of a few aberrant connections, though, most neurons in OSCs continue to synapse 
appropriately. For example, mossy fi bers synapse only on CA3 cells, not CA1 cells, and CA1 
cells do not establish contacts with other pyramidal cells, both imitating in vivo properties of 
the hippocampal network. Further, co-culture studies reveal that slice neurons preserve a great 
deal of selectivity in projection site targeting in vitro  (60) . These observations intimate the pres-
ervation of integral patterning properties and/ or neuronal guidance cues. In OSCs, it is clear 
that guidance cues persist, either within the specifi c neuronal populations themselves, or within 
the regional architecture of the organotypic slice. As all of these responses persist over an 
extended time in vitro, most refl ecting a developmental increase in the degree of connectivity, in 
combination these features allow for detailed studies of synapse function and plasticity.  

  Mature Organotypic Glia 
 The “scar”-like barrier of astrocytes and microglia persists over the long term in organotypic 
preparations. These cells at the interface areas of the slice retain a highly activated and motile 
phenotype regardless of time in vitro .  Barrier glia are thought to be responsible for the resistance 
seen when attempting to pharmacologically manipulate mature cultures. Throughout the life of 
the OSC, GFAP-positive cells remain in a reactive form, with thickened processes that are fewer 
in number and have minimal branching. Nearly all of these cells also express nestin in vitro  (28) , 
a marker observed in reactive astrocytes following nervous system injury initiated by seizures, 
trauma, or ischemia, but absent from mature glia in uninjured animals. Perhaps, though, not all 
astrocytes in slices are immature and reactive. Recently, using particle mediated transfection, 
Benediktsson et al. showed that a population of astrocytes within the deep layers of the slice 
eventually assume a complex 3D morphology with fi ne processes, more reminiscent of in vivo 
astrocytes  (61) . When considering chemical manipulations of OSCs, long-term activation of 
 astrocytes, the direct effectors of environmental detoxifi cation and barrier formation, can be dire.    
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  INVESTIGATIVE STUDIES USING OSCS: NEUROBIOLOGY 
 In light of their limitations, slice preparations appear well suited for studies emphasizing a 
direct effect on neuronal signaling or circuitry, such as synapse maturation, but less so for 
analyses highlighting elements such as neuron-glial interactions or propagation of soluble 
signals. Astrocytes and microglia, at early DIV in particular, display modifi ed profi les when 
compared to their counterparts in the uninjured brain, while the longevity and diffusion of 
soluble cues in a slice environment devoid of vascular and ventricular systems remains largely 
unexamined. Organotypic cultures exhibit phenotypes relevant to developmental studies of 
neuronal plasticity, examinations into the properties of intact neuronal circuits and neuronal 
connectivity, and observations of neuronal morphology and differentiation. For example, 
researchers have been able to observe dendritic spine development and pruning in OSCs, 
including the novel fi nding that spine retraction may not irrevocably lead to loss of synapses 
 (62) . OSCs have also been useful for tracking developmental events, such as newly-generated 
neuronal precursors during in vitro maturation  (25)  and the expression of neurotransmitter 
receptors in the hippocampus  (63) . Similar to observations of slice astrocytes, the latter study 
did identify increased kainate binding sites, particularly in the CA3, in OSCs compared to 
age-matched in situ hippocamppi, indicating a more immature, or “specialized,” organotypic 
tissue. As with any in vitro system, it appears that only simplifi ed aspects of the human condi-
tion can be accurately and completely modeled with OSCs. Some studies of this type will be 
examined in the following sections. 

  In Vitro Synapse Maturation and Brain Development 
 One of the most widely studied and successful topics to which organotypic tissue has been 
applied is the in vitro evaluation of the development and maintenance of synaptic connections. 
Perhaps more directly than any other observations made in cultured brain tissue, synaptic 
potentials and changes in dendritic spine morphology have translated directly to in vivo 
phenotypes. With improved technologies, the testing of these endpoints in routine toxicology 
studies using OSCs may become feasible. As it stands, the tools require a high degree of 
specialization not commonly available for routine toxicity testing, although these tools are 
becoming more accessible [ (64)  for a protocol on imaging dendritic spines in situ]. 

  Synaptogenesis and Synapse Strengthening 
 Electrophysiological recordings of maturing organotypic tissue have borne out the initial obser-
vation that these tissues develop in vitro at a rate that approximates the in vivo maturation of 
postnatal tissue. As mentioned previously, OSCs exhibit a dynamic range of known potentials, 
including the reproducible induction of long-term changes to synaptic strength such as long-
term potentiation and depression [LTP and LTD, reviewed in  (51) ]. The use of organotypic 
preparations allows for mechanistic studies into these important memory-related processes, as 
illustrated by the observed alteration to glutamate receptor expression in response to p38MAPK 
activation by neuroplastin-65, a protein integral in establishing LTP  (65) . A concern can be 
raised about fi ctitious potentials being generated in response to the isolation of OSCs from 
external afferents and the compensatory generation of intrinsic connections not typically made 
in vivo. However, the vast majority of slice neurons remain synaptically similar to their in vivo 
counterparts  (51) . Notably, though, synaptic markers PSD-95 and synaptophysin increase 
dramatically between 7 and 21DIV in these cultures ( 19  ,  66 ), refl ecting an active period of 
synaptogenesis in slices. Overexpression of PSD-95 in cortical OSCs increases the number 
of AMPAR-expressing synapses, leading to LTD and conclusively establishing a role for this 
protein in the regulation of synaptic plasticity  (67) . 

 Neurotransmitter receptors and postsynaptic proteins necessary for transmission are 
clustered in dendritic spines. The arborization and dynamics of these protrusions during 
synapse development and drug exposure or insult are of key concern, with particular relevance 
to learning and memory. Nägerl et al. detailed a time-lapse, two-photon study of the early 
timepoints following activity-dependent, or LTP-induced, spinogenesis and the synapse matu-
ration which occurs slowly over the subsequent 19 hrs  (68) . Further supporting this linkage 
between neuronal activity, plasticity, and morphological changes in dendritic spines, mature 
OSCs (>21DIV) exhibit spines which are morphologically comparable to those found in the 
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adult brain  (69) . This activity-dependent type of modulation to synapse structure has been a 
recent focus in slice culture research ( 68  ,  70  ,  71 ). 

 Presynaptic inputs are retracted from axotomized neurons in brain OSCs shortly after 
explantation. The detailed, cell-specifi c contributions to this remodeling and active synapse 
stripping remains only a minor focus of studies to date. This synapse removal appears to refl ect 
a protective mechanism initiated in response to deafferentation. A fundamental understanding 
of this process in real-time may provide potential targets for regenerative drugs. Further, alter-
ations to this process, such as the absence of MHC class I-type receptors on microglia  (72) , 
could have signifi cant effects on the maturation and plasticity of slice synapses, thus providing 
a unique model for mechanistic studies of such processes.  

  Network Development 
 An important functional characteristic of neurons derived from specifi c brain regions is their 
appropriate proliferation, migration, and integration into circuits in agreement with that seen 
in the developing animal. Cellular functions during normal development, and alterations to 
these processes following an insult, can be quite diffi cult to visualize in vivo. OSC neurons 
have proven quite successful at adhering to their appropriate temporal organization into 
networks. In fact, the maturation of these cultures has been so closely likened to the devel-
opment of neuronal networks in vivo that many researchers model  in vivo  development using 
the in vitro development of isolated OSCs. In some cases, reasonable in vivo postnatal age 
equivalents have been defi ned for OSCs grown in vitro  (16) . 

 Neurogenesis, such as occurs during development, is affected by hypoxia and trauma, 
which are inherent to slice cultures, as well as by increases in neuronal activity, microglial 
activation, and availability of target neurons with which to integrate. Of specifi c interest, 
microglial activity has been shown to correlate with enhanced adult neurogenesis in vivo, 
dependent on the status of the surrounding neural tissue ( 73  ,  74 ). This observation suggests 
the possible value of OSCs in dissecting what appears to be a tight balance between the pro- and 
anti-proliferative effects of microglia and microglial cytokines  (75) . A diffi culty can be foreseen 
in the fact that OSCs exhibit pronounced in vitro proliferation of microglia in the early DIV, as 
well as a potent astrogliogenesis that persists throughout the entire culture timecourse  (25) . It 
is unclear how this glial proliferation affects in vitro neurogenesis. In addition, with fewer 
connections being maintained in the immature slice, albeit transiently, new neurons would 
have a reduced number of sites at which to integrate. These neurons, which fail to become 
established within active neuronal networks, are likely to be eliminated. Thus, although some of 
the newly-generated neurons in maturing OSCs may positively contribute towards the plastic-
ity of developing neural networks in vitro, the impact of new neurons which fail to integrate, 
the compensatory neuronal responses to axonal reorganization, as well as the multiplicity and 
increased proliferative capacity of slice glia, all combine to make studies of developmental 
neurogenesis diffi cult to interpret. 

 Synaptic networks can be induced to develop and mature in vitro, even in the absence of 
cues present in vivo. One example is given in an elegant series of studies relating to visual 
experience-dependent synapse formation in OSCs derived from the visual cortex  (76) . The 
authors observed synapse formation in the absence of thalamic input. This synapse maturation 
seemed to mirror in vivo development. However, the formation of these new synapses proved 
to be highly dependent on increasing the neuronal activity of the slice. Conversely, blocking 
neuronal activity in the slice, through the use of tetrodoxin to inhibit Na 2+ -dependent action 
potentials, for example, results in gradual cell death  (77) . 

 Migrational studies are often carried out using OSCs to provide a matrix environment 
similar to that encountered during developmental migration in vivo. Typically, these studies 
involve transgenic animals with selectively labeled, migratory cell populations, or in vitro-
labeled cells, and subsequent implantation of these into the OSC tissue matrix. One example of 
the former, using short-term explant cultures, highlights migratory interneurons in embryonic 
neocortex OSCs from animals at varying ages. Using this migrational model, the authors 
described a threshold age necessary for permissivity of the transplanted cell population  (78) . 
Similarly, examination of subventricular zone (SVZ) progenitors in organotypic cortex, using 
GFP-labeled progenitors transplanted in vivo two days prior to the preparation of organotypic 
cultures, revealed that these transplanted cells migrate in vitro at rapid speeds along the rostral 
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migratory stream towards the cortical surface, where they decelerate and become stationary 
before differentiating into GABAergic interneurons  (79) . This study emphasizes the continued 
role of the specifi c neuronal microenvironment, or niche, in the induction of proliferation, 
migration, or differentiation in vitro. Importantly, the migration and integration of progenitors 
was much greater in OSCs than that witnessed in vivo, arguing for augmentation due to the 
slice procedure. Thus, it is likely that these slice paradigms more closely represent in vitro mod-
els of in vivo brain injury-induced neuroprogenitor recruitment and differentiation, rather than 
descriptors of basal brain processes.  

  Potential Impact of Explantation 
 While studies such as these demonstrate important properties of neuronal network development, 
the aggravating effects of generating the slice culture have the potential to confound interpreta-
tions. These tissue regions have already experienced an insult. Thus, subtle changes in neuronal 
responsiveness within the slice, or the altered in vitro development of glia and their coinciding 
efforts to re-establish basal conditions, can be diffi cult to distinguish from an experimental effect. 
In order to conduct accurate studies, it is important to establish the appropriate behavior of 
newly-formed neurons and in vitro-generated synaptic connections. The severe cellular loss 
witnessed in response to the destruction of extrinsic signaling afferents immediately following 
explantation, as evidenced by elevated levels of secreted lactate dehydrogenase (LDH) until at 
least 4DIV  (33) , assuredly infl uences the subsequent development of the tissue. This neuron loss is 
assumed to be extremely sensitive to changes in the septo-temporal cut of the tissue and variable 
across slices due to differences in the location and intensity of released, neurotoxic mediators. 
How this degeneration affects the long-term maturation of these slices is impossible to interpret. 

 In OSCs, the absence of sensory input at a developmental period critical for experience-
dependent learning also engenders considerable concern. Although these cultures increase 
their neuronal activity over time in vitro to affect migration, differentiation, and maturation 
on a timecourse paralleling development in vivo  (16) , there remains the likelihood that these 
networks do not evolve in a manner identical to the in vivo situation, particularly as regards 
soluble cues. OSC glia are highly active at this time of neuronal network maturation, and are 
well-known to participate in the formation, maintenance, and functional development of syn-
apses. As such, it is unclear how their enhanced activity alters functional components of neu-
ronal signaling, aside from electrophysiologically measurable phenotypes. Moreover, there 
may be additional, unforeseen consequences stemming from the inability of slices to sustain 
neuronal input and output beyond their closed environment. Initial observations in OSCs are 
encouraging, but the full complexity of in vivo neuronal systems, including learning, attention, 
and memory-like phenotypes, which often involve intricate afferent and efferent connections 
that are lost in OSCs, has yet to be conclusively shown in culture. Allusions to complex in vivo 
functions reliant on data drawn from organotypic preparations should be moderated.   

  Glia and Infl ammation 
 Almost all neuronal injury paradigms involve a glial component, either in the toxicity profi le 
or during damage resolution. Astrocytes regulate the neuronal environment, providing trophic 
factors and removing excess toxins, such as extracellular glutamate. In addition, these support 
cells of the brain play an integral part in forming and sustaining the tripartite synapse, providing 
assistance in signaling processes between pre- and post-synaptic regions. Microglia facilitate 
many of the essential, immune-type responses in the brain parenchyma. In a quiescent state, 
these cells remain vigilant, primed to rapidly resolve any disruptions to the neural environ-
ment. Together, these two cell types mediate the vast majority of infl ammatory responses in the 
brain. As the dysregulation of these processes appears to play a causative role in many brain 
degenerative conditions, a fundamental understanding of the mechanisms underlying proper 
glial function is vital to preventing and/or resolving these pathologies. Thus, the potential to 
model these actions in OSCs is of particular interest to neurotoxicologists. 

  Microglial Function 
 Microglial cells are the most rapid responders to pathological insults. In vivo, microglia help in 
synapse remodeling and play a visible role in both innate and adaptive immune responses, 
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most notably antigen presentation  (80) . Microglia participate directly in signaling with neurons, 
and appear to either regulate or assist astrocytes in walling off damaged and sensitive neural 
regions from injurious foci. Perhaps most recognizably, these cells have a well-established role 
in the removal of cellular debris. The various clearance processes of microglia are well described 
in a review by Napoli and Neumann  (81) . These cells prune axonal connections and engulf 
apoptotic neurons produced in excess during CNS development, and selectively target inap-
propriate synaptic connections throughout adulthood. Microglial activity is tightly regulated 
in vivo. This is likely to hold in vitro as well, as similar neurochemical cues persist in the OSC 
parenchyma. The activation and proliferation of these cells, particularly over the early time-
course of OSC, appears to be a protective function necessary for the survival of slice neurons. 
Typically, microglial activation is associated with negative effects on brain neuron function and 
survival; however, this stigma has been widely challenged in recent research. Currently, there 
is an emphasis on the chronic dysfunction of these cells, or the actions of their morphological 
mimics, infi ltrating macrophages, as the true culprits behind many of the deleterious actions 
previously attributed to all “reactive” or “activated” microglia. 

 Microglial morphogenics and phagocytosis are important functions that are incompletely 
understood within the context of an environment relevant to the in vivo brain parenchyma. 
Studies in primary culture are limited in regards to the extracellular cues present. Multiple 
studies on isolated microglia highlight their morphological responsivity to co-culture with 
various other cell types, including a ramifi cation when contacting primary neurons and astro-
cytes. The activation of microglia in OSCs has been shown to involve the replacement of rami-
fi ed branches with new, more dynamic, protrusions, signifying a functional change to one more 
closely related to that of microglia in dissociated primary cell preparations before 5DIV, and 
one more closely akin to the  in vivo  situation after 10DIV ( 31  ,  82 ). These morphological changes 
initiated in response to the explantation injury may parallel electrophysiological changes, such 
as those observed between ramifi ed slice microglia and reactive cells found after facial nerve 
axotomy  (83) . These early changes likely indicate trauma-induced release of soluble factors, 
including ATP, from damaged neurons that stimulate resting microglia on cell surface proteins, 
such as the purinergic family of receptors. Treatment of acute slices with purinergic ligands 
reduces microglial activation  (84)  and microglia in slices from P2Y 12  knockout mice fail to 
exhibit chemotaxis following bath application of ADP or ATP and display a delayed response 
to local tissue damage caused by laser ablation in vivo  (85) . This chemotaxis to sites of injury is 
similar to that observed in the large numbers of slice microglia that migrate to neuronal cell 
bodies damaged during explantation and to the cut edge of organotypic preparations. Future 
studies of the electrophysiological properties of slice microglia during tissue damage resolution 
could prove quite revealing. 

 At early DIV, microglia in OSCs undergo a variety of changes at their cell surface that 
identify an immune-like reaction. The costimulatory molecule, B7-2, normally displayed on 
antigen presenting cells (APCs) for T cell stimulation, is upregulated by slice microglia over the 
fi rst 7DIV, possibly representing a non-destructive neuroprotective mechanism and means by 
which microglia initiate phagocytosis of myelin debris ( 86  ,  87 ). Adding support to this, micro-
glia in organotypic tissue that are in proximity to degenerating neurons, but not those in areas 
with intact neuronal architecture, can be induced to express MHC II in response to interferon 
gamma  (88) . Further, activated microglia in organotypic tissue express different integrin adhe-
sion molecules, specifi cally lymphocyte function associated molecule-1 (LFA-1, the receptor for 
intercellular adhesion molecule-1, ICAM-1), and  α  4  β  1  integrin—molecules typically associated 
with T cell/ APC interactions ( 24  ,  34 ). The expression of integrin-like molecules would allow 
microglia to recognize neurons, initiating processes including synapse stripping and phagocy-
tosis  (89) . As described in previous sections, once the slice environment progresses beyond an 
initial sensitive period, it seems capable of quelling microglial activation phenotypes and then 
maintaining most of these cells in a relatively quiescent state. After microglia establish this 
“mature” in vitro state, they still retain their ability to respond to in vitro tissue injury  (90) , 
though these cells have been shown to have a reduced phagocytic response to latex beads  (82) . 
Increasingly, attention is being paid to the functional progression of these “inactive” cells to 
become migratory or phagocytic in situ. The implantation of microglia with long-term fl uorescent 
labels into OSCs should offer future insights into these processes. 

 An approach deserving of more attention given the growing association of brain 
microglia with neurodegeneration and neuroprotection, is implantation of OSCs with primary 
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microglia. Implanted BV-2 microglia have been shown to penetrate deeply into OSCs, where 
they subsequently protect against oxygen glucose deprivation, or OGD  (91) . Interestingly, 
BV-2 microglia which overexpress macrophage colony stimulating factor receptor (M-CSFR, a 
phenomena observed in microglia surrounding plaques in Alzheimer’s disease, AD, in vivo) 
proliferate, release cytokines, and exhibit enhanced phagocytosis, protecting OSCs against 
N-methyl-D-aspartate (NMDA)-induced excitotoxicity. Despite the fact that the in vivo relevance 
of these cell lines is of much greater concern than in primary preparations, surprisingly few 
studies examine the outcome of adding exogenous, primary microglia to brain OSCs. Addition 
of primary microglia or microglia-conditioned medium to OSCs has been shown to potentiate 
NMDA-mediated, but not AMPA or KA-mediated, synaptic responses  (92) . Implantation of 
fl uorescently-labeled polymorphonuclear neutrophils (PMNs) into 10DIV slices enhances 
OGD, according to propidium iodide (PI) incorporation and the loss of Thy1-driven YFP 
expression as indicators of cellular loss. When exogenous microglia were implanted in combi-
nation with the PMNs, the exacerbation of the OGD neurotoxicity was abrogated via direct 
engulfment of the invading PMNs by both endogenous and exogenously-added microglia  (93) . 
It should be noted that, due to the diffi culty inherent in clearly visualizing the actual engulf-
ment interaction in intact OSCs, the authors translated the observation of engulfed PMNs 
inside of microglia to observations of the actual “chasing” and engulfment using co-cultures 
of dissociated primary cells. This technical consideration should be kept in mind for the 
replacement of diffi cult visualization processes carried out in OSCs during real-time imaging 
techniques that require a high degree of resolution.  

  Astrocyte Actions 
 Astrocytes have the capability to directly modulate excitatory and inhibitory synaptic transmis-
sion through glutamate and ATP uptake and release. They also facilitate neuronal synchroniza-
tion and long-range network signaling, likely through intracellular Ca 2+  levels. Astrocytes play 
a vital role in the detoxifi cation of the immediate neuronal and synaptic microenvironment. In 
addition, they possess a well-described, putative role as mediators of brain infl ammatory reac-
tions [for a review of astrocyte function, see  (94) ]. Complicating this, however, is the fact that a 
considerable portion of the recent, fundamental understanding of the aforementioned functions 
of astrocytes has been discovered using slice preparations  (94) . 

 Developmentally, astrocytes in vivo have a well-established role in providing guidance 
cues for migration. The migration of astrocyte precursors injected into slices appears to be regu-
lated directionally by cues specifi c to the organotypic tissue region, whereas migrational distance 
is determined by the age of the host tissue  (95) . This, again, appears to refl ect developmental 
permissivity, as migration was abrogated in tissues derived from >P7 animals. In roller tube, 
midbrain slices, astrocyte processes were shown to precede not only neuronal migration, but also 
oligodendrocyte and microglial migration  (96) . Of note is the observation that bromodeoxyuri-
dine (BrdU)-positive astrocytes can be seen within a glia scaffold beyond 20DIV in roller tube 
slices, but only over the fi rst seven days in vivo  (20) . Astrocytes in brain OSCs continue to provide 
guidance cues for dopaminergic fi ber outgrowth  (97) . Studies such as these are typically carried 
out shortly after explantation, during periods of robust glial proliferation and activity. 

 Preservation of neuronal health and function are, possibly, the most important features 
performed by astrocytes in the intact brain. Astrocytes in OSCs, as well as those in vivo, 
regulate extracellular glutamate concentrations  (98) . Another means by which astrocytes may 
infl uence synaptic effi cacy is via process extension and retraction to motile, postsynaptic 
dendritic spines, as shown in hippocampal OSCs  (99) . In hippocampal slices, gap junction 
communication by astrocytes, a signaling mechanism easily manipulated in these cultures, 
helps to reduce damage from oxidative toxicity induced following the application of kainate or 
FeSO 4   (100) . Both microglia and astrocytes have an active role contributing to synapse elimi-
nation during CNS development, plasticity of the adult brain, and, likely, the re-establishment 
of functional circuitry in OSCs following explantation. Glial ensheathment and synapse strip-
ping by astrocytes has been shown in “transplanted” cerebellar OSCs  (101) , where cells 
endogenous to the slice were inactivated and depleted, then astrocytes were repopulated 
with transplanted replacements at 9DIV. 

 Unique to slices, the scar-like barrier that forms at the interface may be a neuroprotective 
mechanism  (20) . Failure to regenerate injured axons in vivo is known to involve the formation 
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of a glial scar by, predominantly, reactive astrocytes. This physical barrier is benefi cial in many 
ways  (102) . The scar protects neurons spared in the initial insult from the spread of released 
toxic factors, demarcates the lesion site to focus immune-type responses, and may help to regu-
late inury-induced cellular proliferation. The graded migration and activation of glia towards the 
slice interface most logically indicates an attempt to shield the sensitive neuronal fi elds in 
the deep, inner layers of the slice tissue from elevated concentrations of harmful byproducts 
of the explant injury, such as excitatory amino acids. Importantly, these activities are almost 
assuredly dependent on neuronal activity  (103) . A phenomenon that may be uniquely observable 
using slices, astrocytes appear to downregulate the activity of cells entering the slice environ-
ment. Infi ltrating macrophages, when transplanted atop organotypic preparations, lose their 
ameboid morphology as they pass astrocytes at the slice interface; these observations were 
confi rmed and further dissected in dissociated cell cultures  (104) .  

  Considerations of OSC Glial Activity 
 The amplifi ed responsiveness of slice glia is of great concern as a potential confounder unique 
to the organotypic preparation. The elevated numbers of active slice glia can have disruptive 
effects on multiple aspects of experiments in OSCs. They can decrease the visibility of the neu-
ronal fi elds, degrade extracellular matrix materials, and migrate out from the three-dimensionally 
conserved explant, where they are still capable of altering soluble signals, despite being segre-
gated from slice neurons and in vivo-like tissue. These cells can be further transformed by 
experimental approaches that modify slice neurons, thus creating aberrantly over-activated or 
damaged astrocytes with little physiological relevance. Metabolically, these reactive cells are 
typically very active and represent a potential impediment to drug or toxicant treatments. Fur-
ther, their activation presages the need for drug or DNA-based manipulations to be carried out 
at very early days in vitro in order to achieve effective labeling without causing ancillary trauma 
to fragile tissue at later timepoints. Any physical change to the OSC tissue, such as a needle 
track, partial separation from the culture substrate due to agitation, or prolonged exposure to 
harmful wavelengths of light can all cause surface glia in the vicinity of the disruption to 
become motile and activated, potentially invalidating experimental endpoints. Even cellular 
implants and vital dyes, despite requiring the addition of only a small volume of liquid atop 
the fl uid barrier at the slice interface, can sometimes induce this response (observations above 
from author’s unpublished data). Slice cells are sensitive to hypoxic conditions and OSC: mem-
brane matrix interactions are easily disrupted, particularly at early ages in vitro, so the addition 
of even a small amount of medium to the surface of the slice may have signifi cant effects on the 
function and viability of slice neurons. In short, it is clearly evident that the increased presence 
of microglia and astrocytes has the capacity to disrupt experimental manipulations and 
endpoints in slice cultures. 

 One of the main concerns with this model is the inability of astrocytes to progress beyond 
a relatively immature phenotype. Astrocytes in organotypic cultures proliferate, become hyper-
trophied, extend processes into the slice matrix, and migrate a considerable distance from the 
borders of the slice ( 23  ,  66 ). The expression of nestin observed within slice astrocytes is thought 
to refl ect a prolonged activation state resulting from the trauma of explantation and represents 
a differential between glial maturation in vivo and in vitro  (28) . The authors hypothesized that 
this altered maturation is caused, in part, due to the lack of a functional vascular system and a 
corresponding absence of trophic interactions between astrocytes and endothelial cells. The 
long-term, functional consequences of this differential in vitro maturation could be far-reaching. 
In OSCs, it has yet to be shown what the consequences of the maintenance of glia in a pseudo-
activated state may be, or what signals are lacking in OSCs that inhibit their maturation. At the 
least, the possibility of alterations to processes and downstream endpoints under astrocyte 
regulation should be considered when translating slice data to the in vivo situation. 

 The predisposition of microglia towards an activated phenotype is worrisome. Microglia 
have been shown to be directly responsible for neuronal damage that results from axon 
damage during in vitro entorhinal cortex lesion  (39) . The interfacing edges of organotypic 
preparations are often closely apposed to the neuronal nuclei being interrogated, increasing the 
likelihood for crosstalk between these highly active cells at the culture edge and nearby, viable 
neurons. In vivo, microglia are activated at projection sites from the region lesioned, as well as 
at the injury site itself  (105) , presenting the problem of damage along in-plane projections from 
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neurons affected by the explantation lesion. Further, activation limits the ability of microglia to 
physically survey the tissue parenchyma and impedes communication with other cell types 
via short-lived soluble mediators, as is typically seen with the close association of branched 
microglial processes and neurons in vivo  (30) . Thus, this temporary in vitro activation can sig-
nifi cantly blunt their responsiveness to subtle alterations in the neuronal microenvironment. 
As morphologically “activated” microglia downregulate purinergic receptor expression  (85) , 
changes such as these effectively reduce their long-range migratory ability and any corresponding 
participation in the resolution of subsequent injuries to the organotypic tissue. 

 Reducing the number or inhibiting the activity of microglia in slices has met with variable 
results. Treatment of hippocampal slice cultures with astroglial factors that deactivate micro-
glia improves neuronal survival following excitotoxic injury  (106) . Conversely, if IL-1β is 
applied to slices after NMDA injury, the number of microglia is increased and there is an exac-
erbation of the damage  (107) . The authors went on to show that treatment with IL-1 receptor 
antagonist after injury had the opposite effect, improving neuronal survival and decreasing the 
number of microglia. It is important to note, however, that treatment with IL-1β in uninjured 
slices was shown to cause an increase in the number and activation state of slice microglia 
without any neuronal death. This is in disagreement with the assumption that activated micro-
glia are intrinsically harmful to neurons. In a study of microglial depletion with clodronate, a 
bisphosphonate that depletes cells of monocyte lineage and also reduces astrocyte proliferation 
 (108) , Kohl and colleagues showed that clodronate-induced elimination of microglia increased 
neuronal damage following NMDA treatment  (109) . In vitro entorhinal cortex lesions (ECLs) 
provide another model for these types of studies. Inhibition of infl ammatory processes with 
transforming growth factor β (TGFβ), which reduces IL-1β release from microglia, or direct 
elimination of microglia with the lysomotrophic agent L-leucine methyl ester (LLME) both help 
to maintain dendritic density after ECL and enhance sprouting of the remaining afferents  (39) . It 
is interesting to note that TGFβ conversely enhances neuronal damage caused by NMDA  (106) . 
With ECL of slices derived from CXCR3 knockout mice, which lack a receptor thought to be 
required for microglial activation and migration to neuronal injury sites following brain injury, 
denervated dendrites are not removed, as microglial recruitment to the zone of axonal degen-
eration is impeded  (110) . With the injury caused by explantation as a model for microglial 
mobilization, activation, and phagocytosis, Kurpius et al. showed that application of apyrase, 
an enzyme that degrades extracellular ADP/ATP, reduced branch extension and migration 
towards the edges of the slice following bath ADP/ATP application  (111) . One notable fi nding 
from this study was that the behavior of microglia within the slice varied depending on their 
distance from the neuronal cell bodies injured by explantation. These studies stress the sensitiv-
ity and specifi city of microglia in their response to stimuli, and urge caution in assumptions 
about downstream effects of inhibiting their activity. 

 As many glia in these cultures have migrated towards the slice interface or to sites of 
lesion-induced cell loss, in addition to having an increased activity and a reduced maturity 
level, these cells are not localized to their proper in vivo location. As our knowledge of glial 
cells expands, it is becoming increasingly likely that, in vivo, microglia and astrocytes have 
regionally defi ned functions, dependent on the local microenvironment. It remains to be seen 
how this cellular relocation in slices would alter the glia response to, and resolution of, 
 subsequent tissue injury. However, it is important to recognize that IL-1β has been brought 
forward as one of the key cytokines necessary for the recovery from a lesion-induced injury 
 (112) . This infl ammatory molecule is expressed at elevated levels for the majority of the OSC 
duration. Interestingly, IL-1β induces the proliferation and migration of astrocytes in vitro and 
in vivo ( 97  ,  113  ,  114 ). It may be that the priming-type activation of glia by the organotypic prep-
aration allows these cells to respond more quickly to any subsequent local injury, effecting a 
more rapid clearance of debris by microglia and a walling off of damaged or sensitive tissue by 
astrocytes. In this way, glial activation at early DIV may simply be an impetus for recovery, 
allowing for a resolution of tissue damage and the subsequent production or rejuvenation of 
functional synapses. Even so, the functional maturity and activation history of slice glia makes 
them distinct from in vivo cells. 

 Because of the myriad known functions of glia cells, it is diffi cult to dissect whether the 
phenotype of these cells in vitro is relevant to the actions of their in vivo counterparts. It is 
entirely possible that the prolonged “activation,” “reactivity,” or, at the least, “heightened 
vigilance” of these cells infl uences their subsequent response to infl ammatory or pathological 
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stimuli. Similar to the preconditioning-type responses witnessed in brain neurons, the injury 
stimulus of organotypic culture preparation may serve to create adaptive changes to microglia 
and astrocyte function or responsiveness. The probability of regional or subtype differences in 
microglia and astrocytes in OSCs, some of which are likely to translate to in vivo phenotypes, 
adds increasing importance to elaborating structure-function linkages between the observed 
glial morphological changes and defi nitive functional changes.   

  Studying Immune Cell Infl uence 
 In vivo, the vascular and ventricular systems provide access for immune cell infi ltration of the 
brain, which serves a policing-type function during normal brain activity and in an effector-type 
capacity during times of severe injury. A limited number of circulating immune cells, as well as 
soluble signals from the periphery, penetrate the brain parenchyma in vivo. Systemic immune 
factors can modify neuronal function and glial activity during insults such as stroke or 
traumatic injury, and, additionally, can modulate the in vivo profi le of several drugs. This infi l-
tration can have both benefi cial and deleterious effects, depending on the initiating stimulus, 
the timing, and the magnitude of the cellular or soluble infi ltrate. In the uninjured brain, these 
responses remain under tight regulatory control. 

 OSCs represent a unique CNS tissue system with which to examine the actions of 
peripherally-derived immune cells and soluble factors through exogenous implantation or 
application, respectively. Immune cells that penetrate the BBB or blood-CSF barrier have been 
found to survey the parenchyma in both active and inactive states. Unlike the naïve brain, 
OSCs are protected from the infl uence, either cellular or soluble, of factors typically found in 
the circulation. As previously mentioned, slice cultures exhibit a profoundly altered expression 
of MHCII following application of IFN-gamma that is dependent on neuronal degeneration 
and activity  (88) . IFN-gamma is a pro-infl ammatory cytokine that increases MHCII molecules 
on astrocytes and microglia during disease and in lesioned areas of the CNS, facilitating 
immune cell extravasation into the brain parenchyma  (115) . MHC molecules are present at very 
low or undetectable levels in the normal CNS, so an increase in MHCII suggests an increased 
immune reactivity  (116) . In response to CpG-DNA, a mimic of unmethylated DNA found cir-
culating in autoimmune conditions such as systemic lupus erythematosus, OSC neurons are 
damaged by microglia stimulated through TLR9. Interestingly, these neurotoxically-stimulated 
microglia act fi rst on neurites in their immediate vicinity, initiating axonal loss, and subse-
quently interact with the neuronal somata  (117) . Thus, it appears that organotypic cells retain 
their responsiveness to immune-related signals in vitro. 

 Using slices, it has been clearly shown that naïve T cells can enter the in vitro parenchyma 
and be activated by local APCs, most likely CD11c+ dendritic cells, not microglia  (118) . 
Conversely, as discussed earlier, splenic macrophages morphologically “deactivate,” becoming 
less ameboid, when transferred to OSCs  (104) . Co-culture studies with T cells have revealed a 
soluble, subtype-dependent neuroprotective function of MBP-specifi c Th2 cells when cultured 
beneath membrane inserts growing entorhinal–hippocampal OSCs  (119) . This protective func-
tion does not appear to persist if T cells are allowed to establish direct cell-to-cell contacts 
within the organotypic tissue, as T cell interactions with slice microglia can result in axonal loss 
 (120) , microglial activation, and a downregulation of T cell-induced infl ammation, depending 
on Th1 versus Th2 expression  (121) . These culture preparations offer a unique avenue through 
which immune cells can be selectively included when dissecting a toxicant effect on intact 
neural tissue. 

  Concerns Related to a Lack of Systemic Infl uence 
 In slice cultures, the absence of endogenous, non-resident brain cells, including T cells and 
infi ltrating monocytes from the periphery, has not been described in detail. With the loss of 
blood fl ow and, at least partially, a compromised brain barrier system, it is not clear whether or 
not perivascular macrophages lining the blood vessels of the brain are completely prevented 
entry into the slice during culture preparation. Further, due to the age of animals at culture, 
most OSCs are prepared without perfusion. Thus, although the presence of a robust number of 
these cells would almost assuredly have been noticed in previous studies, a relatively small 
population of non-resident immune cells persisting within OSCs cannot be completely ruled 
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out. Even in small numbers, immune cells are known to have vast and varied effects on cytokine 
release and cellular damage. Complicating matters, peripherally-derived macrophages share 
nearly all of the same cell surface antigens as brain-resident microglia and are almost impossible 
to distinguish morphologically. 

 A similar concern is raised when considering the so-called “clean-up” hypothesis  (122) . 
In this theory, angiogenic factors are upregulated after injuries such as stroke in an effort to 
open capillaries and make new microvessels. This process is initiated so that macrophages can 
infi ltrate, destroy, and phagocytose necrotic brain tissue to limit injury and facilitate rapid 
recovery. As any additional infi ltration of leukocytes and macrophages into organotypic tissue 
injured in vitro is prohibited by the nature of the slice environment, it seems that the requisite 
actions of phagocytosis and scar formation are fully relegated to slice microglia and astrocytes 
following injury. This is a role that may or may not be shared with immune-derived cells 
in vivo, presumably dependent on the type of injury. 

 Particular attention should be paid to the absence of communication between neural 
tissue and the peripheral immune system. Astrocytes at the BBB and ependymal cells along 
ventricles and the choroids plexus help to initiate neuroimmune responses. It is clear that 
the CNS, and presumably OSCs, possess the full complement of the innate immune response 
(complement, scavenger receptors, etc.), but not the adaptive immune system (T and B cells, 
antibodies). The innate immune response allows for the removal of toxic debris, amyloid fi brils, 
and similar factors expressing “eat me” signals by brain glia  (123) . Of equal importance are the 
signals that distinguish “self,” so-called “don’t eat me” signals, as well as those that help to 
silence innate immunity and limit localized infl ammation. Using these signals, exogenous cells 
and toxic debris are targeted for destruction by astrocytes and later cleared by brain glia with-
out ancillary damage to proximal brain tissue  (124) . Some of these signals may be produced 
and recognized by, not only brain-resident glial cells and neurons, but also infi ltrating cells 
which routinely survey the brain parenchyma. Alternatively, the release of these signals from 
brain glia may, in part, occur in response to interactions with systemic immune signals at sites 
lost in OSCs, such as capillaries or ventricles. Thus, slices may fail to fully manifest or recognize 
soluble signals following select injury paradigms that involve a peripheral immune cell 
component in vivo.   

  Neurogenesis 
 Recently, a large portion of the neurobiology literature has focused on the functional neurogenesis 
now accepted to occur throughout the lifetime of mammals. As maturing slices appear to 
develop in a manner approximating in vivo aging, and some recent progress has been pur-
ported in the establishment of cultures from adult animals, this culture model seems a likely 
candidate to study the nuances of the neurogenic mechanism. Neurogenesis continues 
throughout the in vitro lifespan of organotypic cultures. Using BrdU label colocalization with 
markers indicative of maturing neuronal phenotypes, researchers have been able to show that 
proliferating cells, from neurogenic zones identifi ed in vivo, mature into neuronal phenotypes 
and integrate into the existing circuitry in vitro (see below). 

 The subgranular zone (SGZ) of the dentate gyrus and the subventricular zone (SVZ) 
along the lateral ventricle wall are sites of active neurogenesis in adults. In OSCs, the SGZ has 
been used to model neurogenesis using in vitro matured cultures from postnatal animals. Using 
the roller tube  (25)  and the interface method  (125) , the incorporation of BrdU into proliferative 
cells within this discreet region has been shown to occur in vitro. The cells subsequently mature 
along a neuronal lineage for extended periods of time. These regions remain responsive to 
neurogenic stimuli, for example FGF, after some time in vitro  (126) . In a study looking at 
neurogenesis at earlier in vitro timepoints (<14DIV), it was found that the most robust cellular 
proliferation occurs immediately after explantation and, overall, is less robust in the presence 
of serum  (127) . 

 Implantation studies of neural stem cells recovered from GFP-transgenic animals into 
7DIV OSCs showed they differentiate into neurons (21%) and astrocytes (38%) over seven more 
DIV  (128) . It is diffi cult to discern with confi dence whether these percentages differ from those 
produced in vivo. However, the number of new neurons approximates those witnessed in vivo, 
while the percentage of astrocytes is quite elevated, nearly doubling in vivo observations  (129) . 
Regardless, the distribution of these newly born neurons (NeuN/ BrdU colocalized) does 



220 KRAFT

closely mimic that of rodent neurons in vivo  (25) , arguing that the appropriate regional cues for 
proliferation and differentiation persist in vitro. 

  Complications Associated with Studying Neurogenesis in OSCs 
 Paralleling the explantation-induced increase in cellular death markers, the observation of a 
robust, transient elevation in cellular proliferation and neurogenesis should be considered, as 
this type of induction is widely recognized as a compensatory mechanism of neuronal cell loss 
in the adult animal  (130) . In vivo, and likely in OSCs as well, this proliferation typically exceeds 
the number of neurons necessary to integrate into available functional circuits. Thus, over sub-
sequent weeks, there is a need to gradually reduce the number of newly generated cells that 
have failed to integrate. Such a process would be accelerated and amplifi ed in OSCs, as there is 
still trauma-induced proliferation, but fewer remaining targets to which those new neurons can 
home and successfully integrate. The activation of mechanisms necessary to effect the clearance 
of these excess neurons remains poorly defi ned. In the adult at least, new neurons are activated 
more easily and have a lower threshold for LTP relative to pre-existing neurons; this phenotype 
may persist for several months in vivo [supported and summarized in  (131) ]. In addition, 
the long-term survival and establishment of mature, fully functional circuitry appears to be 
exquisitely sensitive to modifi cation by enrichment, typically in the form of physical activity or 
experience ( 132  ,  133 ). It has been shown that early stressors can cause life-long reductions to 
neurogenesis, which may be reversible with experience ( 134  ,  135 ). OSCs lack the propensity for 
prototypical enrichment, so the longevity and completeness of neuronal integration in vitro, as 
well as new neurons’ ability to change in response to experimental manipulations, remains 
suspect. To assuage some of these worries, researchers should be encouraged to provide direct 
observations of BrdU+ neuron contributions to long-lived plasticity in vitro. 

 In part, the presence of an abnormal amount of cellular proliferation in comparison to the 
developmental maturity of the cultures and coincident, potentially confounding, glial prolif-
eration  (120)  refl ects a compensatory response of OSCs to the neuronal loss induced during 
culture preparation. However, the potential advantages of this ongoing neurogenesis warrant 
further detailed investigation. To date, studies of OSC neurogenesis have relied heavily on 
implantation and cell tracking techniques, with negligible effort towards generating functional 
neuronal progenitors from in vitro cultured OSCs. This raises the question of whether these 
isolated cells would display functional phenotypes similar to those observed after isolation 
from the intact brain, as the immediate neural microenvironment has been shown to have con-
siderable effects on progenitor cell function and integration in vivo  (136) . In short, studies of 
neurogenesis in OSCs should be considered with a critical eye.    

  INVESTIGATIVE STUDIES USING OSCS: NEURONAL TOXICITY 
 Perhaps most importantly and in clearest contrast to dissociated neurons, slice neurons routinely 
respond to a variety of CNS insults in a manner closely mimicking the regional specifi city and 
selective vulnerability of neuronal subtypes following toxicant exposure in vivo. This toxicity 
often remains temporally matched, with a conserved mechanism of cell death. Similarly, the 
architecture of OSCs allows for assays of toxicants with an indirect mechanism of action, such 
as those requiring bioconversion or secondary signaling responses from other cell types prior 
to any observable neurotoxicity. Owing to organotypic setups maintaining much of the com-
plexity of the in vivo system, it is unsurprising that the use of these cultures has already led to 
seminal discoveries in the fi elds of neurotoxicology and neurodevelopment. 

  Traumatic Injury 
 Using a physical device, a highly controlled, traumatic insult with reproducible injury is hard 
to achieve on a restrained animal. In vivo models of traumatic brain injury are comprised of 
multiple central and peripheral system components, including BBB damage and edema, pro-
duction of oxygen free radicals by the blood vessels, and infi ltrating macrophages or lympho-
cytes. Therefore, although the impact region following the initial mechanical insult may remain 
constant, a high amount of variability can be found in the subsequent components of the injury 
response. Efforts have been attempted to minimize some of the inherent variables and more 
clearly track the injury and recovery processes, such as open skull injury models and modeling 
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of individual, secondary components, such as hypoxia. OSCs stand poised to help bridge the 
gap between  in vivo  injury and the responses of individual cells. 

 In OSCs, the absence of an intact vascular system and the lack of infi ltrating immune cells 
allows for the selective examination of resident brain cell responses to physical injury. Two main 
physical injury models have been applied to organotypic cultures: namely, two-dimensional 
“stretch” ( 137  ,  138 ) and “weight drop” ( 139  ,  140 ) models. The former relies upon stretching 
the substrate upon which the organotypic preparation is cultured and the latter indicates a 
mechanical compression of the organotypic parenchyma, either atop axonal projections or 
intact neuronal fi elds. Typically, these models are used to examine the temporal spreading of 
cell death following injury using PI fl uorescence. Recently, a fl exible, microelectrode matrix 
was developed in order to record neuronal activity following trauma up to 14DIV, in an effort 
to explore trauma-induced functional defi cits  (141) . The tools necessary to examine the complex 
features of this type of injury are still being developed, leaving this an infrequently examined, 
yet promising, area of OSC research.  

  In Vitro Lesions 
 Lesion models using slice cultures allow for a direct visualization of the sequelae to axonal 
transection within an intact tissue environment. Most commonly, fi ne blades or thin wire are 
used to sever synaptic projections, allowing for the observation of subsequent compensatory 
responses in organotypic tissues at sites representing either a loss of retrograde or anterograde 
signals. Oftentimes, hippocampus-entorhinal cortex preparations are used due to the ease of 
severing their well-described projections. The fundamental basis behind the use of this model 
is summarized in a paper from Stoppini et al.  (142) . The response of seven or 21DIV OSCs to 
lesioning encompassed both degenerative and regenerative processes, including functional 
synaptogenesis, activation of reactive and phagocytic glia, as well as the formation of a thin 
scar at the lesion site over subsequent days post-lesion. When the cultures were maintained 
in vitro for a longer duration, they became less plastic, exhibiting weaker signs of regeneration 
following injury. Slices transected immediately upon preparation also displayed a reduced 
ability to establish connections across the lesion zone. When connections were formed, there 
was a decreased density and fewer terminals. In cultures that failed to reestablish terminals 
distal to the cut, a delimited zone populated by non-neuronal cells was formed  (12) . 

 This method has been used to describe various aspects of the response to axonal transec-
tion. Studies observing labeled efferent projections, either retrogradely using tracers  (143)  or 
via co-culture studies with OSCs derived from transgenic mice expressing select fl uorescent 
proteins  (144) , are useful in examining characteristics of axonal regrowth, such as an observed 
dependence on developmental age  (143) . In examinations of processes believed to be integral 
to recovery, pre-lesion modifi cation by enzymatic treatment  (145)  or blocking antibody treat-
ment ( 146  ,  147 ), for example, have helped to describe proteins and receptors involved in circuit 
development. Modeling methods unique to the post-lesion situation include implantation of 
radial-like glia in the lesion site, which has been shown to increase the number of translesional 
axon projections  (148) . Modifi cation of the excitatory potential of deafferented neurons through 
the use of neurotransmitter receptor antagonists, photolysis of caged glutamate at distal den-
drites, and direct stimulation of residual synapses, pinpointed an effect at distal dendrites that 
is responsible for the hyperexcitability observed following deafferentation  (149) . The in vitro 
manipulation and real time observation of these immature cultures prior to, and shortly after, 
in vitro lesioning gives OSCs a unique advantage over in vivo experiments. 

 Studies of in vitro lesions on postnatally-derived slices maintained beyond two to three 
weeks in vitro have been relatively unsuccessful. This is most likely due to the developmental 
“age” of the tissue. It has been proposed that the maturation of non-neuronal cells within the 
lesion site is the causative factor behind this failed axon regeneration  (148) . Glia infi ltrate into 
the lesion site to remove harmful cellular debris and limit secondary damage. However, their 
presence and maturation there also appears to impede local axonal recuperation.  

  Ischemia 
 OSCs have been used to experimentally examine the etiology of stroke through ischemic injury 
via hypoxia and hypoglycemia (a.k.a. OGD). This model is rapidly induced (typically 
<180 minutes) and results in a loss of ATP, release of excitatory amino acids, activation of glia, 
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and, in the hippocampus, CA1 cellular injury by 24 hours, reproducing a similar in vivo sensi-
tivity  (150) . As such, this model has been repeatedly used to examine the neuroprotective prop-
erties of a wide range of compounds, with select glutamate receptor antagonists serving as 
effective positive controls. Although most studies focus on the role of excitatory stimuli on the 
ischemia-induced cell death, there does also appear to be a strong infl ammatory component to 
the toxicity, as microglia become activated prior to neuronal loss and inhibiting their activation 
can reduce the OGD-induced cellular damage  (151) ; however, their exogenous addition after 
OGD is also neuroprotective  (93) . One of the main differences between ischemia in vitro and 
in vivo is the in vitro absence of delayed CA1 cell death observable in vivo. In addition, although 
the period of submersion in the modifi ed medium solution is brief, the effects of this transient 
change in slice respiration are unknown. Thus, it is important and notable to recognize that 
multiple studies have been able to translate their in vitro results to the in vivo situation, i.e., the 
middle cerebral artery occlusion model, supporting the usefulness of the OGD model for studying 
neuroprotective compounds in slices.  

  Excitotoxicity 
 In OSCs, the toxic stimuli most commonly applied are compounds that are widespread in the 
neural environment and result in hyperexcitability of glutamatergic neurons, specifi cally glu-
tamate, NMDA, and kainate. For the most part, these excitotoxins cause selective cell loss in a 
neuron subtype-specifi c and regionally-localized manner that mirrors in vivo exposure to the 
same chemical. Accordingly, many aspects of the specifi c mechanistic cell death pathways in 
these models have been mapped out in OSCs [e.g., the kainate cell death pathway in  (152) ]. The 
activation of glia in response to the increased depolarizations and neuron loss caused by these 
excitotoxins has also been temporally characterized. 

 There are notable differences in the responsivity to excitotoxicity between in vitro-
maintained tissue and observed in vivo phenotypes. KA-induced toxicity in rats in viv o  does 
not involve damage to the dentate gyrus; whereas, in organotypic culture, this toxicity 
extends to this resistant region  (153) . These types of inconsistencies may be due to differences 
in toxin distribution or regional metabolism between OSCs and in vivo. Similarly, although 
induced tonic-clonic seizure-like events in acutely-derived slices are responsive to standard 
antiepileptic drugs, mature hippocampal OSCs exhibit pharmacoresistance, presumably due 
to the presence of aberrant axonal connections  (154) . 

 OSCs are capable of generating complex profi les in response to excitotoxicity. The 
preconditioning-type protective effect of sublethal doses of neurotoxins has been replicated 
in OSCs, as is seen with NMDA and kainate excitotoxicity  (155) . Similar results have been 
noted with ischemia  (156) , albeit with mixed consistency  (157) , where sublethal ischemic 
preconditioning did not reduce neuronal damage from a subsequent, lethal ischemic injury. 
Importantly, as with many other features of OSCs, these protective effects are, at least in 
part, dependent upon the time in culture at exposure. Variability also seems to be depen-
dent on the specifi c alterations made to media content (e.g., Mg 2+  concentration or K +  channel 
blocker presence) and the age at explantation.  

  Compound-Related Neurotoxicity 
 An examination of several examples of toxicants explored using OSCs reveals that these 
preparations can yield informative, but somewhat unique or specialized, results. These toxicants 
range from simple amino acids encountered at the cellular level to complex molecules pres-
ent at appreciable levels in the environment. In these experiments, OSCs, typically having 
been previously modifi ed (e.g., derived from transgenic animals or stimulated with drug), 
are treated with the individual toxic compound in question and, some time later, assessed for 
overt neuronal cell loss. The endpoints in these types of experiments are often minimal: PI 
incorporation and LDH release into the media, in order to allow for rapid comparisons and 
multiple dose levels. 

 In a study of ethanol (EtOH) toxicity by Mooney et al.  (158) , OSCs derived from E16 
rats were more sensitive to EtOH than P3-derived cultures. The cell death in E16-derived 
cultures was not responsive to nerve growth factor (NGF), whereas those cultures derived 
from P3 rats could be partially protected. These effects seemed to be regulated according to 
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the neurons’ migration pattern and differentiation state, both of which undergo considerable 
modifi cations during the early postnatal period, again highlighting the importance of age at 
explantation. Heavy metal toxicants that have been examined in brain OSCs include lead, 
iron, and tin ( 159–  161 ). Slice cultures may also prove a suitable model for the exploration of 
other, less common, environmental pollutants. For example, the monohalomethane deriva-
tive S-methylcysteine electrophysiologically reduces GABA-induced currents and causes 
increased PI uptake in hippocampal slices  (162) . Similarly, PCB-induced oxidative stress 
causes GABAergic and dopaminergic neuron dysfunction (in the form of depleted levels of 
GABA and dopamine, DA) in co-cultured slices of rat striatum and ventral mesencephalon 
 (163) . One of the important caveats of the OSC system to be taken from these studies, and 
those like them, is that the method of toxicant application can have vast effects on the resul-
tant levels and regional distribution of neuronal death. Implicit in this observation is the 
possibility that in vivo dosing and human exposures allow for a differential gradient of 
neurotoxic material to occur near specifi c neuronal networks in the brain; in slices, this gra-
dient may be lost. Of course, in these studies, as well as those using excitotoxins, OSCs do 
maintain the overall, selective susceptibility of specifi c neuronal subtypes, once again arguing 
that the intrinsic properties of those neurons persist in vitro. 

  Ex Vivo OSC Maturation Following In Vivo Exposures 
 Aside from their well-recognized use as models of prenatal and postnatal neural develop-
ment ( 164  ,  165 ), these cultures can be used to examine real-time effects  in vitro  following an 
in vivo exposure. A limited number of studies have used this approach to examine the impact 
of in vivo manipulations on the establishment and maturation of the slice. Following prena-
tal exposure to LPS, the integration and connectivity between the substantia nigra (SN) and 
striatum were assessed in co-cultured organotypic preparations. Although DA neurons 
seemed to grow into the exposed striatum from the unexposed SN, these DA neurons were 
lost over longer durations in vitro. This indicates their inability to survive under the organo-
typic conditions, possibly due to some underlying, compromised function or acquired sensi-
tivity  (166) . A similar use of this system has been applied to examining the effects of perinatal 
asphyxia on hippocampal neuron survival and proliferation, highlighting a potential com-
pensatory effect of neurogenesis for neuron loss  (167) . This study emphasized decreased glial 
scar formation following asphyxia as having the potential to aggravate the exposure of these 
OSCs to toxic mediators from the surrounding environment. 

 It is thought that in vivo exposures prior to slice isolation directly affect the brain 
structure in question, revealing functional defi cits in the resultant OSC. Alternatively, though, 
it is possible that the exposure could indirectly alter the appearance, viability, functionality, or 
longevity of the brain slice as a result of changes imparted during the generation or maturation 
of the culture. A relatively unexplored fi eld of slice culture studies, it is unknown whether 
exposure-induced changes to the size and complexity of targeted brain regions are translated 
as phenotypes present within slices derived from these exposed regions. Similarly, if pre-
culture exposures somehow impede the growth or spreading of the slice, changes in size have 
the potential to skew subsequent observations of cell number, cell density, and dose-target 
effects. Perhaps most likely of all, changes to regional glia in response to developmental expo-
sures could be foreseen to have a robust effect on the remodeling capabilities of these cells, 
which are essential for the appropriate recovery of slice neurons following deafferentation. The 
consequences of such changes may be incorrectly attributed to direct effects of the develop-
mental exposure, rather than alterations initiated during the culture preparation itself. These 
potential confounders to neurodevelopmental OSC research remain largely unexamined.   

  Models of Neurodegenerative Disease 
 OSCs have been used to model components of human disease ( 168  ,  169 ). These models include 
stroke (via ischemia induced with OGD), epilepsy (induction of seizure-like events through 
artifi cial modifi cation of extracellular salts, i.e., magnesium, calcium, and potassium), HIV 
neurotoxicity (through gp120 or Tat stimulation), as well as neurodegenerative diseases such 
as AD, Parkinson’s disease (PD), and Huntington’s disease (HD). Neurodegenerative diseases 
are most commonly modeled by directly applying proteins associated with disease pathology, 
using OSCs derived from transgenic mice, or overexpressing gene(s) of interest via in vitro 
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transfer techniques, such as viral transduction, biolistics  (170) , lipofection or electroporation. 
More complex insults have been developed in OSCs to initiate neuronal degeneration similar 
to that of human diseases, but via an indirect mechanism of action. Many of these involve 
alterations to neuronal protein processing, as neuronal degeneration in AD, PD, and HD are all 
believed to involve a dysfunctional component of ubiquitination, lysosomal degradation, or 
proteasomal breakdown of misfolded and/ or aggregated proteins. One example of this is an 
interesting, alternative model of AD that exploits the experimental induction of lysosomal 
dysfunction by the chemical, chloroquine, to promote in situ accumulation of Aβ peptides  (171) . 

  Alzheimer’s Disease 
 The progressive neurodegeneration witnessed in AD is thought to result from an accumulation 
of various toxic species of beta amyloid (Aβ) protein and a concomitant neuronal aggregation 
of hyperphosphorylated tau protein into destructive tangles. By far, the most common approach 
used to study components of AD in slices is the direct addition of various lengths and fi brilliza-
tion or aggregation states of Aβ to mature OSCs. Typically, the overt cell death that results is 
later assessed following the addition of some protective factor. Recently in slices, Aβ was shown 
to cause an increase in neuronal complement C1q and microglial activation  (172) . Interestingly, 
neuronal C1q expression has been hypothesized to be involved in fl agging damaged neurons 
and/ or synaptic sites for removal by microglia (or similar cells) to expedite recovery and 
remodeling ( 173  ,  174 ). One of the most controversial questions with this type of research, simi-
lar to studies in dissociated cell culture, is whether the artifi cial aggregation of these peptides 
produces soluble and fi brillar species similar to those formed in the brain, at relevant concen-
trations and ratios. Additionally, it remains unknown whether any or all soluble species of Aβ 
remain closely associated with neurons for extended periods of time in vivo or are quickly and 
selectively cleared from the brain parenchyma, possibly through mechanisms absent in OSCs. 

 Recent advances in culturing OSCs from adult tissue and for extended periods of time 
in vitro may enable researchers to begin looking at combinations of variables that can contrib-
ute to neurodegenerative phenotypes in humans. For example, the ability to culture OSCs for 
longer periods of time in vitro, in this case supplementation with NGF allowed culture growth 
for 50 weeks, has revealed that slices begin to produce and release low levels of Aβ beginning 
after 12 weeks in vitro, which can be induced to aggregate  (175) . Researchers have had some 
success in culturing viable OSCs from 20- to 30-day old, “young adult,” animals using lowered 
incubation temperatures and varied potassium concentrations, but these methods remain 
insuffi ciently characterized. Additionally, degeneration appears to persist and progress more 
rapidly in long-term cultures derived from older donors ( 176  ,  177 ). Most recently, exposure of 
10DIV hippocampal OSCs derived from long lifespan, adult mice ( ∼ 15 months) that are resis-
tant to oxidative stress and exhibit improved memory retention (Ames dwarf mouse), resulted 
in less toxicity from Aβ application than controls  (178) . Parelleling this is the observation of 
intranuclear, rod-like inclusions, in CA1 neurons of organotypic hippocampal slices aged over 
14DIV  (66) . These species are found in neurons in adult animals and have been shown to 
decrease during neurodegenerative conditions such as AD, so it may be that naïve OSCs can 
be used to study general aging phenomena in vitro. Clearly, these approaches, once they are 
verifi ed, are of interest across a wide range of neurobiological applications.  

  Huntington’s Disease 
 HD is a neurodegenerative condition typifi ed by the accumulation of N-terminal fragments 
of huntingtin protein possesseing an abnormal glutamine expansion within diseased neurons. 
The use of organotypic preparations from the R6/2 mouse model of HD allows for the in vitro 
development of polyglutamine aggregates, a hallmark of HD  (179) . In vivo, these aggregates 
begin to form in the CA1 beginning at three weeks of age, then the CA3 and DG by fi ve 
weeks. In OSCs, this sequence of aggregation was sustained: CA1 aggregates by 14DIV and 
DG aggregates by three weeks in vitro. Induction of heat shock protein 70 (HSP70), by cross-
ing these animals with transgenics overexpressing HSP70 or via chemical treatment, caused 
aggregate formation in OSCs to be delayed in a transient and DIV-dependent manner  (180) . 
Additional modeling of this disease in slice cultures has been achieved through transduction 
with pathological length huntingtin fragments (typically via biolistics) ( Fig. 2 ), as well as the 
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Figure 2 Select observations of interface slice cultures. (A) Freshly dissected hippocampal slice showing thickness 
of the sliced tissue and locations of the granule cell layer (GCL) of the dentate gyrus, CA subfi elds, and attached 
subiculum (SUB). (B) Transmission light microscopy of a 5DIV mouse hippocampal slice to show maintenance of 
hippocampal subfi elds in live organotypic tissue. (C) GFAP immunofl uorescence of astrocytes at 3DIV in rat 
cortico-striatal slice cultures (the dashed line indicates the edge of the culture, where glia can often be found to 
migrate radially away from the slice proper). (D) Isolectin B4 (IB4) staining of microglia at 3DIV in OSCs. (E, F) 
Following biolistic transformation with YFP (E) or YFP coupled with mutant huntingtin containing a polyglutamine 
stretch of pathological length (F) immediately after explantation, 5DIV rat cortical slice cultures exhibit noticeable 
differences in the size and health of transformed neurons. Abbreviations: DIV, days in vitro; GFAP, glial fi brillary 
acidic protein; OSC, organotypic slice culture; YFP, yellow fl uorescent protein. 
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exogenous addition of quinolinic acid or 3-nitroproprionic acid (3-NP) ( 181  ,  182 ). Importantly, 
quinolinic acid is added to cultures at 3–5 ×  the levels found endogenously and 3-NP was 
found to be considerably more toxic after glucose concentrations were artifi cially lowered to 
more physiological levels. These relatively simple models are currently being used to evalu-
ate anti-infl ammatory compounds and inhibitors of oxidative stress as neuroprotective drug 
targets. Perhaps the most appealing feature of these models for drug targeting and screening 
applications is their short experimental timecourse, typically less than 7DIV. 

   Parkinson’s Disease 
 In vivo PD models, including injections with the complex I inhibitors, 1-methyl-4-phenyl-
1,2,3,6-tetrahydropyridine (MPTP), and rotenone—both relatively acute insults—induce a 
selective loss of DA neurons in a manner reminiscent of DA neuronal loss in human disease. In 
an interesting application of the OSC system, Testa et al.  (183)  established a relatively chronic 
paradigm of DA neuron toxicity using midbrain slices treated with low dose rotenone for 
multiple weeks in vitro. To overcome the variability between slices, the authors transected the 
coronal slices and used one half as an internal control for their toxicant treatment. In this way, 
they showed an oxidative stress-dependent loss of tyrosine hydroxylase-positive neurons, as 
the neurotoxic effects were mitigated by concurrent treatment with the vitamin E compound, 
 α -tocopherol. In an organotypic setup with tissues derived from three distinct brain regions, 
Neely et al. examined dopamine depletion-induced loss of dendritic spines on medium spiny 
neurons  (184) . The authors were able to uncover a selective sensitivity of morphologically thin 
spines that was reliant on the activity of cortical efferents. By modeling only select aspects of 
a disease phenotype, studies such as this may be capable of examining discreetly observed 
components of an otherwise overly complex disease phenotype.   

  Tumorigenic and Epileptic Human Tissue 
 Currently, methods are being developed and evaluated in order to examine the in vitro 
progression and responsiveness of organotypic cultures isolated from diseased human brain 
tissue. These specimens are typically isolated following elective surgery for invasive tumors 
or intractable epilepsy. The latter procedure can sometimes yield associated, overlying non-
epileptogenic tissue. These methods bear further scrutiny for their use in studying epileptic 
and tumorous tissue, as well as the myriad potential applications of non-diseased adult tissue. 
Preliminary use of these cultures has shown considerable promise in regards to tissue architecture, 
neurogenesis, and viability measurements ( 185–  187 ). The main drawback of these approaches 
is the lack of a true control tissue, in that the extra cortical tissue removed is juxtaposed to the 
resected epileptic cortex, for example, and is likely infl uenced by the diseased tissue’s aberrant 
function.   

  CONSIDERATIONS FOR MODEL DEVELOPMENT WITH OSCS 
 OSCs provide a unique platform for neurotoxicological studies. The wealth of published 
literature regarding the distinct properties of slices in culture provides a signifi cant neurobio-
logical base upon which to direct specifi c questions regarding the neurotoxicity of exogenous 
compounds. Individual cellular properties and interactions can be examined within the frame-
work of regional phenomena, an effect that cannot be replicated using dissociated cell cultures. 
On the other hand, the ability to visualize neurons in real time yields advantages over in vivo 
models. The fact that these cultures circumvent fi rst pass metabolism and the BBB provides 
accessory support for their use in toxicity assessment. However, appropriate modeling is 
dependent upon the specifi c question being asked. While this seems a very basic factor, it is 
often lost in the translation of neurobiological models to the toxicological arena. In the develop-
ment of OSCs as a model to examine the neurotoxic potential of any compound, one of the fi rst 
considerations for expanded research is the inherent variability of the system, which needs to 
be taken into account and, where possible, controlled. Cultures should be generated from 
animals that are as phenotypically identical as can be achieved. The source, developmental 
stage, and physical characteristics of the slice need to be considered. For toxicological effects, 
evaluations of dose, temporal events, sampling requirements, and physiologically relevant 
endpoints are necessary. Similarly, the dosage and selection criteria need to refl ect appropriate 
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exposures, adequate sampling, and physiological, study-relevant measures of viability. In 
neurobiological studies, changes in individual cells can often be assayed independent of sur-
rounding cells. In this manner, criteria are typically set for a “normal” cell and others are 
selected and then assayed according to that control cell. In toxicological studies, however, this 
type of approach can result in a selection bias, particularly when looking at the responses of 
individual cells within groups of differently responding cells. It is, thus, very important to con-
sider contributions from juxtaposed cells within the slice that have the potential to be affected 
by the chosen experimental manipulation or exogenous compound, as one would in in vivo 
studies. There is also a growing need for stereotyped descriptions of the experimental setup, 
tissue processing, and visualization techniques in order to make accurate comparisons of drug 
treatment and toxicant exposure across studies. 

  Explantation Phenotype 
 A variable that is not often considered in OSCs is the phenotype of donor animals at the time 
of explantation. Because OSCs are routinely prepared from early postnatal rodents, sex and 
weight are seldom incorporated into these studies. The infl uence of these factors on in vitro 
responses is unclear. Depending upon the specifi c experimental question, the sex of the pups 
may prove to be an important variable for consideration. This would assuredly be an issue with 
slices obtained from sexually mature animals or if tissue is obtained from animals exposed to 
experimental manipulation in vivo. 

 Sex steroids such as estradiol and testosterone can have profound modulatory effects on 
the growth, migration, and differentiation of immature brain neurons. In vivo, females are less 
vulnerable to neurotrauma, ischemia, and drug-induced toxicity  (188) . Similarly, estrogen 
offers a level of neuroprotection in OSCs  (189) , which may be refl ected in estrogen receptor 
activation. Though hormonal differences during early postnatal development are thought to be 
minimal, an intrinsic resilience of female hippocampal OSCs to OGD and NMDA has been 
demonstrated, alongside differences in neuroprotective compound effi cacy  (190) . These studies 
demonstrate the need to consider the impact of any sex-specifi c effects and to modify the exper-
imental design accordingly. One may want to include sex as an experimental factor or exclude 
it by collecting slices from only one sex. While rarely done, inclusion of sex as an experimental 
variable may serve to decrease variability within data that are known to be notoriously vari-
able. This would be signifi cant when examining a manipulation that would modify sex-specifi c 
hormonal factors. These considerations may also prove helpful when examining low-dose 
effects or test compounds with an ill-defi ned mechanism of action. While there is little data to 
support body weight as a signifi cant confounder in OSC studies, it is well known to infl uence 
developmental ontogenic processes in vivo. Birth weight is a refl ective indicator of nutrition 
and organotypic preparations are derived during a period of ongoing, active brain development, 
which is reliant upon an appropriate diet. Thus, incorporation of an exclusion factor based 
upon body weight, i.e., excluding runts of the litter, may also serve to decrease variability. 

  Developmental Stage 
 The rapidly dynamic development of the brain necessitates the need for accurate mainte-
nance of the age at explantation  (191) . This should incorporate a consideration of the specifi c 
in vivo insult that is being modeled, as well as the specifi c endpoint under study. The optimal 
age for cultivation is highly dependent on the region from which the CNS tissue is derived 
and the developmental maturation timecourse for this specifi c region of interest. The optimal 
culture time is typically during an immature stage of the neuronal population. Once the neu-
rons mature and make permanent synaptic contacts, culturing can become a signifi cantly 
traumatic event for the tissue. This stress, combined with the deafferentation of the neurons, 
results in a considerable exacerbation of trauma-induced cellular death. Thalamic and spinal 
tissue is often prepared from fetal tissue  (60) , other brain regions from P0–P15. In the OSC 
fi eld, it is fairly well accepted that cultures derived at early postnatal ages (P0–P3) have bet-
ter neuronal survivability than those from later postnatal ages (P9–P15), but suffer from poor 
tissue organization, as many neurons are still in their migratory phase at explantation and 
may inappropriately integrate. As such, P5–P7 is often used as a compromise between these 
two, desirable features  (192) . 
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 There are direct relationships between the animal age at the time of culture, the CNS 
developmental stage, the morphology and maturation state of brain glia, and the migratory 
ability of slice neurons. This consideration becomes critical in cross-study comparisons or when 
establishing injury models. One example is the observed difference in the expression of the 
presynaptic protein, synaptophysin, in hippocampal slices derived from animals at different 
postnatal ages. Using P6–P8 rats, a robust increase was noted by Buckby et al. from 0 to 21DIV, 
whereas Bahr et al. used P11–P13 rats and noticed no change in expression over DIV ( 91  ,  171 ). 
Additionally, because slice preparations mature for some time in vitro in the presence of solu-
ble and contact-dependent signals seldom encountered in the intact brain, the tendency to com-
pare maturation state in vitro to a specifi c in vivo age should be approached with hesitancy. 
Such samples would be expected to have experienced different maturation signals in these 
disparate environments. 

 It is also important to use organotypic tissue that is developmentally age-appropriate for 
the specifi c in vivo insult being modeled. For example, the hippocampus, cerebellum, and 
cortex all have postnatally-developing or migrating neuronal populations. In the rodent 
hippocampus, 85% of dentate granule cells divide and differentiate postnatally, with 40% 
remaining immature beyond P7 and proliferation continuing into the third postnatal week; 
conversely, pyramidal cells are relatively established, although CA1 and CA3 mature on different 
postnatal timecourses, prior to birth ( 193–  195 ). Thus, in vitro modeling of toxicants that elicit 
effects on specifi c neuronal nuclei, if done at an inappropriate developmental stage, can yield 
results that are impossible to replicate in vivo. Likewise, in the late-developing cerebellum, 
where much of the maturation occurs after P12  (196) , differentiated Purkinje cells and synaptic 
connections are not formed to any appreciable extent until after the second postnatal week 
 (197) , with a corresponding differential in the development of individual cerebellar lobules. 
Thus, it may be possible to miss regional-specifi c toxicity or to induce toxicity in sensitive, 
still-maturing cell populations if the developmental age is not carefully controlled.   

  Considerations in Methodology 
 The different methods for culturing brain slices require that a decision between the roller tube 
and interface techniques be made at the study onset. Some differences between organotypic 
preparations grown in interface versus roller tube cultures have been noted, such as variations 
in neuronal migration patterns  (96) . As such, care is required to validate the appropriate slice 
methodology and prevent comparisons that would be confounded by preparation techniques. 
In addition to a consideration of the tissue region to be assessed, this decision must involve an 
analysis of the expected experimental endpoints to be used in the study. 

 The roller tube technique appears better suited for the establishment of extremely long 
term cultures, over several months. These cultures thin out to near single cell layer and, accord-
ingly, are optimal for direct visualization techniques. Additionally, it is easy to identify and 
observe individual cells for dye loading of the entire neuronal structure. Roller tube cultures 
are grown upon a glass coverslip, making them highly amenable to immunostaining tech-
niques. During the fi rst week in vitro, the plasma clot has yet to break down, making most 
studies diffi cult or impossible during this time. 

 Interface cultures, which are somewhat easier to prepare than roller tube cultures, are 
preferred for acute or short-term cultures, particularly over the fi rst two weeks in vitro. 
These thicker sections retain a better three-dimensional architecture, as they remain several 
cell layers thick after several weeks in vitro. This feature makes them better suited for stud-
ies of 3D groupings of neurons and neuronal networks. Also due to this, the tissue is less 
fragile and more resilient to traumatic labeling techniques such as biolistics and microinjection. 
In addition, the thicker tissue allows for easier biochemical analyses, including RNA and 
protein isolation. 

 A similar consideration should be paid to the matrix upon which these cultures are grown: 
glass for roller tube cultures and optically-clear, low protein binding, porous polymer mem-
branes for interface cultures. Contact-dependent effects in the brain are regulated, to a large 
extent, by cues from the extracellular matrix. Processes such as migration and differentiation 
are particularly sensitive to these cues. Studies into alterations to these processes initiated as a 
direct result of slice incubation upon porous membranes or within a plasma clot, even tempo-
rarily, are nonexistent and diffi cult to design. In addition, a penetration of neuronal and glial 
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processes through interface inserts, which increases over time in vitro ( 55  ,  65 ), begs the question 
of what infl uence this may have on glial and neuronal activity or signaling processes in nearby 
cellular fi elds. Fortunately, these interfacing regions of the slice preparation are routinely barred 
from experimental endpoints. Caveats such as these should always be considered in relation to 
the specifi c neuronal population under study.  

  Physical Parameters 
 Several physical variables across organotypic setups can limit the generation of reproducible 
data. These include, but are not limited to, the plane of cut and thickness of the OSC, as well as 
the levels of specifi c media constituents, notably serum, and glucose. There are diffi culties 
inherent in processing these tissues in an architecturally sound manner and in maintaining 
consistent visibility across cell populations of interest at the culture endpoint. In addition to 
morphologically selecting only the most structurally-intact and healthy looking sections of 
tissue for culture, as is routine for most experimenters, careful attention needs to be paid to 
minimizing any additional physical discrepancies across slices. 

 The thickness and size of the organotypic tissue directly infl uences the diffusion of media 
and gases in vitro. With increasing thickness, there is the possibility of developing mild necrosis 
in the center of the slice due to an incomplete or graded perfusion of the tissue by the requisite 
gases. With time in culture, considerable thinning out of sections occurs with a subsequent 
reorganization of neuronal fi elds over DIV. Such thinning continues beyond 7DIV  (66) . Thus, 
the changing slice thickness can alter the normal morphology of intact neuronal fi elds. For 
example, a widening of the dentate granule cell fi eld is seen in hippocampal slices over time in 
culture  (127) . If the study design or the endpoints are dependent upon the distance between 
individual cells, changes to slice thickness or DIV can have signifi cant, non-specifi c effects on 
the study, skewing distance-dependent observations. 

 A consistent plane of cut and maintenance of the approximate in vivo stereological 
positioning of the cultured brain region is also essential. The importance of maintaining septo-
temporal positioning across samples has been previously described  (127) . This work 
demonstrated that the positioning across slices can infl uence cell number, cell density, BrdU+ 
cell counts, and the number of caspase-3+ apoptotic cells observed under routine experimental 
conditions. The angle at which a brain region is cut can signifi cantly alter the presence of out-
of-plane projections and the maturity of the tissue region of interest. For example, there is a 
gradient of developmental maturation in the hippocampus, with the septal portion being more 
mature than the temporal part in early postnatal stages  (198) . As such, particular consideration 
should be paid to these physical slice characteristics when attempting to use OSCs to model 
developmental exposures, as it remains unclear whether in vivo manipulations distort funda-
mental aspects of slices during their subsequent generation and maturation. In addition, the 
sectioning angle can change the proportion of white matter, myelin, or persisting elements of 
the ventricle. This can result in signifi cant variability across slices owing to a differential in the 
population of non-neuronal cells, as regards proliferation, migration, and activity. All of these 
features appear to be elevated in the white matter regions of the slice and likely differ in other 
distinct substructures of the slice as well. 

  Serum 
 As in all culture models of the nervous system, the in vivo protective function of the BBB makes 
the presence of serum refl ective of an atypical biological system. Serum contains various fac-
tors seldom encountered by brain cells behind an intact BBB in vivo, including various hor-
mones and blood-derived factors, as well as a number of unknown or unidentifi ed constituents. 
Serums vary across manufacturers and across lot numbers, differing even in the concentrations 
of trophic factors they contain. One of the most important components of serum to be consid-
ered in slice culture setups is endotoxin, a.k.a. LPS, a well-described contaminant known to 
stimulate microglia. Within OSCs, changes to serum-free media have recently unmasked a 
number of changes that are induced by, or an artifact of, serum ( 25  ,  199  ,  200 ). As of yet, the full 
range of differences in neural morphogenics and signaling between serum and serum-free con-
ditions remains undetermined. For these reasons, if the in vivo condition that is being modeled 
with the slice culture does not involve damage to the BBB, as can occur in a stroke infarct 
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for example, all efforts should be made to exclude serum from the media. If the insult being 
 modeled involves an alteration in the permeability of the vascular system, then the presence of 
serum may be appropriate. 

 Specifi cally in the context of studies of neuroglia, the presence of serum can increase 
microglial proliferation, enhance the formation of the “scar”-like astrocyte barrier at the 
slice interface, and stimulate oligodendrocytes, resulting in inhibited axonal growth of 
GABAergic neurons  (201) . Of additional concern are the effects on neuronal morphology 
and signaling. There are signifi cant, serum-dependent differences in dendritic spine devel-
opment, as well as changes in neuronal responsiveness to growth factors and other signaling 
molecules  (199) . A fi nal consideration in the use of serum-containing media is the potential 
alteration of cellular proliferation in zones of neurogenesis. In interface cultures, it was 
noted that there is an earlier and more rapid reconstruction of cellular layers in serum-free 
preparations, with these cultures achieving a higher cell number and density days earlier, 
alongside an elevated number of BrdU+ cells  (127) . Further, the concentration of serum in 
slice media can also infl uence viral infectivity and transfection, toxicant and drug effects, 
gene induction, and protein expression (157,200,the author’s unpublished observations). It 
remains unclear exactly how the serum level in organotypic media will affect a specifi c endpoint 
and, as such, changes to this variable should be evaluated prior to establishing or altering 
toxicological or pharmacological models.  

  Glucose 
 The glucose concentration in the media of OSCs is also of key relevance for the evaluation of 
neurotoxicological endpoints. Typically, slice culture media has glucose concentrations in the 
vicinity of 25 mM, nearly 50 ×  higher than the in vivo neuronal environment  (202) . This has been 
shown to be a determinant factor on the ability of toxicants to elicit effects on OSC neurons at 
doses with physiological relevance. Unfortunately, it is clear that lowering the glucose concen-
tration in order to tighten this dose-dependence in vitro can initiate a signifi cant impediment 
to natural neuronal metabolism processes and is capable of causing ischemic events. The effects 
of glucose on the non-neuronal cells within a slice have not been thoroughly examined; however, 
one would expect that similar protective and stimulatory properties would be observed.   

  Sampling 
 In reviewing many of the major studies utilizing OSCs, it is often diffi cult to determine the 
experimental unit. Organotypic “n” numbers can be expressed in vague terms, such as 
“samples” or “independent experiments.” They can also be specifi ed as samples from “inde-
pendent animals,” separate “inserts,” or individual “slices.” Quite often, slices from any one 
animal are used for multiple manipulations and endpoints, and may even be considered as 
a way to minimize variability, with the “animal” serving as its own control. However, as 
mentioned above, the plane of cut and the percentage of the slice that includes, for example, 
white matter tracts and ventricular elements, can signifi cantly infl uence endpoints under 
study. While, technically, the animal may serve as its own control, the cut across the region 
of interest may alter the feasibility of such comparisons. An alternative approach has been 
described by Testa et al.  (183) . In this study, hemisected coronal sections were used as “within 
slice” internal controls for pharmacological manipulations. This approach may provide a 
strategy to identify low-level and specifi c effects. 

 If one considers an OSC experiment within the framework of a neuro-developmental 
study, the dam and litter would determine the n. One could extrapolate that comparisons using 
OSCs should be made across animals, rather than across slices prepared from the same pup or 
pool of pups. For scaled-up experiments, however, the use of multiple animals as a source of 
slices can be used, not only to minimize the slice-to-slice variability inherent in these prepara-
tions, but also to maintain a high degree of genetic heterogeneity across treatments. Ideally, 
slices should be sampled across animals within a litter and then compared to slices from ani-
mals derived from a separately-prepared, age-matched litter, with experimental manipulations 
carried out independent of one another. Unfortunately, this can generate additional problems 
with regards to the time frame for generating slices and conducting experiments, as would be 
a concern with acute slices for electrophysiology, for example.  
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  Dose Selection, Delivery, and Metabolism 
 Within the whole organism, the metabolism and biotransformation of foreign compounds in 
the body signifi cantly contributes to adverse effects at the target organ. Many compounds 
require metabolic activation, while others are rapidly broken down by detoxifi cation sys-
tems. These effects can be directly adverse or can be minimized and compensated for by the 
surrounding environment en route to, or within, the target organ. In any case, this can have 
a signifi cant impact on the translation of an in vitro effect to the in vivo environment. As in 
any culture system, fi rst pass metabolism is circumvented in the OSC and thus, unless there 
is in situ metabolism, only effects of the parent compound can be examined. Thus, the phar-
maco- and toxicokinetics of the compound under study, particularly whether the parent com-
pound actually reaches the brain, should be known prior to the initiation of a study. 
Xenobiotic (in)activation systems are predominantly expressed in non-neuronal cells  (203) . 
For example, astrocytes metabolize the parent compound, MPTP, to the neurotoxic species, 
N-methyl-4-phenylpyridinium ion (MPP+), convert glutamate to glutamine, and sequester 
heavy metals from the neural environment ( 204–  206 ). While these cells are present in OSCs, 
their activation state is signifi cantly altered, which may infl uence their ability to perform 
normal metabolic functions. 

 Selection of dose levels for examination in vitro can become a major limiting factor for 
any study. If the neurotoxic potential of a chemical in vivo is dependent upon metabolic 
parameters, such as biotransformation, lipid-aqueous partitioning, and distribution, then the 
expression of toxicity in a culture system may be irrelevant when related to whole-animal 
studies. In short, the metabolism of compounds in vitro can vary considerably from that 
in vivo. Of particular concern in the context of slice studies are variations dependent on the 
in vivo age at explantation and the in vitro age of slice “development.” To date, no glaring 
differences have been noted between in vivo parenchymal brain cells and slice cells in regard 
to overt metabolic activity. One example of this is the conserved temporal expression of epoxide 
hydroxylase and NADPH cytochrome P-450 reductase  (207) . Similar to this is the sensitivity 
of OSCs to MPTP, a toxicant ineffective in dissociated neuronal cultures because it requires 
astrocytic conversion  (208) . In this manner, slice preparations provide a unique system with 
which researchers can manipulate and precondition neurons, while maintaining at least some 
of the bioactivation characteristics present in vivo. 

 Organotypic cultures have been shown to exhibit an altered permeability and responsive-
ness to several diffusible signals released from active glia, including nitric oxide (NO) and free 
amino acids, such as glutamate ( 45  ,  209 ). Similarly, penetration into the slice decreases over time 
in vitro, often proving an impediment to the examination of toxicological endpoints. Antibodies 
such as BrdU  (127) , drugs, and toxicants all exhibit penetration diffi culties throughout the full 
depth of mature organotypic tissues. It remains unclear whether this altered permissiveness is 
the result of metabolic clearance, a loss or down-regulation of specifi c transporters present 
in vivo, the rapid formation of a barrier-type system of activated glia at the slice interface, or 
some as-yet-unidentifi ed reason. In OSCs, the transport of various factors appears to be highly 
molecule-specifi c and heavily reliant upon the time in vitro that the OSC is exposed. The possi-
bility of a differential in access or penetration of compounds, protective agents, and toxicants 
due to their specifi c chemical composition, such as the presence of a highly charged moiety, 
remains a critical concern in slice culture research. 

 Quite often, the ability to detect changes in OSCs is dependent upon a very high dose level 
as compared to in vivo exposure, adding complexity to translation of these data to human expo-
sure. High-dose exposures in the absence of a very specifi c and relevant mechanistic endpoint 
can be diffi cult to interpret. Data obtained from isolated cell culture systems can be used as a 
starting point for dose selection; however, as would be expected, effective dose levels in OSCs 
are often signifi cantly higher than those than those required for isolated cell cultures. Thus, it 
may also be important to thoroughly re-examine the temporal timecourse and re-establish the 
primary action of the applied toxicant within this closed system, particularly when examining 
toxicants with complex secondary responses. These extra steps may have a considerable effect 
on high throughput-type analyses. 

 Once the dose is established, the malleability of the slice environment requires evaluation. 
A distinct advantage of this system is that substances can be added or withdrawn from the 
culture medium, allowing for an analysis of sequential events. Techniques also exist that allow 
for the direct injection of a substance into an individual cell or discreet tissue region and 
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examination of the resulting cellular responses. The amenability of slices to transformation 
using transfection, viral products, or gene gun-mediated biolistics decreases rapidly and con-
siderably over DIV, with older cultures also exhibiting signs of toxicity from these types of 
experimental manipulations. Thus, these modifi cations are often carried out soon after 
explantation. While the localized delivery of a chemical can provide very interesting information 
with regards to an acute response, this is unlikely to occur in vivo. In addition, the injury 
induced by the direct application of compound or by injection is, by itself, capable of stimulating 
cells at the surface of the slice culture. Interface glia represent a population unique to the slice 
culture setup and one not present in the normal brain. They are highly active and migratory, 
having the potential to track along gradients of damage from their vigilant, sentry position at 
the slice periphery. These cells can have robust actions if allowed to penetrate into the relatively 
isolated slice proper, at least over the short term, with the potential to infl uence experimental 
endpoints. Thus, care should be taken during dosing to minimize disruption of the slice inter-
face. One may consider efforts to maximize compound delivery while minimizing local injury 
during delivery of substances to the brain via either a direct injection or cannula (i.e., injection 
volume, duration, etc.). Further, as in any direct delivery to neural cells, whether a direct injec-
tion to the brain or to isolated cultured cells, the physicochemical properties of the chemical, 
such as solubility, pH, and binding to serum must be considered prior to any study design. 
Quite often, solubility issues require the use of dimethyl sulfoxide or ethanol in the vehicle. 
These substances are chemically useful as carriers, however, they can have adverse effects in 
and of themselves or synergistic effects when combined with the drug or compound of interest. 
In exquisitely complex systems such as slice cultures, the use of such compounds, while 
often necessary, can distort toxicological or pharmacological effects and raise questions when 
 translating the fi ndings to the in vivo situation. 

 The capacity to detoxify the OSC environment following injury is likely reduced or, at the 
least, is mechanistically distinct from the ability of the intact brain to remove unwanted factors. 
For example, it is unclear whether infl ammatory molecules and cellular debris capable of 
enhancing toxicity paradigms persist in OSCs, or if the rapid removal of such items is one of the 
explanations behind the early and robust activation of microglia and the prolonged vigilance of 
slice astrocytes. The metabolic activity of slice astrocytes, particularly those compromising the 
glial barrier at the culture interface, and the lack of a vascular element for the removal of toxic 
byproducts, may also lead to an amplifi cation of secondary effects. Although these caveats may 
complicate dose-effect relationships and data translation to specifi c in vivo models, the differ-
ences should remain minor so long as OSCs are recognized as closed systems during data 
interpretation. Conversely, the relative lack of systemic factors does make the use of OSCs quite 
attractive for neuroimmune-oriented examinations in which these cells and cell products are 
exogenously added.  

  Viability of OSCs 
 As a measure of quality control and selection criteria for the experimental use of individual 
slices, or when establishing dosage parameters, cell viability is an effective, initial assessment. 
Simple, nonspecifi c measures of membrane compromise and cellular damage that are most 
frequently used to assess OSC viability include PI uptake and LDH effl ux. These methods are 
useful because they can be applied in intact preparations to estimate cell loss over DIV; how-
ever, both markers have limitations when they are employed as a physiological endpoint. 
While it is often reported that changes observed with these markers are indicative of the neu-
ronal populations, the fact is that they are cellularly non-specifi c markers for cell membrane 
permeability, detecting changes in all cell types. 

 PI is typically added and measured following toxicant exposure. When PI uptake is 
used as a biological marker for toxicity in slice cultures, the high level of background fl uores-
cence requires an estimation of the ratio of the experimental signal to background noise to 
determine changes in specifi c staining. This often results in the exclusion of data from slices 
exhibiting high basal staining intensity. This signal intensity can be infl uenced by the age of 
the slices in culture, slice thickness, media composition, and tissue autofl uorescence. Finally, 
similar to other vital dyes, an assessment of PI requires in situ exposures. There is little data 
available to evaluate how the vital dye uptake and fl uorescent imaging, in and of itself, may 
affect the function and integrity of cells, as well as the photo-stability of the compound. 
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Together, these non-linear manipulations result in data that should be viewed as suffi cient 
for qualitative, not quantitative, assessments. 

 LDH effl ux can provide a more quantitative assessment of membrane permeability; how-
ever, it too can be infl uenced by media composition and metabolism. An important consideration 
in the use of LDH is that its effl ux is delayed compared to the actual deterioration of cellular 
morphology  (210) . This can result in an underestimation of cell membrane damage. An addi-
tional concern with regards to OSCs is that LDH is measured in the media and, depending on the 
culture conditions, may not refl ect changes occurring within the protected neuronal layers of the 
organotypic tissue. It is impossible to discount the aberrant, interfacing region of the OSC from 
such endpoints. As such, direct measures of morphological changes indicative of the loss of select 
cell types, for example, the quantifi able loss of neuronal MAP2 staining, may be more appropri-
ate. However, nearly any such marker of cell death would have similar problems dependent on 
the metabolic or cellular process measured, penetration and longevity of the marker, background 
signal, as well as the method of data collection.  

  Experimental Processing and Visualization 
 Compared to both dissociated cell cultures and tissues processed from  in vivo  experiments, the 
morphology of OSC tissue maintained in vitro for any signifi cant length of time is of a poorer 
quality. As mentioned previously, roller tube cultures are well-suited for whole culture immu-
nohistochemistry and maintain better visibility of their cellular fi elds. However, they possess a 
reduced three-dimensionality and cannot be used for long-term live cell imaging. Conversely, 
with interface cultures, particularly if the desire is to observe the cultures during early stages 
(<14DIV), cryosectioning is both necessary and appropriate. Due to their thin and extremely 
fragile nature, sectioning of organotypic tissue to yield morphologically acceptable slides is 
only accomplished through painstaking and time-consuming methods development. Without 
damaging the samples, attempts to remove OSCs from membranes, to cut OSCs directly using 
the membrane to mount the section to the chuck, or after attaching OSCs to larger tissue sec-
tions, have been largely unsuccessful. Rather, fi xation, cryoprotection, and freezing within 
intact wells, using minimal agitation and carefully established protocols, and prior to removing 
the membrane, appears to work best. In addition, because, quickly after explantation, glial bar-
riers have formed at the points of interface in these cultures, most protocols require that the 
sections immediately apposing either the membrane or air interface are excluded from any 
type of analysis. 

 One of the most attractive characteristics of OSCs is their potential for live cell tracking. 
Thus, it is worth mentioning some notable diffi culties inherent to using this procedure in slices. 
Again, the glial barrier comes into consideration, as most cells of interest reside in the inner 
layers of the OSC. This necessitates the use of confocal microscopy. Following implantation, 
cells routinely and immediately migrate either into the deep tissue or to the interfacing areas of 
the culture. Unfortunately, as OSCs exhibit a large amount of autofl ourescence, it becomes 
quite diffi cult to track, with any notable resolution, cells tagged with vital dyes or cell surface 
antibodies in vitro. An additional, complicating factor common to many transplant studies is 
that these donor implants and OSC recipients are infrequently genetically-matched, matched 
for developmental stage, or, perhaps more importantly, derived from similar brain regions. 
This can be expected to skew interactions of implanted cells with phenotypically-different, and 
more mature, OSC cells. To visualize individual cells, these studies are typically carried out 
using brightly-labeled, regionally specifi ed cell populations, such as promoter-driven eGFP 
transgenics, so that these cells are easy to locate with a confocal scope, minimizing toxicity to 
the surrounding tissue during excitation. Technologies are evolving, as shown in the use of 
photo-convertible molecules to identify and track individual cells in non-transgenic, non-
manipulated OSCs  (211) . Also, as many of the changes impeding these types of observations 
may be attributed to the glial barrier, some researchers have begun to test methods to minimize 
its formation. However, the isolation of these sensitive neurons may be necessary and benefi -
cial, so the long-term effects of these manipulations on synapse maturation and neuronal mor-
phology need to be examined in greater detail. These types of studies hold a great deal of future 
promise, not only for CNS transplant applications, but also for dissecting function-specifi c 
effects of individual cell populations on brain tissue, following both pathological insult and 
pharmacological manipulation.   
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  CONCLUDING REMARKS 
 Slice culture preparations are poised for widespread use in neurobiological and toxicological 
studies of integrated cellular responses. Their ability to maintain intact brain architecture and 
neuronal connectivity within a platform that allows for easy manipulation and visibility sets 
OSCs apart from other in vitro models. Derived from early postnatal tissue, slice cultures allow 
for observations of neuronal network development in vitro. The presence of regionally con-
served, supportive glia cells and the concomitant absence of a brain barrier system and periph-
eral metabolism makes them desirable for use in examinations of toxicant action on specifi c 
areas of intact brain tissue. Similarly, the absence of infl uence from vascular factors and sys-
temic immune cells allows for slices to be used as a closed system to examine the responses of 
parenchymal brain tissue in isolation. Current techniques allow for in vitro observations which 
are only beginning to be applied to in vivo systems, including live cell tracking, coordinated 
manipulations with multiple pharmacological and DNA-based agents, and rapidly-induced 
degenerative processes reminiscent of human conditions. In all, the current impression derived 
from the slice culture literature is that of an easily adaptable system, well suited to assaying 
complex functions common to the  in vivo  brain. 

 Taken individually, however, the benefi ts of the slice setup each possess signifi cant 
caveats. These caveats may prove prohibitive when attempting to translate toxicity assessment, 
drug effect, and neurobiological phenomena to in vivo responses. The OSC architecture is a 
reasonable approximation of the intact brain, but it is notable that the tissue thins and spreads 
apart over DIV, rests upon a non-native matrix material, and contains large regions of cellular 
and axonal loss that are cleared and replaced with less mature cellular components. Although 
neuronal connectivity and network development are maintained or reestablished in vitro, these 
processes are highly infl uenced by the loss of afferent and efferent connections outside of 
the cultured region, resulting in changes to synapse organization and cellular morphogenics. 
Similarly, as the in vitro development of organotypic neuronal networks occurs in the absence 
of experience-dependent learning and is likely to be aberrant, the inability to effectively culture 
adult tissue remains a key concern in slice culture research. 

 There are several aspects of working with OSCs that should be evaluated when consider-
ing their use as an experimental model. Manipulation and visualization within slices can be 
problematic and should be conducted with care, particularly at later DIV or if the region being 
assayed is large. As the techniques used in slices become more refi ned, attention needs also be 
paid to maintaining appropriate dose levels, developmental stage, and septo-temporal loca-
tion, as each of these variables can have a considerable effect on experimental endpoints. Of 
specifi c concern with delivery of compounds or molecules of interest, small disturbances to the 
organotypic tissue can alter the responsiveness of highly active cells at the tissue interface. 
There are notable downsides to lacking peripheral metabolism and infl uence from systemic 
immune cells. Namely, bioconversion can only occur in situ and neuroimmune interactions, 
which may be important to the function of the intact brain, are lost in slices. Deafferentation 
and the lack of a BBB make it necessary for a scar-like cell layer to form at the culture interface 
and regulate the entry of foreign compounds or harmful factors into the slice proper, but this 
scar simultaneously limits drug and antibody penetration. Finally, the supportive microglia 
and astrocytes present within the slice act in a manner dissimilar to their in vivo counterparts, 
as they respond to vascular-derived factors and axonal transection during culture preparation. 
This “pre-conditioning” of glia may alter their reactions so that they do not accurately represent 
endogenous phenotypes. 

 The variables inherent to the organotypic preparation can be effectively minimized 
through careful study design and appropriately timed manipulations. However, translations 
from slices to in vivo need to include a consideration of the characteristics unique to these 
in vitro models. These aspects of OSCs, which are essentially artifacts of the in vitro culture 
situation, have the ability to add variability and shift experimental outputs, as well as compli-
cate deductive interpretations to in vivo brain processes. It becomes a requisite aspect of estab-
lishing organotypic models for human conditions to consider the contribution of some or all of 
these facets individually. Efforts such as these help to ensure that the in vivo profi le of the 
model in question is not signifi cantly altered as a result of the preparation itself. Despite 
the presence of potential confounders across multiple aspects of slice biology, certain focused 
questions in neurobiology and toxicology can only be answered through the careful use of this 
unique and informative culture system.     
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  INTRODUCTION 
 The Swiss physician Paracelsus, also known as Theophrastus Phillipus Auroleus Bombastus 
von Hohenheim (1493–1541), based his life work on a simple philosophy: “All things are poi-
son and nothing is without poison; only the dose makes a thing a poison.” In 1813 the Spanish 
physician Mathieu Orfi la incorporated this principle into  Toxicologie Générale , the fi rst compre-
hensive review of the clinical and pathology effects of known poisons on the human body. 
Today, almost two centuries later, toxicologists in government agencies, academic institutions, 
and private industry continue to test important hypotheses about the toxic effects of chemical 
agents on the central and peripheral nervous systems of humans and experimental animals. 
Modern methods for quantitative and semi-quantitative analysis of tissue, with support from 
high-resolution microscopy, computer-based imaging, and immunohistochemistry, provide 
the foundation for conclusions about changes in the number of discrete cell populations (apop-
tosis, proliferation); neuritic fi bers and blood vessels (angiogenesis, sprouting, degeneration); 
absorptive membranes surfaces; and volumes of cells and tissues (atrophy, hypertrophy). This 
chapter reviews quantitative (design-based stereology) and semi-quantitative (video densi-
tometry) techniques in contemporary neurotoxicology for the assessment of neural damage 
and neuroprotective effects at the organ, tissue, cellular, and sub-cellular levels.  

  DESIGN-BASED STEREOLOGY 
 The term stereology derives from the Greek  stereos  for “the study of objects in three- dimensions.” 
In contrast to older morphometric approaches based on Euclidean geometry (“assume a cell is 
a sphere”), modern stereology is based on the application of stochastic geometry and probabil-
ity theory for assessment of biological parameters, and rejects faulty assumptions and inap-
propriate models in previous approaches. Like a well-designed survey or poll, design-based 
stereology uses unbiased sampling to randomize data collection across an identifi ed popula-
tion of tissue, with objective questions in the form of unbiased probes. The goal is to ensure that 
all objects and regions of interest in an anatomically defi ned reference space (e.g., hippocam-
pus, locus coeruleus) share equal probabilities of being sampled and analyzed. When used in 
combination with good study design, as levels of sampling stringencies increase the fi ndings 
from both approaches approach the expected value for the parameters of interest. As intro-
duced in the following sections, intense focus on sampling design and the elimination of bias 
led to the terms, unbiased and design-based, for modern stereological approaches, the current 
 sine qua non  for reliable quantifi cation of pathological and toxi cological changes in tissue. This 
section examines key concepts of modern stereology  (1) , with particular attention on the quan-
tifi cation of fi rst-order stereological parameters (number,  N ; length,  L ; surface area,  S ; and 
 volume,  V ) for light microscopy-based neurotoxicology studies. 

  Accuracy and Precision 
 The fi rst step toward appreciating the differences between design-based stereology and older biased 
(assumption- and model-based) approaches requires a clear separation between the terms accuracy 
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and precision. In terms of biological morphometry, when a method avoids all known sources of 
bias, the approach is unbiased; as sampling increases the results progressively converge on the true 
central tendency, and individual data points cluster around that expected value ( Fig. 1 ). With biased 
methods, i.e., techniques based on verifi able assumptions and faulty models, the data continue to 
cluster around a central point; however, that point is an unknown and unknowable distance away 
from the expected value. In contrast, for unbiased methods data cluster in a random, non- systematic 
pattern around the true value (center of targets in  Fig. 1 ). 

  Thus, both biased and unbiased approach may generate data with low levels of variability 
(high precision) around a central value; however, only unbiased methods generate accurate data 
that cluster around the true value. For biased methods the central tendency of the data points is 
systematically displaced from the true value. On fi rst glance a reasonable notion might be to 
develop  post-hoc  approaches to remove the systematic error after the results have been generated, 
i.e., to develop so-called “correction factors.” In practice, however, problems arise with this idea. 
First, correction factors introduce further bias through additional assumptions and models 
(“assume all cells are 30% spherical”). Second, not all treatments affect tissue in known ways, and 
not all cells and tissues respond uniformly to the same treatments. The core obstacle to correction 
factors is that the systematic error arises not in the data, but rather in the methods used to generate 
the data. Any correction factor that applies Euclidean-based geometry to biological tissue is 
bound to fail because biological tissues are not classical Euclidean structures (spheres, cubes, 
tetrahedrons, trapezoids, etc.). To eliminate bias in the analysis of non-classically shaped biological 
features requires that all faulty assumptions and models in the methods are avoided. 

 Although these problems were known for many decades earlier, in 1961 scientists from 
a wide range of disciplines formed the International Society for Stereology, a scientifi c con-
federation of biologists, geologists, mathematicians, and material scientists with the explicit 
purpose to develop reliable methods for quantifi cation of non-classically shaped objects 
based on their planar appearance on 2D sections. In time, during the past four decades these 
methods formed the foundation for modern stereology ( 1–  6 ). 

 In the past decade neurotoxicologists have increasingly recognized the value of stereo-
logical approaches for experiments that require the quantifi cation of morphometric changes in 
biological tissues. At the start of a neurotoxicological study, when the expected values for param-
eters of interest are unknown, the combination of unbiased sampling designs and unbiased 
geometric probes will serve to maximize the probability that data points will be accurate, and 
cluster around the true values for the parameter. The desired or optimal level of precision in the 

Low
variance

No bias Bias

High
variance

 Figure 1    Comparison between bias and variance in morphometric studies. Center of targets indicate the 
expected or true value. Increased sampling reduces variance, independent of whether bias present in methods. 
Source: From Ref. 1.   
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results depends on a number of factors, including the magnitude of effects, within-sample and 
between-sample differences, and the specifi c scientifi c question at hand. That is, the scientist 
must ask: What level of differences do I consider scientifi cally interesting? If a signifi cant differ-
ence of 25% for fi ve to six animals per group is novel and important, then the level of sampling 
required to achieve these results is optimal. However, this level of sampling will likely be higher 
than that for a screening study of 100 animals designed to detect signifi cant differences of 50% 
or more in the parameter of interest. Although further in-depth analysis of this issue is beyond 
our scope, in later sections of this review we will outline optimal strategies to achieve maximal 
sampling effi ciency based on the observed variability in the data. In the next section, we review 
a prototypical application of stereology to neurotoxicology, a study designed to detect whether 
a known toxin, mercury, administered in low doses to neonates, leads to signifi cant changes in 
the brains of a strain of mice highly susceptible to immune-based damage. 

 In July 2008, Berman et al. published a study in  Toxicological Sciences  entitled, “Low level 
neonatal thimerosal exposure: further evaluation of altered neurotoxic potential in SJL mice.” 
For these studies investigators chose a strain of rodent, the SJL mouse, developed from three 
different sources of Swiss Webster mice in 1955 by James Lambert at The Jackson Laboratory 
(Bar Harbor, Maine). Thirty years later investigators at the National Cancer Institute (Frederick, 
MD) discovered that around one year of age SJL mice display a markedly higher incidence of 
reticulum cell sarcomas, a condition resembling Hodgkin’s disease in humans, than mice from 
the founder strains. Other investigators subsequently reported that SJL mice have increased 
susceptibility to experimental autoimmune encephalomyelitis, making them an excellent 
model for multiple sclerosis research, and severe autoimmune reactions in response to organic 
mercury exposure  (8) . An earlier study using these mice in combination with qualitative, non-
stereological approaches  (9)  reported morphological changes in hippocampal structures of 
neonates after mercury exposure to pregnant dams; however, the attempt by Berman et al.  (7)  
to replicate those results using design-based stereology found no evidence of mercury damage 
to hippocampal structures. The most likely basis for these discrepant fi ndings is in the methods 
use to sample tissue and quantify morphological endpoints, as outlined in the following section.   

  THE CORPUSCLE PROBLEM 
 An issue well known to microscopists for over 75 years  (10) , the corpuscle problem is a source of 
systematic bias that arises from the methods required to view microscopic structures. To assess 
the microscopic effects of potentially toxic compounds on biological tissues, toxicologists must 
cut tissue thin enough for light to pass through the sections. This tissue sectioning removes one 
dimension from the regions and objects in the resulting tissue sections: the 3D volumes of objects 
appear as 2D areas; 2D surface areas appear as 1D lines; 1D lengths appear as 0D points. 

  As shown in  Figure 2 , biological objects viewed under the microscope appear as 2D pro-
fi les, rather than 3D cells. Note that the number of 2D profi les ( n  = 10) in  Figure 2  does not equal 
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 Figure 2    Corpuscle problem. Difference between numbers of profi les on 2D sections ( right ) versus true number 
of objects in 3D ( left ). Source: From Ref. 1.    
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the actual number of 3D objects in the tissue ( n  = 6); mathematically speaking,  N  A   ≠   N  V . The 
systematic error (bias) arises because sectioning 3D objects with a 2D plane (knife blade) 
changes the sampling probability; instead of every object having the same chance of appearing 
on the section, larger objects, objects with more unusual shapes, and objects with their long axis 
perpendicular to the direction of sectioning have a higher probability to appear on the section, 
and therefore to be counted. Rather than simple semantics, the distinction between cells and 
profi les introduces bias for quantifi cation of the number of biological objects in tissue. 

  Correction Factors 
 In the 1920s, the Swedish medical scientist S.D. Wicksell introduced a correction factor to 
remove the bias associated with the corpuscle problem  (11) . This formula,  N  v  =  N  A   ×   D , where 
D = mean particle diameter, like all subsequent correction formulas, involves a function,  f ( x ), 
with an input value x obtained from measurements on sections, and the output value y from 
the equation  y  =  f ( x ), where  x  = the observed number of 2D profi les per unit area,  N  A  (mm –2  
units);  y  = the actual number of 3D cells per unit volume,  N  v  (mm –3  units). 

 The problem is that a reliable estimate of  D , the mean particle diameter, cannot be deter-
mined on sections cut through tissue. In response to perceived weaknesses in the Wicksell cor-
rection, a number of other investigators introduced similar factors into the scientifi c literature 
to overcome the corpuscle problem ( Fig. 2 ). 

  All of the equations shown in  Table 1  fail to “correct” the problem, either because the 
function is based on arbitrary, non-verifi able assumptions, or because it requires information 
that cannot be known with suffi cient confi dence, such as coeffi cient for shape (  b  ), particle 
distribution ( K ), or the number of sections that contain the objects of interest ( m ). The prob-
lem with all correction factors is that they attempt to force arbitrary-shaped biological fea-
tures into an equation designed for classically shaped Euclidean structures such as spheres 
or ellipsoids. Naturally occurring biological features rarely, if ever, exist in these classical 
shapes. If they did, the effects of diseases, aging, and treatment with toxic substances would 
change the sampling probability of treated groups in an unpredictable manner. Rather than 
correcting for the corpuscle problem, these correction factors simply substitute one biased 
value for another. 

 With these issues in mind, the purpose of design-based stereology is to answer the 
apparently simple and basic question: How should one accurately quantify the number, size, 
surface area, and length of biological objects present in 3D tissue, based on measurements 
made on 2D sections cut through the tissue, without assumptions or models that do not 
apply to biological objects? In contrast to earlier approaches, design-based stereology is based 
on a solid mathematical foundation of stochastic geometry and probability theory. Design-
based stereology successfully addresses this issue through systematic-random sampling and 
geometric probes.   

  SYSTEMATIC-RANDOM SAMPLINE (SRS) OF DEFINED REFERENCE SPACES 
 As for all population-based studies, the process of sampling animals, individuals, or subjects 
for design-based stereology begins with randomization into control and treatment groups. 
Sampling within each case begins with the defi nition of a clear, anatomically well-defi ned 
reference space, the region of tissue containing the biological features of interest, which is cut 
serially and then subsampled into  ∼ 8–12 sections using systematic-random sampling (SRS). For 

 Table 1    Correction Factors Depend on Euclidean-based Assumption and Models that Do Not Apply to 
 Non-classically Shaped Biological Features  

Correction formula Reference

 N  v  =  N  A / D Wicksell, 1925 (11); DeHoff and Rhines 1961 (12)
 N  v  = ( N  A   ×   T )/( T  +  2r  –  2k ) Abercrombie, 1946 (13)
 N  v  = [ K ( N  A ) 3/2 ]/   b   ( V  v ) 

1/2 Weibel and Gomez, 1962 (14)
 N  v  = ( N  A1  –  N  A2 )/( T  1  –  T  2 ) Ebbeson and Tang, 1965 (15)

 Abbreviations :  N  v , actual number per volume unit;  N  A , number counted in area  A ;  D , mean cell diameter;  T , thickness of section; 
2 r , diameter of structure; 2 k , smallest detectable part of structure;  K , size distribution coeffi cient; b, shape coeffi cient.
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example, assume a reference space sectioned into 200 sections at an instrument setting of 40 
 μ m. Selecting every 20th section with a random start in the fi rst 20 sections will yield ten sets of 
SRS sections, with  n  = 10 sections in each set. Each reference space in subsequent cases should 
be sampled with a different random start. This SRS approach ensures all regions of the reference 
spaces within each case have an equal probability of being analyzed.  

  UNBIASED GENOMETRIC PROBES 
 As described in detail below for the needle problem, a prototypical exercise in stereological 
probability, probes of known geometry (points, lines, planes, etc.) are used to quantify the prob-
ability that an intersection occurs between the probe and the features within a reference space. 
Knowing the probability of a probe-feature intersection leads to accurate (unbiased) estimates 
of the four fi rst-order stereological parameters [volume ( V ),  S , length ( L ), number ( N )] and their 
variability. As mentioned above, with increased sampling these unbiased estimates progres-
sively converge on the true or expected value. Because the procedure is based on probability, 
random placement of probes at more than  ∼ 100–200 locations is suffi cient to correctly deter-
mine probability of intersection—like fl ipping a coin  ∼ 200 times to estimate the probability of 
heads. In a later section (“Do More, Less Well”), we will revisit the issue of how many animals, 
how many sections, and how many probe locations to analyze through the reference space to 
achieve maximum sampling effi ciency. 

 For each of the fi rst-order stereological parameters, the choice of the correct probe is 
guided by the number of dimensions in the parameters of interest, as shown below in  Table 2.  

  For an unbiased method, the sum of dimensions in the parameter plus the sum of dimen-
sions in the probe must equal at least 3 (dim parameter  + dim probe   >  3), where 3 equals the total 
number of dimensions in matter. For the example of profi le counting shown in  Figure 2 , use of 
a single 2D section to quantify total number, a 0D parameter, yields a total of two dimensions 
(2 + 0 = 2), which is one less than the number required for an unbiased design. In this example, 
objects could, in effect, “hide” in the excluded dimension, and therefore not be counted. In this 
case, one could say that a 2D probe is biased for number.  

  NUMBER ( N ) 
 The fi rst-order parameter  N  refers to the total number of discrete objects (e.g., cells) in a defi ned 
reference space. As mentioned previously ( Fig. 2 ), the corpuscle problem described by Wicksell 
 (11)  illustrated the stereological bias associated with counting 2D profi les, rather than 3D 
objects. In 1984, the  Journal of Microscopy  published the fi rst approach to overcome the corpuscle 
problem  (16) . This paper demonstrated a technique to quantify the true number of objects in a 
defi ned 3D volume of tissue,  N  v  , with no assumptions or models required about the biological 
features of interest. The disector principle is based on two sections to create a virtual 3D probe, 
the disector. 

  Geometrically, a 3D disector probe consists of an unbiased counting frame of known area, 
superimposed on one of two adjacent sections (a disector-pair) separated by a known distance 
(disector volume = frame area  ×  disector height). Referring to  Figure 3 , the user counts the 
number of object profi les that appear on one section (reference section), but not on the other 
section (look-up section); this process provides an accurate count of number of object “tops” in 
the known disector volume. Since all objects, regardless of their size, shape, and orientation 
have only one top, the number of tops equals the number of objects in the disector volume. 
The older stereology literature often uses the term  Q  – , which refers to the German term for 
cross-section,  querschnitt , and ∑ Q  –  as the number of objects counted (the sum of disappearing 
cross-section) within the disector volume. The disector principle uses unbiased counting frames 

 Table 2    Dimensions (dim) of Objects and Probes in 3D  

Parameter (dim) Probe (dim) Total dim (parameter + probe)

Volume (3) Point grid (0) 3
Area (2) Line (1) 3
Length (1) Plane (2) 3
Number (0) Disector (3) 3
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with inclusion and exclusion lines ( Fig. 4 )  (17)  to avoid size, shape, and orientation biases at the 
edges of the counting frame. 

  The disector probe is placed at multiple systematic-random sampled (SRS) locations 
through the tissue to generate a reliable estimate of the neuronal density,  N  V , the total number 
of objects within a known volume of tissue, ∑ Q  – /∑ V . Finally, the following formula converts 
density of objects,  N  V , to total number of objects,  N . 

  N  = (∑ Q  – /∑ V )  ×   V  ref  

 where  V  ref  refers to the total volume of tissue containing the objects of interest (reference 
volume). 

 Because the original paper by Sterio  (16)  used two thin physical sections cut a known dis-
tance apart, the fi rst application of the disector principle is termed the  physical disector . In 1986, 
Gundersen expanded the disector principle from thin physical sections to parallel optical scan-
ning planes through a thick section, the so-called optical disector  (18) . For thick sections the opti-
cal disector is far more effi cient than the physical disector; however, in studies where optical 
scanning is not possible (e.g., thin sections from confocal or electron microscopy), the physical 
disector method provides the only unbiased approach to estimate number of biological features. 

 One year after publication of the disector principle  (18) , Canadian scientists used a 
gold-standard approach to test the disector principle, along with several others techniques 
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 Figure 3    The disector principle. The use of two adjacent sections allows for quantifi cation of the true number of 
objects per unit volume. Source: From Ref. 1.    
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currently in use for object counting  (19) . By embedding a known number of phantom objects 
in a matrix, and then sectioning the material and applying each of the methods to estimate 
the number of objects, this approach provided a direct test of bias inherent to each approach. 
Of the various methods evaluated, only estimates from the disector principle produced accu-
rate results, without assumptions about the size or shape of objects. Note that the disector 
fulfi lls the requirement shown in  Table 2  for a three dimensional probe to quantify a zero 
dimensional parameter (number); in this case the sum of dimensions in the probe and parameters 
equals three, the total number of dimensions in tissue. 

 In 1986, Gundersen introduced a straightforward method called the  fractionator  for scaling 
local density estimates ( N  V ,  L  V ,  S  V ,  V  V ) to total values for the reference space. The fractionator 
method involves using unbiased geometric probes to estimate the probability of intersections 
with biological features in a known fraction of the reference space  (18) . The  optical fractionator  
combines the optical disector and fractionator concepts into the state-of-the-art approach for 
making reliable estimates of  N  objects, as shown by West and colleagues in the early 1990s  (20) .  

  THE REFERENCE TRAP: TOTAL VALUES VERSUS DENSITIES 
 First-order stereological parameters refer to absolute parameters (i.e., total  N , total  L , total  S , 
total  V ). Prior to the advent of modern stereology, however, morphometric endpoints relied on 
ratio estimators for these parameters, such as number per unit volume ( N  V ), surface per unit 
volume ( S  V ), and length per unit volume ( L  V ). The problem with these estimators is that they 
assign a single value to two different quantities, the numerator and the denominator in the 
ratio, which vary independent of each other. The reality is that any ratio estimator like  N  V  var-
ies from changes in the numerator alone, the denominator alone, or both. Across different treat-
ment groups and within animals of a specifi c group, variation in one, both, or none of the 
values in the ratio can lead to confounding sources of variation in the results. Despite this ambi-
guity the majority of non-stereology studies interpret changes in ratio estimators only in terms 
of the numerator, and completely disregard possible effects of changes in the denominator on 
the ratio estimator. One explanation for this erroneous interpretation is that, historically speak-
ing, biologists in the 1960s adopted existing stereology approaches from materials sciences and 
geology, disciplines that focus on materials that do not experience changes in the denominator 
(reference volume) during processing for quantifi cation of stereological parameters. Since these 
relatively hard materials are resistant to shrinkage, changes in total values correlate directly 
with changes in density (total  N  =  N  V ). However, for biological tissue in which agonal changes, 
fi xation, drying, dehydration, rehydration, etc. cause alterations in reference volumes in the 
denominator of ratio estimators, the situation is clearly different. For these applications ratio 
estimators such as number per unit area or volume can provide misleading results. 

 The advantage of total values over ratio estimators came into strong focus two decades 
ago in studies concerned with changes in numbers of brain cells (neurons) as a function of 
aging. At that time, the widely accepted dogma held that marked neuron loss in the neocortex 
and other defi ned brain regions begins around age 50, and continues unabated through old 
age ( 21–  23 ). This theory gained wide acceptance in the peer-reviewed scientifi c literature and 
medical textbooks as the most logically compelling explanation for age-related reductions in 
motor skills and certain cognitive abilities. Rather than total numbers of neurons, these studies 
reported neuronal density,  N  V,  a ratio estimator quantifi ed on a small sample of sections through 
anatomically important brain regions. 

 This “age-related neuron loss” dogma began to unravel with reports ( 24  ,  25 ) that an 
inverse relationship exists between age and fi xation-induced shrinkage of neural tissue; that is, 
following an equivalent period of standard fi xation in aldehydes, aged neural tissue shrinks 
less than young tissue. This increased shrinkage of the reference volume leads to an increase in 
 N  V  in young brains compared to old brains, without any change in numbers of cells. Thus, age-
related decreases in neurons refl ects age-related differential in tissue shrinkage, rather than 
age-related neuronal loss. As a test of this issue, several studies in the 1990s used design-based 
stereological methods to quantify total neuron number in brain regions that were reported to 
undergo age-related neurodegeneration on the basis of densities (locus coeruleus, hippocam-
pus, neocortex). These design-based stereology studies reported no evidence of age-related 
neuron loss ( 26–  30 ), since quantifi cation of total neuron number avoids reference volume 
shrinkage that may dramatically affect neuronal density (neuron number per unit tissue).  



250 MOUTON AND GORDON

  VOLUME ( V ) 
 The Greek mathematician and engineer Archimedes (287–212 BC) proposed the fi rst non-
Euclidean approach to quantify a fi rst-order parameter. With this approach the true volume of 
an object, regardless of its shape, size, or orientation, could be determined from its water dis-
placement. This approach is limited to solid, non-porous objects, however, and not easily appli-
cable to biological tissue. For this purpose, stereologists in the 1960s discovered a preferred 
method on another page of mathematical history: the Cavalieri principle  (31) . 

 During the high Italian Renaissance, a student of Galileo Galilei named Bonaventura 
Cavalieri (1598–1647) published a technique for volume estimation in a paper entitled “Geome-
tria Indivisibilis Continuorum Nova Quadam Ratione Promota” (“A certain method for the 
development of a new geometry of continuous indivisibles”). This methodology of Cavalieri  (31) , 
which contributed to the theoretical development of integral calculus by Leibniz and Newton 
 (32) , argued that all solid objects consist of “infi nitely divisible” areas, as shown in  Figure 5 . 

  The formula for estimation of  V  in units of mm 3  by the Cavalieri method follows: 

  V  = ∑ A   ×   T  

 where ∑ A  = sum of areas on cut surfaces (mm 2 );  T  = distance between the cut surfaces (mm). 
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 Figure 5    Cavalieri method for volume estimation. Source: From Ref. 1.    



DESIGN-BASED STEREOLOGY AND VIDEO DENSITOMETRY 251

 In the 1980s two prominent Danish stereologists, Professor Hans Juergen G. Gundersen 
and Dr. Eva Vedal Jensen, combined the Cavalieri principle with area estimation by point-
counting  (10) ; this approach allows for rapid, precise, and unbiased volume estimation of arbi-
trarily shaped 3D objects, based on the areas of their sectioned surfaces ( Fig. 6 ). Validation of 
method requires sectioning of the objects into parallel planes, with the fi rst plane at a random 
location through the object, and is highly correlated with volumes quantifi ed by the Archimedes 
method of water displacement  (33) . 

  In this application, the sum of areas, ∑ A  in mm 2 , of the cut surface is quantifi ed in an 
accurate and effi cient manner by point counting: 

 ∑ A  = ∑ P   ×   a ( p ) 

 where ∑ P  = sum of points hitting the reference space on each section;  a ( p ) = area per point = 
distance in  x  direction (mm)  ×  distance in  y  direction (mm). 

 Today computer-assisted and manual applications of the Cavalieri point-counting method 
provide the state-of-the-art methods for estimation of  N  and  V  in neural tissue from 
humans ( 28  ,  33  ,  34 ), monkeys ( 35  ,  36 ), rats ( 37  ,  38 ), and mice (7,39–42).  

  ALL VARIATION CONSIDERED 
 Variation in design-based stereology arises from within-individual (sampling error) and 
between-individual (biological variation) sources that together constitute the total observed varia-
tion in results, as quantifi ed to the coeffi cient of variation (CV = SD/Mean). Within-individual 
variation results from the repeated application of estimator probes at systematic-random loca-
tions on sections cut in a systematic-random manner through the reference space. The extent of 
this repeated sampling through the reference space determines the sampling error, as quanti-
fi ed by the coeffi cient of error (CE). A relatively high CE value (<0.20) indicates a high level of 
error due to sampling in the results. Sampling error can be reduced by increasing the sampling 
stringency by increasing the number of sections from the minimum of  ∼ 6 to the maximum of 
 ∼ 12, and placement of increased numbers of probes on those sections from the minimum of  ∼ 75 
to the maximum of  ∼ 200. 

 Biological variation (BV) that exists between individuals in a particular group refl ects a 
variety of biological infl uences, including variation from evolution, genotype, gender environ-
mental factors, aging, gender, treatment, etc. This source of variation diminishes as a result of 
sampling more individuals at random from the population. While simply adding more subjects 
(animals) in the hope of quickly reducing biological variation might seem effective, the cost of 
analyzing more individuals is high in terms of time, effort, and resources. Since all of the sources 
of variation can be estimated using design-based approaches, the most effective sampling designs 
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 Figure 6    Combination of the Cavalieri Principle with point-counting for volume estimation. Source: From Ref. 1.    



252 MOUTON AND GORDON

focus resources on the sources of error that contribute most to the variation in the results, and less 
effort on areas that contribute relatively less to the observed variation in the results. 

 The above discussion focuses primarily on  N  and  V , two of the four fi rst-order stereo-
logical parameters. In summary, design-based approaches discussed thus far emphasize the 
avoidance of known sources of bias, as summarized below:  

  Unbiased Sampling: Defi nition of well-defi ned reference spaces based on unambiguous • 
anatomical criteria, e.g., granule cell layer of the dentate gyrus (DG) and the pyramidal cell 
layer of Ammon’s horn sector 1 (CA1). Within both of these references spaces, selection of 8 
to 12 sections in a systematic-random manner will ensure that all subregions of the DG and 
CA1 have the same chance to be sampled and analyzed.  
  Quantifi cation of 3D volume rather than 2D area: Sectioning 3D tissue can generate planar • 
sections with unusual appearances on qualitative examination, leading to increased chance 
for mistaken conclusions about possible volumetric effects. This source of bias can be 
avoided by quantitative evaluation of volumes using the Cavalieri point-counting method.  
  Avoidance of the corpuscle problem: Quantifi cation of possible changes in neuron numbers • 
using the optical fractionator method, an effi cient combination of the disector principle and 
the fractionator sampling scheme avoid bias arising from the corpuscle problem.  
  Avoidance of the reference trap: The disector method, an application of the disector principle • 
using a virtual 3D probe, counts cells of interest, without bias arising from size, shape, 
and orientation. Rather than reporting a ratio estimator such as “profi les per unit area,” the 
optical fractionator quantifi es total neuron number and thus avoids the reference trap.  
  Avoidance of recognition errors: Counting at high magnifi cation, in combination with • 
Gundersen’s unbiased 3D counting rules to avoid edge effects  (13) , for quantifi cation of 
total neuron numbers.  
  Low sampling error: High stringency of sampling within each brain, i.e., to a level neces-• 
sary to achieve a mean CE between 5% and 10% for each group, will dramatically reduce 
statistically errors resulting from insuffi cient sampling. With a CE of 10% or less, variability 
from biological sources contributes the majority of variability to the results (>90%), thus 
increasing the validity of conclusions about signifi cant differences or not, between controls 
and treated groups.   

 The next section reviews the remaining two fi rst-order parameters, surface area ( S ) and length 
( L ), of signifi cant interest to neurotoxicological studies.  

  SURFACE AREA ( S ) AND LENGTH ( L ) 
 Design-based stereological approaches to quantify  S  and  L  require the recognition of three 
unique concepts: the needle problem, scale-dependence, and anisotropy. 

  The Needle Problem 
 In 1777, the French naturalist and mathematician Count George Leclerc Buffon (1707–1788) 
presented the “needle problem” to the Royal Academy of Sciences in Paris, France  (43) : What 
is the probability that a needle tossed at random over a parquet fl oor will intersect the lines on 
the fl oor (Figure 7)?  

 Buffon developed the needle problem as a mathematical exercise in probability theory. 
He correctly reasoned that if he knew one of two geometric quantities—either the length of a 
needle probe or the distance between the lines on the fl oor—he could calculate the unknown 
parameter by estimating the probability of an intersection between the two physical structures 
 (39) . As the exercise to estimate the true probability proceeded, calculation of the unknown 
quantity progressively converged on the true value. In this sense the needle problem represents 
the foundation for probability theory that underlies all design-based stereology methods—to 
estimate the probability that a geometric probe placed at random will intersect biological 
features in the tissue.  

  Scale Dependence 
 In the 1960s two groups of investigators, one in Europe  (44)  and the other in the United States 
 (45) , decided to test the inter-rater reliability of stereology based on the needle problem and 
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made a paradoxical discovery. Both investigators analyzed the same parameters in the same 
biological feature—the total surface area of endoplasmic reticulum in rat hepatocytes—and both 
groups used the same stereological method based on the needle problem; the only methodologi-
cal difference between the studies was ultrastructural resolution: 80,000 ×  and 12,000 ×  by Weibel 
 (44)  and Loud  (45) , respectively. Surprisingly, the results from these studies were dramatically 
different: 6 m 2 /cm 3  for the Loud study and 11 m 2 /cm 3  for the study by Weibel et al.  (44) . These 
fi ndings represented a paradox in the fi eld of stereology for a decade. Then in 1977, at a confer-
ence organized in Paris to commemorate the 200th anniversary of the needle problem presenta-
tion by Buffon to the Academy of Sciences, Professor Benoit Mandelbrot, a Polish-born 
mathematician, showed that  S  and  L  for biological objects were  fractal dimensions . According to 
Mandelbrot’s theory of fractal sets ( 46  ,  47 ), both the results by Weibel et al.  (44)  at the higher reso-
lution and the results by Loud  (45)  at the lower resolution were correct; at higher resolution more 
structure is present. From the viewpoint of stereology comparison between studies, compari-
sons of data with estimates of  S  and  L  must be limited to data collected at the same or closely 
similar resolution. Note that this caveat does not apply to non-fractal dimensions,  N  and  V .  

  Isotropic Intersections 
 As exemplifi ed by the needle problem, design-based methods of stereology involve counting 
the number of intersections between a probe of known geometry and the unknown parameter 
associated with the biological feature. For  S  and  L , the number of intersections is directly pro-
portional to the surface area and length,  provided that the intersections occur in an isotropic manner . 
Isotropy, meaning independent of direction, applies to  S  and  L  because the appearance of 
 surface area of objects and length of linear features varies as a function of the angle of section-
ing. The requirement for isotropic intersections between the biological feature and the geomet-
ric probe overcomes this inherent anisotropy of  S  and  L . Note that this isotropic requirement 
can be met by randomization of  either  the probe  or  the biological feature. Prior to the computer 
age, this requirement for isotropic intersections during estimation of  S  and  L  meant spatial 
randomization of the tissue prior to sectioning  (48) . However, the availability of computer-
generated virtual probes spawned approaches that randomize the orientation of the probe, as 
shown below for surface area  (49)  and length  (50) . 

 The use of computer-generated virtual probes, as illustrated in  Figure 8 , allows investigators 
to analyze tissue cut at any convenient orientation; and to quantify archival sections from 
previous studies. 

 Figure 7    Buffon’s needle problem. Source: From Ref. 1.    
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      BIAS AND UNCERTAINTY 
 Despite the differences outlined above for design-based methods to estimate  N ,  V ,  S , and  L , all 
design-based stereological approach share a number of similarities that ensure the results will 
be unbiased for all practical purposes. For instance, all stereological methods involve the 
placement of geometric probes (estimators) at systematic-random locations through the tis-
sue. Second, all approaches require an investigator to count and record the number of inter-
sections between the biological feature of interest (cells, fi bers, surface membrane, tissue 
volume) and the geometric probe (disector, point-grid, virtual cycloid, sphere probe). A third 
feature is the direct relationship between the number of intersections and the quantity of the 
parameter of interest, without further assumptions related to the biological objects of interest. 
The introduction of assumption, model, or correction factor that deviates from these  procedures 
carries the potential to introduce systematic error (bias), and therefore could cause the data to 
vary from the true value. 

 In contrast to stereological bias, which cannot be measured, diminished, or removed, 
non-stereological bias refers to uncertainties. Potential sources of uncertainty include failure to 
carry out systematic-random sampling through the reference space, or uncertainty arising from 
insuffi cient magnifi cation or poor staining that interferes with the recognition of intersections 
between stereological probes and biological features of interest. Although the error arising 
from these uncertainties, like the error from stereological bias, carries the same potential to 
cause results to deviate from the true value, in the case of uncertainties there is an important 
difference: Once identifi ed, uncertainties can be eliminated through careful attention to the 
following factors in control of the investigator. 

  Reference Space 
 Identifi cation of a  bounded  reference space, the volume of tissue containing the biological 
features of interest, is critical for estimation of all fi rst-order stereological parameters. Error 
introduced by unclear anatomical boundaries can be reduced and eliminated through careful 

 Figure 8    Virtual probes for length and surface area estimation. Source: From Ref. 1.    

X

Z
0
1
2
3
4
5
6
7

1

4

8

Z = 0 μm

I = 0 I = 1 I = 3 I = 3

Z = 2 μm Z = 4 μm Z = 6 μm

Z = 8 μm

I = 3 I = 3 I = 1 I = 0

Z = 10 μm Z = 12 μm Z = 14 μm

0 1

I = 0 I = 0 I = 1

2 3

4 5

I = 0I = 1

Virtual cycloid probe for surface area Virtual sphere probe for length

I = 1 I = 1

6 7

Y



DESIGN-BASED STEREOLOGY AND VIDEO DENSITOMETRY 255

delineation between adjacent structures, optimization of tissue processing protocols, and 
consultation with anatomical atlases.  

  Microscopy 
 The optimal resolution for design-based stereology is the lowest magnifi cation that allows for 
clear recognition of the biological feature of interest. 

 For the vast majority of neurotexicological studies, optical scanning through a thick sec-
tion requires a thin focal plane afforded by high magnifi cation objectives (60–100 × ) and high 
numerical apertures (n.a. 1.3–1.4).  

  Staining 
 Prior to the mid-to-late 20th century, histological processing for neurotoxicological studies 
depended on experts who required relatively little in terms of tissue preparation, typically a few 
thin sections cut at an instrument setting of 10 μm or less stained with water-soluble, basophilic 
dyes (hematoxylin, cresyl violet, giemsa) to reveal Nissl-positive structures. In these studies the 
evaluation of toxicity depended on the expert’s experience related to the microscopic appear-
ance of diseases or experimental models. Today, this burden has shifted from the expert to per-
sonnel responsible for the tissue processing and histological procedures that prepare tissue for 
data collection by trained technicians using computerized stereology systems. The goal of stain-
ing in stereological studies is to visualize biological features of interest in the tissue. As described 
in the following section on Computerized Video Densitometry, and standardized tissue process-
ing and staining protocols will reduce uncertainty arising from histological sources.   

  DO MORE, LESS WELL 
 The sampling strategy is under the control of the investigator, with the goal to focus on sam-
pling the source that contributes most heavily to the total observed variation in the study. 
The remarkable effi cient of design-based stereology is that accurate and precise estimates of 
structural parameters can be estimated by counting a relatively small number of features 
 (10) . The total number of sampling locations to achieve optimal sampling ranges from about 
100 locations for a relatively homogeneous distribution of features of the interest, to about 
200 for features of interest distributed in a relatively non-homogeneous (heterogeneous) 
manner. Since variation between individuals in a particular group typically is greater than 
variation within a single individual, sampling more than  ∼ 200 locations through a reference 
space in any given individual approaches a point of diminishing return. As shown in  Figure 9 , 
estimates of total cell number in a defi ned brain region changes little by sampling more than 
 ∼ 200 cells in each individual. 

  Thus, the optimal strategy to make reliable estimates of  N ,  L ,  S , and  V  is the sampling 
design that most effi ciently reduces the total observed variation (CV) per unit of time spent 
analyzing tissue. Because design-based methods account for all sources of error in methods, 
variation in an estimate can be partitioned into the constituent sources of error using the 
following equation: 

 CV 2  = BV 2  + CE 2  

 where, 

 CV 2  = total observed variance 
 BV 2  = biological variance 
 CE 2  = error variance 

 Because CE and CV can be calculated from the results of a study, the third value (BV) 
can be obtained through rearrangement (BV 2  = CV 2  – CE 2 ). By identifi cation of the source that 
contributes the majority of variation to the results, the investigator can design a sampling 
strategy that focuses effort on that level. 

 The work-fl ow for maximum effi ciency begins with sampling the reference space into 
 ∼ 10 ( 8–  12 ) systematic-random sections; second, to quantify the parameter of interest on about 
two to three individuals for each group using one of the commercially available computerized 
stereology systems ( Stereologer , Stereology Resource Center, Chester, MD); and fi nally, to 
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 calculate the values for CV and CE, and solve for BV. At this point, inspection of these results 
will guide further decisions. For example, suppose the initial analysis of n = 5 subjects per 
group in a study fails to reveal signifi cant effect in the parameter of interest (number of cells in 
a defi ned brain region), but shows a trend toward a signifi cant effect. In this case the investiga-
tor has the option to:  (i)  analyze more subjects; or  (ii)  analyze more locations within the sections 
from the existing subjects. Using the above equation, the results indicate that BV accounts for 
20% of the observed variation while CE accounts for 80%. In this case the obvious choice is to 
apply a higher stringency of sampling on the existing sections, which is less expensive, faster, 
and least wasteful of resources. Once the CE is reduced to below 10%, one approaches a point 
of  diminishing returns. If the results continue to show a trend in support of possible signifi cant 
differences, then time and effort should be used to analyze more individuals in each group 
using the sampling strategy developed in the original small number of subjects. The statistical 
power required to reveal signifi cant differences depends on the expected strength of the effect, 
but often  n   ≈  10–12 subjects per group reveals a weak effect,  n   ≈  7–8 subjects per group a 
 moderate effect, and  n   ≈  5 subjects per group a strong effect. 

 One fi nal note with regard to the selection of an optimal sampling stringency is the distri-
bution of the biological objects or features within the reference space. For objects distributed in 
a relatively uniform, homogeneous manner, a lower sampling stringency, i.e., fewer probes 
placed at a small number of locations on fewer sections, can be expected to reduce the CE in an 
effi cient manner. If the biological features exist in a relatively heterogeneous, clustered distri-
bution within the reference space, however, a higher sampling stringency—more probes placed 
on more sections—will be required to reduce the CE. Given that the goal is to capture the 
majority of variation for a mean parameter estimate, excessive sampling within a single indi-
vidual is far less effi cient than using the same effort to sample a greater number of individual. 
This process of focusing work effort on the greatest source of variation has been termed, “Do 
More, Less Well,” by Professor Ewald Weibel, one of the pioneers of modern stereology. 

  REVIEWER CONSIDERATIONS: DESIGN-BASED STEREOLOGY  
 In 1996  The Journal of Comparative Neurology , one of the most highly regarded journals in the 
neurosciences, published a review of design-based stereology  (51) . In an editorial statement 

 Figure 9    Do more, less well. Sampling greater than  ∼ 200 locations in the tissue results in low changes in 
accuracy of an estimate.  Source : Courtesy of Dr. Kebreten F. Manaye.    
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printed with the review, the journal’s Editor-In-Chief, Dr. Clifford Saper  (52) , shared his prefer-
ence for studies that use state-of-the-art approaches of unbiased stereology, rather than model- 
and assumption-based methods. Furthermore, Professor Saper explained the journal’s new 
policy to require design-based stereology, when appropriate, for quantifi cation of morphological 
endpoints; otherwise, authors would be expected to justify their alternative methodology. This 
editorial statement sent a clear message to the international neuroscience community about the 
value of stereological techniques. Several other publications of peer-reviewed biomedical research 
established similar review criteria in the past decade, and this trend is expected to continue. 

 Although what qualifi es as basic information varies among investigators and reviewers, 
a minimum set of information exists to communicate the application of stereology principles 
and practices in studies for publication in peer-review journals, as summarized below.  

  Defi nition of a clear, unambiguous reference space  • 
  Calculate and report volume of the reference space (V • ref )  
  Sampling approach (every 5th with a random start)  • 
  What are the sampling fractions  • 
  What was counting item (e.g., Chat-pos neuronal cell bodies, nucleoli, TH-positive fi bers)  • 
  Specifi c stereological probe (optical fractionator, rotator, etc.)  • 
  How many animals (age, gender), how many sections, how many actual cells counted • 
(mean cells counted per case  ≈  150 cells)  
  Descriptive stats: group means, variance (SD, SEM), and CV, mean CE (extra credit for • 
calculation of biological variance, BV).   

 Inclusion of the above minimal information for peer-reviewed publications similarly addresses 
several of the common problems (e.g., points 3, 6, and 8 below in  bold ) in grant applications for 
federal funding, based on information provided by the Center for Scientifi c Review from the 
National Institute of Health.  

  Lack of new or original ideas  1. 
  Absence of acceptable scientifi c rationale  2. 
   3. Lack of experience in essential methodology   
  Uncritical approach  4. 
  Diffuse, superfi cial or unfocused research plan  5. 
   6. Lack of suffi cient experimental detail   
  Lack of knowledge of published relevant work  7. 
   8. Unrealistic large amount of work   
  Uncertainty concerning future direction   9. 

 With respect to both peer-review journals and applications for extramural funding, a pilot 
study in a small group ( n  < 5) of treated subjects and controls highly effective preliminary 
data for stereological studies. Data can be generated in support of statistical trends or 
 differences, and thus support a hypothesis related to morphological changes. Furthermore, a 
pilot study will reveal information about time, labor, and material resources required to com-
plete the proposed studies. Lastly, for grant application the pilot study addresses the  concerns 
of reviewers that the investigator has the necessary resources and expertise to carry out the 
proposed studies. 

 Modern stereology provides design-based (unbiased) methods to sample and quantify 
fi rst-order stereological parameters in neural tissue, including length of nerve fi bers or the 
number and size of neurons in a particular brain region. However, neurological conditions or 
models of brain injury may also include damage or changes to tissue components apparent 
only by variations in staining intensity. Loss of connectivity between neurons (synaptic degen-
eration) or increased expression of the astroglia intermediate fi lament, glial fi brillary acidic 
protein (GFAP) involve changes in immunoreactive intensity, as assessed by computer-assisted 
video densitometry and reviewed in the following section.  

  COMPUTERIZED VIDEO DENSITOMETRY 
 Video densitometry provides a semi-quantitative approach to assess relative differences in 
staining intensity on tissue sections. The approach involves digitization of color video images, 
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with separate sampling of light in the red, green, and blue frequency ranges, followed by 
 measurement of intensity in terms of numeric values that correspond to red-green-blue (RGB) 
or hue-saturation-intensity (HSI). Hue refers to the basic color of an object, while saturation 
refers to color brilliancy. Two features can share the same color, with one being more intense, 
such as candy apple red versus candy apple pink. In the HSI approach, hue and saturation are 
plotted as a hexagon along the x and y axes, with intensity represented as a composite measure 
of overall brightness along the z axis. Since the DAB reaction product is the same hue under all 
conditions, experimental differences in antigen expression lead to changes color saturation 
and/or intensity, rather than the formation of new colors. 

 To defi ne positively stained elements, an HSI identifi cation window is assigned to 
segment (tag) pixels that are positively stained. For each primary antibody, a series of sections 
encompassing the range of reaction product intensities present in the experiment are selected 
as standards. The optimal window, a segmentation of the positively stained cellular compo-
nents, without background on all standard sections, is determined and then held constant for 
the analysis of all sections in the experiment. Each image is digitized, corrected for heterogene-
ity in background illumination, and segmented by using the HIS window parameters. The 
value of constant microscope settings, a constant voltage source, and manually entered HSI 
segmentation window settings is to allow results from different analysis sessions to be com-
bined for statistical analysis, without further normalization. To confi rm that microscope and 
camera settings remain constant, the standard sections or a photographic density wedge is 
imaged before each session. Densitometry software sums the number of pixels within the HSI 
identifi cation window positive for reaction product. Calibration of the densitometry system in 
true spatial units allows expression of reaction product area in units of  μ m 2  (see reference 49 for 
further details on the HSI method). 

 The intensity of the peroxidase reaction product is expressed in terms of the optical density 
(OD) for each pixel within the reaction product HSI window, and these values averaged 
together to produce the average reaction product OD per section. Alternatively, the fractional 
area occupied by peroxidase reaction product can be calculated by dividing reaction product 
area by the total area of the digitized image fi eld, generating a measure (percent area) that is 
relatively independent of the magnifi cation used or the fi eld size examined. Note that OD val-
ues and fractional area values can vary independently for a given treatment. Increases in cell 
size or cell number, in the absence of changes in protein concentration, would increase frac-
tional area without changing OD, while increased protein expression per cell would increase 
staining intensity without changing fractional area. If both parameters vary, a useful measure 
is total immunoreactivity, calculated as the product of fractional area and reaction product OD. 

 Video densitometry can also be carried out without segmentation in particular cases. For 
example, tyrosine hydroxylase immunoreactivity in the neostriatum is localized in terminals of 
the dopaminergic afferents. Also, at relatively low magnifi cation where individual synaptic 
boutons cannot be discriminated, staining appears homogeneous and the OD of each pixel in a 
circumscribed region can be averaged into a measure of fi eld OD. This parameter may be 
 calibrated with a photographic density step wedge, a strip of photographic fi lm with a defi ned 
gradient of OD.  

  STAINING INTENSITY 
 The same requirements exist for both design-based stereology and video densitometry analy-
sis to minimize bias from biological variability and observer error; to randomize animals into 
different treatment groups; and to ensure data collection by investigators blind to the experi-
mental treatments. Where the methodologies for stereology and video densitometry analysis 
diverge, however, is in the level of rigor required from staining protocols. Staining protocols 
for stereology studies must achieve a minimum threshold for visualization of the biological 
features of interest; that is, of suffi cient intensity to support of a binary (yes/no) decision 
about whether the feature of interest intersects the geometric probe. For stereology, above the 
threshold for recognition of positive staining, differences in staining intensity do not intro-
duce variability into the results. In contrast, variation in staining intensity is the primary 
outcome variable for video densitometry analysis. 

 To ensure the high level of staining consistency required for video densitometry, the 
neuroanatomist must approach the process of staining tissue like a neurochemist, with strict 
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attention to all details of the tissue processing protocol—treating sections cut at exactly the 
same thickness with exactly the same reagents for exactly the same duration—to ensure abso-
lute uniformity across groups, with the code broken only after the analysis is complete ( 49–  52 ). 
The following section reviews the important considerations required to minimize variability 
in staining intensity arising from non-biological sources.  

  FIXATION 
 A necessary evil, fi xation represents a trade-off between the need to maximize tissue preserva-
tion, while minimizing changes to tissue antigens. Fixation is required to preserve tissue mor-
phology and retain epitopes on antigens for antibodies recognition. Of the numerous fi xatives 
available, including acetone, methanol, and aldehydes (formaldehyde, paraformaeldehyde, 
and glutaraldehyde), several can be combined or mixed with other compounds. Acetone and 
methanol denature and precipitate proteins, while the aldehydes cross-link proteins in place to 
prevent them from leaching out of tissue. Chemically reactive aldehyde groups interact with 
primary amines, such as lysine residues in proteins, and thiols to form cross-links of specifi c 
spatial characteristics. In this way, fi xation alters the structure of tissue antigens, which can 
infl uence the binding of primary antibody to specifi c tissue antigens. Certain antibodies can fail 
to recognize their cognate antigen after incubation in some fi xatives, while “neutralizing” anti-
bodies recognize native protein confi rmations, but fail to recognize their cognate antigen after 
fi xation. Although acetone can be used to fi x cells in culture, the typical disposable plastic-ware 
for cell cultures is composed of polystyrene that dissolves after contact with acetone and turns 
optically opaque. Glutaraldehyde, the required fi xation for electron microscopy, suffers from a 
short shelf half-life, as well as being hazardous and expensive. As a result of these consider-
ations, 10% formaldehyde and its 4% paraformaldehyde derivative have become the preferred 
choices for fi xation of proteins in the histology laboratory. 

 Formalin, a commercial preparation of formaldehyde, contains 37% formaldehyde in 
distilled water on a weight:weight basis. Solutions of formaldehyde, however, carry a number 
of important caveats for use in conjunction with densitometry-based measurements. Formal-
dehyde molecules tend to spontaneously condense into long-chain polymers, a reaction that 
varies as a function of time, temperature, and pressure. This polymerization process reduces 
the fi xation capability of formaldehyde but can be inhibited by alcohols; as a result, many 
commercial preparations typically contain 10% methanol. A relatively poor fi xative, methanol 
is strongly hydrophobic, which leads to greater tissue shrinkage than aldehydes. Therefore, 
methanol-containing solutions of formaldehyde can impact antigen:antibody reactions in a 
manner that ultimately determines the signal strength of densitometry data. Furthermore, 
formaldehyde oxidizes to formic acid, leading to a change in the pH of the stock solution. 
However, because the formic acid concentration varies with time and storage conditions, this 
effect is low relative to the formaldehyde concentration and, therefore, can be prevented by 
dilution of formalin in buffers. 

  Fixation Preparation 
 Paraformaldehyde powder requires heat and the addition of base to dissolve into solution, and 
the use of a heating block and a magnetic stirrer minimizes polymerization. For a 4% solution 
of paraformaldehyde, which should be prepared on the day of use, 4 g of paraformaldehyde 
powder plus 40 ml of high-quality (distilled or nanopure) water is mixed with two drops of 6N 
NaOH and placed on a heat block with stirring at 60 ° C for fi ve minutes. Fifty ml of cold (refrig-
erated) 2  ×  Sorensen’s phosphate buffer is added and the solution allowed to reach room 
temperature. The pH is then adjusted to 7.4 with HCl and the solution brought to a fi nal 
volume of 100 ml with water.  

  Fixation Duration 
 Another critical variable for standard tissue processing is the duration of fi xation. Formaldehyde, 
with its very small molecular weight, penetrates tissue rapidly, while cross-links formed far 
more slowly. Older histopathology protocols placed various sized brains in formalin solution 
for varying durations, sometimes for extremely prolonged periods, even years. Fox et al.  (53)  
suggested 24-hour fi xation in formaldehyde to completely fi x even small tissue samples. For 
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standard immunostaining, variations in extent of fi xation may affect antigen:antibody binding, 
and most labs have shortened the duration of fi xation to a minimum to retain antigenicity to 
the greatest extent possible.   

  TISSUE PREPARATION 
  Buffering 
 Buffers maintain pH during all phases of the section storage and staining procedures. Phosphate 
buffers offer strong buffering capability at physiological pH, while an isotonic buffer prevents 
osmotic shrinkage or swelling of sections and cells in culture. A useful phosphate-buffered 
saline is composed of 50 to 100 mM phosphate salts plus 0.9% sodium chloride (NaCl). The 
addition of calcium and magnesium improves cell retention during the staining process, 
making Dulbecco’s phosphate-buffered saline (DPBS) a convenient buffer. This buffer is iso-
tonic, develops a pH of 7.4 when prepared without acid or base, and contains calcium and 
magnesium. However, phosphates must be in solution prior to the addition of calcium and 
magnesium to avoid the formation of insoluble precipitates. Addition of calcium and magne-
sium salts slowly with strong stirring, or addition of concentrated stock solutions of calcium 
and magnesium to generate the appropriate fi nal desired concentration, will prevent the 
formation of these precipitates.  

  Cryoprotection 
 Freezing a fi xed neural tissue causes the formation of large ice crystals within cells and in the 
interstitial space. With thawing, these ice crystals expand and punch holes in cell membranes, 
leading to visible damage and holes within stained sections. Histologists typically use either 
one-day or three-day methods to prevent the formation of ice crystals using sucrose as cryopro-
tectant. For the three-day approach, the tissue is saturated with sucrose by immersing the brain 
in a series of increasing concentrations from 10% to 30% (weight:volume), beginning with 10% 
overnight, followed by overnight incubations in 20% and 30% sucrose solutions. Initially the 
brain fl oats in the 10% sucrose solution; however, the brain gradually sinks as the osmotic pres-
sure of the brain and surrounding solution equilibrate. Some investigators obtain satisfactory 
results with the one-day approach that uses a single overnight incubation in 30% sucrose. After 
cryoprotection, the brain is placed in a shallow container in 20 to 30 ml isopentane (2-methyl 
butane) chilled by dry ice powder. Once frozen, the brain is transferred with forceps into a 
storage vial and quickly placed into the freezer.  

  Tissue Sectioning 
 Sliding microtomes quickly section tissue in a systematic, uniform manner at instrument set-
tings ranging from 25 to 50 micron. For stereology studies the choice of section thickness 
depends on the parameter of interest, with thicker sections required for studies with 3D probes. 
The choice of sectioning in the coronal, sagittal, or horizontal planes depends on a number of 
factors related to the identifi cation of defi ned anatomical structures, and generally does not 
impact the collection of data for either stereology or densitometry. Typically the most effi cient 
choice is the sectioning plane that includes the majority of neural  structures of interest. 

 Typically, sections are collected into 12- or 24-well tissue culture dishes containing 2 ml of 
phosphate-buffered saline, with 100 mM sodium azide to prevent the growth of bacteria, mold, 
or yeast during protracted storage. After sectioning, tissue sections can be stored in the cold for 
long periods of time (months) without loss of immunostaining. Two 24-well culture dishes side 
by side at the microtome can receive all sections from an entire mouse brain in the horizontal 
plane (approximately 1 cm). The fi rst section is placed into column 1, row 1 of the fi rst dish, 
with subsequent sections placed in order into following columns of row 1: sections 1 to 6 in the 
fi rst culture dish, 7 to 12 in row 1 of the second dish; section 13 in dish 1, column 1, row 2; and 
sections 13 to 24 continue in row 2 of both dishes. Section 25 is placed into dish 1, column 1, row 
3, and section 37 is placed into dish 1, column 1, row 4. After completing section 48, 1 section 
will be present in each well of both culture dishes. This approach maintains the spatial orienta-
tion of the brain allowing the investigator to track sections in order. Section 49 is placed in 
the same well as section 1, and sections 50 to 96 continue in order as described above, a process 
that repeats until the brain is completely sectioned with four sections per well. This distance 
between sections allows sections within a given well to be easily distinguished by eye using 



DESIGN-BASED STEREOLOGY AND VIDEO DENSITOMETRY 261

anatomic landmarks, with reference to an atlas if needed. Each of the twelve columns contains 
16 sections separated by 300  μ m (12  ×  25  μ m), which can be operationally defi ned as one set 
of sections. For each experimental animal, selection of columns can be randomized by rolling 
dice or with a random number generator. Thus, sample 1 could be column 4, followed by 
sample 2 as column 7. Sections from each column are stained for a particular marker. If fewer 
sections are needed, it is convenient to use one-half set of sections by choosing either wells 1 
and 3 or 2 and 4 of a given column, resulting in 8 sections, each separated by 600  μ m. This sec-
tion spacing is appropriate for spanning the large reference space of large brain structures, such 
as hippocampus and cerebral cortex, in rodent brains. Smaller structures or nuclei will require 
adjustment of collection parameters to allow selection of sections closer together to maintain 
appropriate systematic-random sampling as described above. Note that the above protocol for 
sectioning could be used for either stereology or densitometry, since the key requirement to 
maintain the uniform separation and organization of sections is met. Most important, the 
experimental and sampling protocol needs to be established prior to sectioning to ensure the 
capability to conduct an unbiased analysis.   

  IMMUNOSTAINING 
  Free-Floating Sections 
 For both densitometry and stereology studies that analyze stained sections across experimental 
animals and conditions, all samples should be stained simultaneously in the same assay with 
the same solutions and reagents. Staining free-fl oating sections allows penetration of antibodies 
and other reagents from both of the cut surfaces.  

  Slide-Mounted Sections 
 Staining sections mounted on glass on slides prior to immunostaining limits penetration to a 
single surface of tissue sections. This limitation may require higher antibody titers and longer 
incubation times to produce equivalent staining intensity ( Fig. 10 ). However, the section thick-
ness is usually less than for free-fl oating sections. Slides are typically placed horizontally on 
racks in a humid chamber and covered with antibody solutions, and moved as needed for wash 
and color development steps. 

 Figure 10    Lack of effect of incubation with Triton X-100 on penetration of immunostaining. Rat brain sections 
were incubated in 0.2% Triton X-100 in phosphate buffer for varying durations. Sections were then embedded 
in OCT compound, rotated 90°, and resectioned. Morphometry was used to measure the apparent distance 
immunostain penetrated from the cut surface of each section. ( Left ) Screen image showing immunostained cross 
section with the total section thickness, and stain penetration depth indicated by white lines. ( Right ) Stain penetration 
was measured at fi ve positions along each cross section and nine cross sections were measured per condition. 
Data represents mean  ±  SEM.    
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     FEATURE VISUALIZATION 
 For video densitometry and stereology, the peroxidase-diaminobenzidine (DAB) visualization 
system provides the most effective, uniform, and long-lasting results. Fluorescent immuno-
staining is prohibitively diffi cult to quantify by video densitometry and results in photo bleach-
ing of the fl uorochrome in an inconsistent manner across specimens. The peroxidase-DAB 
system contains toxic reagents that necessitate the use of a ventilated hood. The high specifi c 
activity of peroxidase yields signifi cant reaction product in a short time period and DAB reveals 
crisp cellular detail. Inclusion of various salts can be added to modify color in the fi nal reaction 
product. The next section discusses the details of DAB colorization.  

  TISSUE TREATMENT 
  Inhibition of Endogenous Peroxidase 
 One drawback to the use of DAB is that some tissues contain suffi cient endogenous peroxidase 
to generate substantial color in the absence of positive immunostaining signal. In the brain, the 
majority of this endogenous peroxidase exists in red blood cells (RBCs), where it serves to 
detoxify peroxides produced in their high oxygen tensions. Perfusion of the brain minimizes 
the presence of RBCs, but is rarely 100% effective. After immunostaining using the peroxides-
DAB system, RBCs will be a deep brown color due to their inherent peroxidase activity. Endog-
enous peroxidase activity can be quenched by incubation in a solution containing methanol 
and hydrogen peroxide. As the peroxidase enzyme binds to the hydrogen peroxide to reduce 
it, methanol in the solution precipitates and permanently inactivates the enzyme. For brain tis-
sue, incubation in a solution containing 10% methanol (volume:volume) plus 3% hydrogen 
peroxide (H 2 O 2 ) in DPBS for 30 minutes completely quenches endogenous peroxidase activity. 
For some tissues with very high endogenous peroxidase activity such as liver, this solution 
generates too much enzyme activity. The products of enzymatic activity are water and oxygen. 
Production of excessive oxygen is visible as bubbling at the section surface or in the solution, 
and may be so vigorous that it physically damages the section, producing holes and  shredded 
tissue. To completely remove all methanol and hydrogen peroxide, sections can be washed 
thoroughly in at least three changes of buffer (5 min each). Note that all enzyme-linked meth-
ods can be affected by endogenous enzyme activity in tissues; thus, blockade of artifactual 
color development from other endogenouse enzymes may not be as simple and robust as that 
peroxidase.  

  Blocking 
 “Blocking” steps use reagents designed to reduce nonspecifi c signal generation. Typically, 
this step is carried out with 1–4% serum from the species in which the secondary antibody 
was generated. Serum contains relatively high concentrations of IgG, albumin, and globulins 
that mask nonspecifi c binding sites for the secondary antibody, and some investigators use 
commercially available solutions of bovine serum albumin. Milk-based blocking reagents 
contain signifi cant concentrations of biotin, and therefore should be avoided in avidin-biotin 
complex (ABC) staining methods. Another useful blocking agent is 100 mM lysine. As dis-
cussed above, formaldehyde fi xation generates chemical cross-links between lysine residues 
of proteins. If two lysine residues are not available in the necessary spatial confi guration, a 
reactive formaldehyde group remains on the fi xed tissue. Subsequent addition of proteins in 
solution, such as antibodies, can lead to undesired cross-linking to the tissue, and an undesir-
able increase in background staining. This problem occurs in techniques when formaldehyde 
fi xation immediately follows staining reactions.  

  Immunostaining 
 Kinetics of antibody binding to tissue sections, at concentrations typically used for immuno-
staining procedures, confi rms maximal binding during a two-hour incubation at room 
 temperature. Because antibodies bind to antigens at two sites, the off-rate for antibodies from 
antibody:antigen complexes is essentially nonexistent, with virtually no antibody dissociating 
over 72 hours. As a reuslt, tissue incubations with antibodies require suffi cient duration to bind 
for maximal signal, with sections typically held in primary antibody solutions overnight. 

 When the primary antibody is conjugated directly to a reporter molecule, binding affi nity 
is reduced and staining less sensitive than other methods. Alternatively, a secondary antibody 
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conjugated to a reporter molecule binds to the primary antibody. The secondary antibody is 
generated by injecting a large animal (horse or goat) with the IgG from the animal that pro-
duced the primary antibody (mouse or rabbit). Several commercially available kits contain 
secondary antibodies and color development reagents. For peroxidase-linked methods, these 
products fall into two levels of amplifi cation. In the fi rst case, secondary antibodies directly 
conjugated to peroxidase, with one peroxidase molecule bound to each antigen. Second, 
secondary antibodies can be conjugated to biotin, with tertiary reagents composed of avidin-
peroxidase or streptavidin-peroxidase conjugates. Biotin has an extremely high affi nity for 
binding to avidin. Because avidin contains four potential binding sites for biotin, the ABC tech-
nique results in formation of large complexes containing numerous avidin, biotin, and peroxi-
dase molecules, resulting in greater sensitivity and amplifi ed color development. On the other 
hand, this technique may not be ideal for quantifi cation by image analysis because the extremely 
large molecular size of the avidin-biotin-peroxidase complex constrains antibody binding to 
closely spaced antigens  (50) . A typical protocol is to incubate fl oating sections with primary 
antibody overnight at 4°C, followed by sequential incubations in the biotinylated secondary 
antibody for two hours, then in streptavidin-peroxidase for one hour. 

 The enzyme peroxidase reduces hydrogen peroxide to water and oxygen. When the 
reaction occurs in the presence of DAB, the DAB is oxidized, causing it to change color and 
precipitate. Peroxidase has an extremely rapid specifi c activity, and its action quickly gener-
ates precipitates of oxidized DAB. This rapidly quenches further color development. A pre-
incubation of the tissue with 1.4 mM DAB (but in the absence of hydrogen peroxide) ensures 
that DAB is available in the vicinity of the peroxidase enzyme. Color development reactions 
are then initiated by replacement of the incubation buffer to one containing 1.4 mM DAB plus 
0.03% hydrogen peroxide. The color development reaction should be carefully timed, and 
performed for exactly the same duration for every specimen. Each assay should be balanced, 
so that specimens from each experimental group are included. 

 Other sections should be processed to assess nonspecifi c reaction product formation. 
These sections should be processed through all steps of the staining procedure, except they 
should not be exposed to primary antibody. This may be accomplished by either omitting the 
primary antibody, using “normal” or pre-immune serum in place of primary antibody, or by 
using immunoprecipitated serum. Preincubating antisera with saturating concentrations of the 
appropriate cognate antigen should reduce or remove specifi c binding.   

  COLLECTION OF DIGITAL IMAGES 
 Magnifi cation should be suffi cient to reveal anatomical structures, but also low enough to sam-
ple immunostaining. For cellular level resolution in brain, 100 ×  or 200 ×  work well. Imaging at 
a magnifi cation that is too high results in small numbers of stained structures per fi eld, and 
very large variability between fi elds. Appropriate Kohler illumination should be established, 
but then the position of the aperture diaphragm needs to be controlled. Even minor differences 
or changes in the position of the aperture diaphragm opening knob can result in substantial 
differences in the background illumination of individual specimens. Both the microscope and 
the video camera should be attached to a voltage regulator to prevent spurious changes in illu-
mination or exposure caused by fl uctuations in incoming line voltage. All video camera options 
should be set to predetermined manual exposure controls so that images are not modifi ed by 
automatic compensations in the camera function for images of different overall brightness, 
color, or apparent contrast. These manual control settings should be held constant for imaging 
all specimens within an experiment. With computer-driven stereology systems, the operator 
identifi es the boundaries of the brain region of interest by “mousing” around it, then the software 
selects systematic-random fi elds for analysis at high magnifi cation. This capability is not a fea-
ture of most video densitometry programs, so it is up to the investigator to sample the desired 
space. Instead, the operator samples at low magnifi cation (1–4 × ) to identify the brain region of 
interest. Selection of the fi nal fi elds for analysis is randomized in the brain region of interest. All 
specimens should be imaged in a single sitting, whenever possible, with measurement of experi-
mental and control specimens intermixed and blind to the operator. Group differences on the 
order of 30–50% can be successfully obtained with a sampling of 8 to 12 microscopic fi elds. 
Differences less than 30% may require additional sampling; however, they are often within the 
normal variance of the tissue.  
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  REVIEWER CONSIDERATIONS: VIDEO DENSITOMETRY 
 Video densitometry has been used extensively to assess changes in protein expression due to 
aging, brain injury, transgene status, and other perturbations in biological tissues. Although 
measurements by video densitometry can be comparable across sections and perhaps across 
antibodies, it is important to emphasize that this approach is semi-quantitative and only 
applicable to relative comparisons. The slope of the relationship between antigen density and 
OD or total reactivity is unknown, and there is neither a standard curve nor an acceptable 
way to generate one. Even if a method for generating a standard curve did exist, tissue pro-
cessing modifi es epitopes and affects antibody-antigen affi nity, thus preventing absolute 
quantifi cation. Furthermore, the OD for a total immunoreactivity value that corresponds to 
zero antigen density is unknown, and the presence of some background staining predicts 
that zero antigen would correspond to a value greater than zero total reactivity. Thus, despite 
efforts to tightly controlled assay and measurement conditions, the semi-quantitative nature 
of the relationship between total immunoreactivity and antigen density predicts that fold 
changes between treatments will likely vary from those determined by quantitative assay 
procedures using standard curves. 

 With these caveats, there are critical steps involved in obtaining accurate data for immu-
noreactivity that also come into consideration when attempting to determine co-localization of 
proteins. The video camera image is collected and digitized by the frame grabber of the analysis 
system, and stored in the computer. In order to measure the amount of staining on a given 
section, it is necessary to identify what qualifi es as positive stain to the computerized video 
densitometry system. Although it is possible to perform video densitometry in a black and 
white (sometimes called grey scale) mode, it is increasingly common to employ color video. It 
is necessary to represent the color of images as numeric values for computerized processing. 
There are several models available to represent color as an x, y, z grid, but the most commonly 
using in image analysis systems are RGB and HSI. Video cameras operate in RGB mode, with 
separate sampling of light in the red frequency range, the green range, and the blue range. 
Color may be numerically represented by the amount or brightness of red light, green light, or 
blue light from the image. The RGB color space may be imagined as a cube with each color 
arrayed on one axis. Each point in this cube would then represent a unique color. RGB allows 
the maximal number of colors to be defi ned. 

 An alternative mode of representing color space is HSI. Hue refers to the basic color of 
an object, while saturation refers to how brilliant that color is. Two items can be the same 
color, with one being more intense: candy apple red versus pink. In the HSI model, hue and 
saturation are plotted as a hexagon along the x and y axes. This color model is familiar to 
Microsoft Offi ce™ users when selecting colors for fonts and other displays. Intensity is a 
composite measure of overall brightness, and is plotted along the z axis. The HSI model is 
superior for densitometric analysis. The DAB reaction product is the same hue under all 
conditions, but experimental differences in antigen expression should result in changes in 
saturation of that color and/or intensity, not in the formation of new and unique colors. 
These are precisely the primary fundamentals of discriminating positive staining used by 
the HSI model. 

 To defi ne positively stained elements, an HSI identifi cation window is assigned to seg-
ment (tag) pixels that are positively stained. For each primary antibody, a series of sections 
encompassing the range of reaction product intensities present in the experiment should be 
selected for use as standards. The optimal window, segmenting the positively stained cellular 
components without including background on all standard sections, should be determined and 
then held constant for analysis of all sections in the experiment. By keeping the microscope 
settings constant, by using a constant voltage source and by entering the HSI segmentation 
window settings manually, data from different analysis sessions should be suffi ciently com-
parable that they could be combined for statistical analysis without normalization. To confi rm 
that microscope and camera settings remain constant, the standard sections or a photographic 
density wedge may be imaged before each session. Details on the HSI method and other 
applications can be found elsewhere  (54) . 

 Each image is digitized, corrected for heterogeneity in background illumination, and seg-
mented by using the HIS window parameters. The computer then sums the number of pixels 
within the HSI identifi cation window (positive for reaction product). Calibration of the densitom-
etry system in true spatial units allows expression of reaction product area in units of  μ m 2 . 
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 Alternatively, the fractional area occupied by peroxidase reaction product may be calculated by 
dividing reaction product area by the total area of the digitized image fi eld, generating a measure 
(percent area) that is relatively independent of the magnifi cation used or the fi eld size examined. 
The intensity of the peroxidase reaction product may be determined by measuring the OD of each 
pixel within the reaction product HSI window, and averaging these values together to produce 
the average reaction product OD. Theoretically, either of these values could vary independently 
of the other for a given treatment. For example, increases in cell size or number but not in protein 
concentration would increase fractional area, but may leave reaction product OD unaffected. 
Alternatively, increased expression per cell may increase intensity independently of fractional 
area. Finally, “total immunoreactivity” may be calculated as the product of fractional area and 
reaction product OD, and is a useful measure if both parameters change. “Integrated OD” 
represents an analogous (although not necessarily identical) measurement. 

 It is also possible to perform video densitometry without segmentation. For example, 
tyrosine hydroxylase immunoreactivity in the neostriatum is localized in terminals of the dop-
aminergic afferents. At relatively low magnifi cation, individual synaptic boutons cannot be 
discriminated, and staining appears homogeneous. The OD of each pixel in a circumscribed 
region may be averaged to produce a measurement of fi eld OD. This parameter may be cali-
brated with a photographic density step wedge, a strip of photographic fi lm with a defi ned 
gradient of OD. 

 Publications are available that may be especially useful for developing methodol-
ogy ( 55–  58 ). Failure to employ the types of precautions and care described above will introduce 
variability between sections that will compromise the ability to discriminate changes in marker 
expression.  

  SUMMARY 
 Taken together, design-based stereology and video densitometry provide powerful methods to 
assess toxicological effects at the regional, cellular, and subcellular levels in biological tissue. 
Like a well-designed survey, design-based stereology uses a combination of unbiased sampling 
to identify which element of the population to analyze, and unbiased probes to make accurate 
and precise estimates about parameters of interest from that element. Carrying out each step of 
these processes in an unbiased manner ensure the systematic error is eliminated, or at least 
minimized to a negligible level. When applied to test whether toxins lead to neurotoxicological 
effects on specifi c proteins, design-based stereology ensures that estimates stereological param-
eters, including numbers of cells, lengths of fi bers and blood vessels, surface areas of objects, 
and volumes of objects and regions, without assumptions related to the geometry of the bio-
logical features of interest. Video densitometry uses a semi-quantitative approach, the relative 
transmission of light through tissue sections, to test the same hypotheses. For both cases the 
elimination of known sources of error, combined with well-planned sampling and consistent 
tissue processing, allow the investigator to draw strong and well-supported conclusions about 
the biological effects of potentially toxic compounds.     
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  INTRODUCTION 
 The ten years since the second issue of  Neurotoxicology  was published have brought signifi cant 
advances in neuroimaging techniques. However, the potential of in vivo neuroimaging to charac-
terize and quantify deleterious effects of neurotoxin exposure on the brain and identify mecha-
nisms for their effects remains to be fully realized. In this chapter we focus primarily on in vivo 
magnetic resonance imaging (MRI) that yields several imaging formats. Conventional structural 
MRI images are amenable to sensitive and reliable measurements of macrostructure—the size, 
shape, and some aspects of tissue quality of neuroanatomical structures, such as the basal ganglia, 
cerebellum, and hippocampus, which are often sites of neurotoxic damage. Structural images also 
reveal areas where the signal intensity is higher or lower than adjacent tissue within a structure, 
suggesting some form of pathology. diffusion tensor imaging (DTI) enables detection of micro-
structural defi cits in white matter tracts, a feature of brain architecture particularly vulnerable to 
certain neurotoxins. Magnetic resonance spectroscopy (MRS) provides the means to assess a range 
of brain metabolites that can refl ect neurotoxic effects on cell bodies, axonal constituents, and glia. 
Functional magnetic resonance imaging (fMRI) provides a proxy measure of localized changes in 
blood volume during brain activity and can refl ect reorganization of functioning in response to 
neurotoxic damage. Other imaging techniques, such as positron emission tomography (PET) and 
single photon emission computerized tomography (SPECT), have also been used to delineate 
physiological, gene expression, and biochemical or cellular mechanisms for neurotoxic effects. The 
reader is referred elsewhere, however, for studies using these techniques and particularly for 
emerging applications of micro-PET scanning, which provides higher resolution data but is pri-
marily confi ned to research settings and with animal models of neurotoxicity ( 1 , 2 ). In all studies, 
the contribution of nonspecifi c variables, such as age, gender, poor nutrition, seizure disorder, high 
blood pressure, or psychopathology to observed neurotoxic pathology remains a signifi cant chal-
lenge. Several new studies have provided evidence linking a history of toxic exposure, behavioral 
defi cits, and macroscopic, microscopic, or functional brain compromise.  

  IN VIVO NEUROIMAGING TECHNIQUES 
  MRI: Morphology and Intensity Differences 
 Magnetic Resonance brain imaging employs electromagnetic radiofrequency pulses to perturb 
atomic nuclei throughout the brain, appropriately tuned radiofrequency coils to detect the 
radio signals given off as atomic nuclei return to equilibrium, and magnetic fi eld gradients 
applied in the three orthogonal axes to localize the signals. One of the strengths of MRI is that 
investigators can manipulate the amount of contrast between different types of biological 
tissue by varying the time between radiofrequency pulses (TR) and the echo time (TE) at which 
the signal is acquired. Gray matter, white matter, and CSF each produce somewhat different 
MRI signal intensities based on their biological properties, especially the amount of unbound 
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water and the local environment in each. Conventional structural MRI takes advantage of these 
differences [gray matter is about 80% water, white matter is about 70% water, and cerebrospinal 
fl uid (CSF) is essentially 100% water] to reveal the size, shape, and tissue composition (gray vs. 
white matter) of brain cortical and subcortical regions, and the size of the fl uid-fi lled spaces 
(ventricles and cortical sulci) as well as of specifi c neuroanatomic structures such as the cerebel-
lum, corpus callosum, hippocampus, and basal ganglia. The differing water composition of 
different brain tissues means that certain combinations of TR and TE times (e.g., a short TR 
(200–400 msec) short TE (20 msec) T1-weighted sequence) enhance the contrast between white 
and gray matter and bring the complex structures of the brain into focus, while other combina-
tions (e.g., a long TR (2–3 sec), long TE (80 msec) T2-weighted sequence) will enhance CSF (CSF 
has a long T2) but reduce the contrast between tissue types. For brain imaging to assess global 
changes in volumes of white matter, gray matter, and CSF, the choice of T1 versus T2 weighted 
images presents a tradeoff between obtaining high contrast between gray matter and white 
matter and obtaining high contrast between CSF and brain parenchyma. An optimal study sequence 
for analysis focusing on neurotoxic effects in the morphometric characteristics of specifi c brain 
regions and structures includes both T1- and T2-weighted images. Many techniques have been 
developed to measure the size and shape of brain regions and structures with volumetric 
measurements replacing the earlier emphasis on area or linear measurement ( 3 , 4 ). 

 Structural MRI also reveals changes in signal intensity in focal regions. The basal ganglia 
nuclei, targeted by certain neurotoxins  (5) , are particularly prone to manifest signal abnormalities 
that can be enhanced for analysis by manipulating image acquisition parameters, even though 
the mechanisms by which specifi c toxins differentially affect signal intensities on T1 versus 
T2-weighted images are still not fully understood. Observed signal intensity differences (hyper- 
vs. hypo-) may be due merely to differences in acquisition sequence or, for a given acquisition 
weighting, may refl ect different physiological mechanisms and processes. For example, methanol 
intoxication produces edematous changes secondary to hemorrhagic changes in the putamen. 
These lesions appear hyperintense on T2-weighted images, but hypo-intense on T1-weighted 
images  (6) . By contrast, manganese toxicity, whether induced by exogenous exposure  (7)  or indi-
rectly from chronic liver disease (8) , is manifest by hyper-intensity of the globuspallidus on 
T1-weighted images ( Fig. 1 ), while iron accumulation, either as a normal developmental process 
( 9 , 10 ) or associated with certain neurological diseases ( 11 , 12 ), produces hypo-intensity of the 
striatum on T2-weighted images  (13) . Exposure to the industrial solvent toluene has also been 
associated with hypo-intensity on T2 but not T1 weighted images  (14) . The T2-weighted image 
hypointensity may well be attributable to actual presence of toluene in the lipid-rich cell mem-
branes of this region  (15) . That is, T2-weighting apparently has greater sensitivity than T1-weighting 
to membrane lipid packing and its interaction with water content  (16) . 

     Although some quantifi cation approach is almost universally adopted for analyzing 
brain morphometry, quantifi cation of signal intensity abnormality, especially in a clinical set-
ting, typically employs a visual ranking scheme. This approach can be problematic given poor 
standardization of absolute signal intensity from scan to scan, but experts can make the neces-
sary adjustment for inter scan variations to rank overall intensity on a simple scale (e.g., 0 = no 
signal; 1 = minimal; 2 = marked)  (17) . A preferable approach is to measure an absolute value 
such as T1 relaxation time in a target region but longer scanning time and additional processing 
are needed to generate quantitative T1 assessments. A common approach in the neurotoxicol-
ogy literature is to express the intensity value for the target region, frequently the globuspalli-
dus, as a ratio of signal intensity of subcortical white matter (assumed to be relatively immune 
from toxic accumulation), e.g., the Pallidal Index (PI)  (18) . The assumption that certain brain 
regions are in fact immune to toxic accumulation and can be used as a neutral denominator in 
the computation of any index has more recently been questioned by studies of non-human 
primates in which accumulations of manganese were detected not only in the basal ganglia, but 
widely throughout the brain, including frontal white matter ( 19 , 20 ). Recently, Choi and col-
leagues  (21)  compared quantitative pallidal T1 measurements with subjective PI and intensity 
ratings in a sample of manganese workers with well-documented cumulative lifetime exposure 
as well as current manganese blood levels. They found associations between PI and T1 only at 
higher exposure levels, suggesting a lack of sensitivity for the PI approach to detecting lower 
toxicity accumulations.  
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  DTI 
 Although revealing of neuroanatomical macrostructure, detailed conventional MRI does not 
clearly refl ect the microstructure of brain tissue and its components, such as axons, microtu-
bules, and myelin or the physical characteristics of white matter fi bers, which vary widely in 
length, diameter, and myelination and by region  (22) . In contrast to conventional structural 
MRI, DTI measures the diffusion of water molecules within brain cells and in extracellular 
spaces. In white matter, diffusion is highly restricted, has a preferential orientation along the 
linear framework of the fi ber, and is considered anisotropic. By contrast, unrestricted diffusion, 
as occurs in ventricular space, has no preferential orientation and is isotropic. Anisotropy is 
calculated on a within-voxel basis and is commonly expressed as a percent, that is, fractional 
anisotropy (FA)  (23) , ranging from 0 for CSF-fi lled spaces to 1 for perfectly organized, parallel 
bands of white matter. Diffusivity, expressed as apparent diffusion coeffi cient (ADC) or mean 
diffusivity (MD), provides a measure of the amount of water motility (independent of orienta-
tion) in a voxel and is commonly but not necessarily negatively correlated with FA within white 

Figure 1 Hyperintensity of the globuspallidus (arrows) on a T1-weighted series (axial—left and sagittal—right) 
from a patient with alcohol-related cirrhosis of the liver.
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matter samples ( 24 , 25 ).  Figure 2  shows images of the brain obtained with DTI in which the 
white matter skeleton is emphasized. Aging, disease, or physical trauma can perturb the axon’s 
cytoskeleton and myelin microstructure ( 26 , 27 ), and this disruption can be detected with DTI 
( 28 , 29 ). Detailed reviews on DTI methods can be found elsewhere ( 25 , 30 , 32 ). As a relatively 
new technology, DTI quantifi cation of white matter integrity has only recently been applied to 
the fi eld of neurotoxicology, particularly the effects of pesticides such as sarin ( 33 , 34 ), presented 
in more detail below. DTI would be particularly appropriate for studies of effects of certain 
metals and inhalants for which white matter lesions of various sorts have been observed. 

       MRS 
 Structural MRI and DTI each refl ect different aspects of water protons in the brain. By con-
trast, water ( 1 H) MRS can detect other chemical substances by examining the chemical shift 
of their signal relative to the water signal and has the potential to detect neurotoxic effects of 
metals, solvents, pesticides, and drugs of abuse  (30) . Metabolite signals detected by MRS 
refl ect regional biochemical health and yield biomarkers of disease and neurotoxic damage. 
Unlike MRI and DTI that each can yield high resolution images in two- and three-dimensions 
of the brain based on voxels as small as 1 mm 3 , MRS typically requires larger voxels (2–12  
cm 3 ) to detect metabolite signals  (30) . Spectroscopic values thus are often reported from dis-
crete regions of interest (ROI) located in target brain structures such as the basal ganglia, 
frontal lobe, or cerebellum. 

 Among the spectroscopically-visible metabolites are  N -acetyl aspartate (NAA), a marker 
of living, mature neurons and thus a potential indicator of neuronal and axonal integrity; myo-
Inositol (mI), a marker of glial activity and gliosis; choline (Cho), refl ecting cell membrane 
turnover; and creatine+phosphocreatine (Cr), a complex composite that refl ects high-energy 
phosphate metabolism.  Figure 3  shows an example of the spectrum encompassing these metab-
olites based on a voxel placed in the basal ganglia. For reasons related to the diffi culty with 
early technology in obtaining absolute values of these low signal metabolites, many reports 
express NAA, mI, and cho as a ratio of Cr. Thus reduced NAA/Cr is interpreted as an indicator 
of reduced neuronal integrity, increased mI/Cr as an indicator of gliosis, and Cho/Cr as an 
indicator of enhanced cell membrane activity—all markers that can supplement MRI’s gross 
assessment of reduced white or gray matter volume and also DTI’s assessment of white matter 
integrity. The ratio approach has yielded useful data but is limited by its assumption that 
creatine is stable regardless of age, disease, or brain region. In fact, creatine concentration 
increases with age ( 35 , 36 ) and disease, including Alzheimer’s disease  (37)  and alcoholism  (38) , 
varies by region of the brain  (39) , and is a signifi cant source of metabolite measurement error 
 (35) . Thus measurement of absolute values is preferred. 

Figure 2 Sagittal, coronal, and axial fractional anisotropy (FA) images calculated from diffusion tensor imaging 
acquired in a 24-year-old woman. Abbreviations: AC, anterior cingulate bundle; CC, corpus callosum.
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     Glutamate is another substance of considerable relevance for investigating excitotoxic 
and infl ammatory mechanisms resulting from neurotoxic exposure ( 40 , 41 ). Its low signal to 
noise ratio and proximity to related resonances require a specialized acquisition sequence  (42) , 
and while a recent study has demonstrated the feasibility of using MRS to detect functionally 
relevant age-related differences in glutamate in the basal ganglia in healthy individuals  (39) , it 
has not yet been applied to assess effects of neurotoxins. By contrast, investigators are increas-
ingly using proton MRS measurements of NAA, mI, and Cho to assess localized impact of 
neurotoxic exposure on neuronal integrity, gliosis, or cell membrane activity as described in 
more detail below.  

  fMRI 
 Functional MRI (fMRI) exploits the MRI-visible signal contrast between oxygenated (higher 
signal) and deoxygenated (lower signal) hemoglobin as it fl ows through small blood vessels in 
given brain regions. More activity increases the ratio of oxygenated to deoxygenated hemoglo-
bin in the blood, enhancing the signal. This blood oxygen level dependent (BOLD) contrast 
mechanism does not directly measure blood fl ow or neuronal activity but rather the small, 
rapid changes in its paramagnetic properties that can be imaged by rapid sampling over the 
spatial domain  (43) . Changes in levels of originated hemoglobin in blood vessels, the hemody-
namic response that occur in response to experimental manipulations, affect the local homoge-
neity of an MR signal. The BOLD effect is localized by measuring the difference between 
oxygenation time-locked to a specifi c cognitive or motor operation to that occurring during a 
rest period or another activity. The regions of the brain showing greatest difference between 
active and contrast conditions are believed to be those most involved in performing the opera-
tion under investigation ( 44 , 45 ). Further technical details about fMRI can be found in special-
ized reviews ( 30 , 46 , 47 ). Since fi rst developed in the early 1990s, fMRI is now widely used to 
assess mental activities ranging from simple visual processing  (48) , inhibitory processes  (49) , 
expectations  (50) , memory  (51) , craving  (52) , and economic decision making  (53) . It is now also 
beginning to be applied in the fi eld of neurotoxicology, for example to assess developmental 
cognitive abnormalities resulting from early childhood toxic exposure  (54) , or to study craving 
for drugs or the sequelae of drug abuse ( 55 – 57 ).   

Figure 3 Magnetic resonance spectrum of a single voxel placed in the basal ganglia of a 20-year-old man. 
Abbreviations: Cho, choline; Cr, creatine+phosphocreatine; Glx, glutamate+glutamine; mI, myoInositol; NAA, 
N-acetyl aspartate.
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  TYPES OF TOXICS AND SPECIFIC NEUROTOXIC MANIFESTATIONS 
 The spectrum of toxic substances known to cross the blood brain barrier and damage various 
parts of the brain, either directly, or secondary to hypoxic, ischemic, cancer-inducing, or other 
untoward events, is vast. Here we present the neuroradiological contribution to the study of 
neurotoxicity from the perspective of type of toxin rather than region of brain or type of brain 
cell affected. Neuroimaging studies of the neurotoxic effects of different chemicals include 
investigations of both acute (accidental or self-infl icted) and chronic (abusive or occupational) 
exposures. The chemical agent defi nes the type of damage produced—the quantity, frequency, 
and pattern of exposure defi nes the degree of damage—and the reversibility of any change 
depends upon all of these parameters. Unfortunately, clinical studies of chemical exposures are 
frequently hampered by limited or unreliable information on the specifi c agents involved as 
well as the quantity, frequency, and pattern of exposure. Neuroradiological techniques and 
methodological approaches used also vary considerably across this literature, testament to the 
enormous diffi culty of performing clinical studies of neurotoxic exposure and the serendipi-
tous nature of many observations. The clinical researcher is not at liberty to administer neuro-
toxins according to defi ned doses and schedules. Furthermore, the objects of exposure, unlike 
experimental animals, come in all ages, have experienced varying life-time exposures to the 
toxins under investigation, and are heterogeneous with regard to numerous other variables 
which also affect brain structure and function. 

  Metals 
 There are over 40 metallic elements in the environment. Some such as copper, iron, and zinc are 
essential to life, while others such as mercury, lead, aluminum, and cadmium are not, and 
indeed can induce neurological dysfunction even with low level chronic exposure. Many of 
these metals can take different forms (vapors, salts, organic, or inorganic compounds) and can 
be absorbed by inhalation, cutaneous exposure, or ingestion. Whereas postmortem neuro-
pathological techniques can assess localized metal concentration in brain tissue or other micro-
scopic manifestations of damage, metal neurotoxicity must either alter water proton 
concentration or mobility to affect signal intensities or produce gross changes in gray or white 
matter volume to be visible in vivo on conventional structural MRI. Over the past ten years, 
MR spectroscopy and MR spectroscopic imaging have been added to the armamentarium of in 
vivo neuroimaging techniques to characterize levels of various metabolites refl ecting aspects of 
neuronal and glial functioning in local brain areas. 

  Manganese  toxicity resulting from iatrogenic or occupational exposures has been widely 
studied using in vivo neuroimaging ( 58 – 60 ). Manganese preferentially accumulates in the glo-
buspallidus  (61)  and its paramagnetic properties enhance the intensity of the signal seen on 
T1-weighted images by shortening the proton T1 relaxation time. Thus T1-weighted images are 
particularly useful for identifying areas of hyperintensity in basal ganglia structures in patients 
with iatrogenically, occupationally, or endogenously induced manganism, including children 
receiving long-term parenteral nutrition, which typically is manganese enriched ( 7 , 62 ), patient 
with hepatic encephalopathy ( 18 , 63 ), or factory workers with manganese exposure ( 64 , 65 ). 
These hyperintensities have been attributed to the accumulation of manganese in the globus-
pallidus, a fi nding consistent with manganese blood levels ( 7 , 18 , 21 , 63 ) and postmortem man-
ganese concentrations in caudate nucleus and globuspallidus ( 18 , 66 ). Hyperintensities have 
also been related to upper  (65)  and lower  (67)  motor function in occupationally exposed workers, 
consistent with the known role of basal ganglia in control of movement. 

 Recently, spectroscopic studies of manganese toxicity have been undertaken to determine 
whether regions of hyperintensity demonstrate spectroscopic evidence of neuronal damage. 
One study  (67)  found no group differences in basal ganglia NAA/Cr between exposed and 
unexposed workers. However, when participants were segregated on the basis of smoking 
status, a strong relationship emerged between NAA/Cr and cumulative manganese exposure 
in the non-smokers. The authors speculate that the lack of association in smokers may indicate 
a protective effect of nicotine, either through its antioxidative properties or its neuroprotective 
effect on dopaminergic neurons. 

 Iatrogenic  aluminum  toxicity, such as in dialysis encephalopathy resulting from alumi-
num containing phosphate binding gels, or even the high aluminum content of dialysis water, 
is associated with elevated serum aluminum levels, impaired cognitive function, and increased 



274 ROSENBLOOM ET AL.

concentration of aluminum in cortical tissue at autopsy  (68) . The aluminum lesion is less readily 
MRI-visible than other metals, consisting most probably of subtle decrease in tissue volume, 
rather than tissue quality alteration, which would produce an abnormal signal on MRI. Thus, 
in vivo neuroimaging observations of aluminum neurotoxicity are less commonly reported 
than behavioral observations, particularly in industrial workers. A meta-analysis  (69)  found 
some evidence that urinary aluminum concentrations below 135 mg/L can have an impact on 
cognitive performance but notes the need to pay more attention to confounding variables. A 
well designed follow-up study, however, found no support for cognitive deterioration over a 
four-year period in aluminum-exposed workers  (70) . 

 Inhaled  mercury  vapor is readily absorbed and retained by the brain. Animal models and 
autopsy data demonstrate distribution to occipital and parietal gray matter, brainstem, and 
cerebellar cortices ( 71 , 72 ). The neurotoxic effects of mercury have been long recognized. For 
example, Mad Hatters Disease was an occupational hazard for 18th and 19th century hat mak-
ers due to the use of a mercury solution to turn fur into felt. Neuroimaging technology played 
an important role in illustrating the neurotoxic effects of the organomercury compound methyl-
mercury following large-scale outbreaks of poisoning from consumption of methylmercury 
contaminated fi sh in Japan in the 1950s and 1960. The slow diffusion of methylmercury into the 
brain accounts for the delay in the manifestation of neurological signs of poisoning to several 
weeks after exposure. Postmortem and in vivo CT  (73)  and MRI ( 74 , 75 ) studies have demon-
strated predictable associations between tissue atrophy in the calcarine cortex and cerebellum 
and prominent symptoms of mercury poisoning, constriction of visual fi elds and ataxia. These 
studies of people exposed to high doses of methyl mercury 10 to 20 years earlier indicate that 
much of the damage is irreversible ( 76 , 77 ). More recently, neurobehavioral studies of the effects 
of low levels of methyl mercury exposure through consumption of contaminated fi sh in adults 
show impaired psychomotor performance and response inhibition ( 78 , 79 ). Neurodevelopmen-
tal effects for children, born to mothers with high blood levels, are an increasing source of 
concern, although a link between prenatal methylmercury exposure and developmental out-
come has not been clearly established  (80) . Mechanisms for neurodevelopmental effects using 
in vitro and animal models have been recently reviewed  (81) , but no further applications of  in 
vivo  neuroimaging techniques to delineate effects or elucidate mechanisms for methyl mercury 
toxicity in the brain appear to have been reported. 

 Compared with mercury, exposure to  lead , either organic or inorganic, is a more wide-
spread phenomenon, and one that has prompted several in vivo brain imaging studies as well 
as many investigations of cognitive effects, particularly in children. Lead usage increased pro-
gressively with industrialization and rose dramatically with the introduction of lead-acid bat-
teries and leaded fuel for automobiles in the 20th century. The predominant use of lead is now 
in batteries and, to a lesser extent, in construction materials, including paint, and lead-based 
chemicals. The use of lead in pipes, paints, and gasoline has been or is being phased out in 
many countries, but environmental and occupational exposure remain signifi cant public health 
concerns. 

 Bleecker  (82)  reports an association, after covarying for age, education, cholesterol, 
between lifetime lead exposure of 61 lead smelter workers under the age of 50, assessed from 
work history blood levels as well as current lead bone levels, with presence or absence of white 
matter hyperintensities, assessed by a neuroradiologist from T2 weighted MR images. The 
relatively young age of these workers, before normal aging hyperintensities typically appear, 
adds signifi cance to these fi ndings. ( Figure 4  shows an example of hyperintensities on a 
T2-weighted image in an otherwise healthy elderly woman.) Furthermore, both bone lead and 
white matter hyperintensities were associated with performance on the Grooved Pegboard 
task, which assessed upper motor speed, fi nger dexterity, and eye-hand coordination. A series 
of reports on more than 500 former (average time since last exposure = 18 yrs) organo-lead 
manufacturing workers also focused on associations between lead exposure, cognitive perfor-
mance, and the brain. In these studies, both white matter lesions and volumetric measures of 
different brain areas were the measure of neurotoxicity ( 83 – 85 ). After adjusting for age, height, 
education, and smoking status, lead exposure—extrapolated from current bone lead level back 
to time of last exposure to refl ect a peak lead level—was associated with incidence and severity 
of white matter lesions, as well as, smaller volumes of global white and gray matter with stron-
gest effects for frontal gray and parietal white volume  (84) . Several domains of concurrent 
cognitive function of these workers were also associated with peak lead levels  (86)  and further 
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analysis  (85)  using both anatomically—and statistically—defi ned regions of interest revealed a 
number of associations between MRI measured brain volumes and specifi c cognitive domains. 
Path analyses  (85)  revealed associations between visuospatial construction and frontal gray 
matter, executive function and gray matter, and eye-hand coordination and white matter volumes 
that supported the hypothesis that the effects of lead exposure on these cognitive function were 
mediated by changes in regional brain volumes. 

     Further evidence suggestive that the association between chronic lead exposure and cog-
nitive defi cit is mediated by neuronal loss comes from an MRS study of a pair of monozygotic 
twins, both of whom were occupationally exposed to lead. While both twins scored below 
norms on memory and executive function tests, the twin with a history of higher lead exposure, 
due to a different job classifi cation, not only scored worse than his brother but also had lower 
NAA/Cr ratios in hippocampus and frontal lobes  (87) . MRS has also been used to assess effects 
of chronic low-level lead accumulation in a healthy elderly sample without known occupa-
tional lead exposures—the Veterans Administration Normative Aging Cohort  (88) . Participants 
with the highest and lowest quintiles of patella bone lead were compared. Unlike the twin case 
study that found a difference in NAA/Cr between the higher and lower lead exposed twin  (87) , 
this population based study found differences between high and lower lead-exposed partici-
pants in creatine referenced myoInositol (mI), which is a marker for glial activity. Thus, evi-
dence for greater mI/Cr in higher than lower lead-exposed individuals is consistent with 
animal and in vitro studies showing lead accumulation in glia, and may refl ect the lingering 
effects of chronic low levels of environmental lead exposure. 

 Exposure of children to lead is an increasingly pressing public health concern. Despite a 
signifi cant literature on cognitive developmental effects ( 89 – 91 ), no study has yet been pub-
lished using MRI to trace morphometric effects in children exposed from an early age to lead. 
Two studies have used MRS to assess these effects in exposed children. In one study, six chil-
dren living near a lead recycling plant in China were compared with six children from an area 
with no known source of pollution  (92)  using IQ testing and MRS. The lead-exposed children 
had a mean blood level seven times that in the unexposed children, lower total and verbal IQ 
scores, and reduced bilateral levels of NAA, Cr, and Cho in the frontal lobes and hippocampus. 
Another study also found lower levels of frontal gray matter NAA/Cr in lead-exposed 

Figure 4 Axial late echo fast spin echo (TR/TE = 7850/96 msec) image from a 77-year-old woman volunteer 
with numerous white matter hyperintensities (arrows).
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children than their lead-free siblings  (93) . Interestingly, current lead blood levels in the exposed 
children were not associated with NAA/Cr, suggesting that current blood levels are not an 
effective measure of cumulative exposure. 

 Functional MRI (fMRI has been used to assess the impact at young adulthood of early 
childhood lead exposure on brain activation during performance of a language task. Yuan et al. 
 (54)  documented an inverse association between childhood lead levels and brain activation in 
two regions traditionally associated with semantic language function, the left frontal and middle 
temporal gyri. In addition, there was a positive association between language function and acti-
vation in a right hemisphere (non-dominant for language) region homologous to Wernicke’s area 
in the left parietal cortex. The authors interpret this right hemisphere recruitment to perform a 
language task as evidence of compensatory activation to overcome earlier lead-induced defi cits.  

  Organic Solvents 
 The clinical recognition and diagnosis of occupational toxic encephalopathy from solvent expo-
sure was deemed complex and controversial 20 years ago  (94)  and continues to challenge clini-
cians  (95) . The wide range of available industrial solvents, varying mechanisms of action, and 
diffi culties in identifying and measuring exposure levels present serious challenges for charac-
terization and quantifi cation of the input side of the function. Furthermore, the wide range of 
neurological, neuropsychological, and subjective complaints in chronically exposed workers 
make it hard to relate specifi c toxics to specifi c endpoints. The range of symptoms seen in toxic 
encephalopathy include fatigue, headaches, memory defi cits, depression, anxiety, ataxia, trem-
ors, dizziness, and insomnia, and suggests the involvement of a number of different brain 
regions. Given the diffuseness and non-specifi city of the observed effects, it is particularly 
important that rigorous methodological controls for sources of non-specifi c variance be applied 
if in vivo neuroradiological techniques are to make a useful contribution to the assessment of 
solvent encephalopathy. Of particular relevance here is age, which will tend to be associated 
with years of exposure if the test population consists of career workers with occupational expo-
sure to solvents. In addition, other risk factors such as head injuries, hypertension, and alcohol 
abuse, each of which can independently contribute to the observed structural brain changes 
need to be identifi ed and either excluded or their contribution to brain structure statistically 
considered. 

 Neuroimaging has been widely used to complement neurological and neuropsychological 
assessments of both acute and chronic solvent neurotoxicity, but almost all published assess-
ments have relied on subjective ratings of hypo- or hyper- intensities or of atrophy rather than 
quantitative assessments of tissue or CSF-fi lled volume or DTI measures of white matter integ-
rity. Two recent reviews ( 96 , 97 ) assessed the contribution of in vivo brain imaging assessments 
in documenting long-term nervous system damage in workers exposed to a variety of indus-
trial solvents as well as in inhalant abusers. These reviews conclude that evidence for any 
causal relationship is limited by methodological fl aws in study design. Unlike toxic metals, for 
which cumulative exposure measures are available from bone tests, solvents do not leave a 
cumulative trace. Thus, studies linking brain changes to solvent exposure rely on estimates of 
duration, intensity, or frequency of exposure or use ( 98 , 99 ) which are signifi cantly less satisfac-
tory estimates of overall exposure than objective biological measures. Furthermore, most of the 
literature is devoted to case studies rather than controlled comparisons and relies on subjective 
assessments of abnormality, e.g., atrophy or anomalous signal intensity. Abnormalities reported 
include focal white matter hyperintensities on T2-weighted images in cerebrum, brain stem, 
and cerebellum; diffuse white matter changes; cortical, hippocampal and cerebellar atrophy; 
and thinning of the corpus callosum  (97) . Dose-dependent relationships have been demon-
strated between duration and/or quantity of exposure to solvents and subjectively assessed 
abnormalities in solvent abusers ( 98 , 100 , 101 ). Volumes of the entire extent and anterior segment 
(genu) of the corpus callosum, measured with MRI in railroad workers with an average 24 
years of occupational exposure and cognitive complaints  (99) ,were less than in unexposed 
controls, and correlated with a ranking of severity of exposure. These abnormalities were 
detected at an average of eight years since last exposure, supporting earlier reports that changes 
may be irreversible  (102) , but systematic longitudinal assessments have not been performed. 

 MR spectroscopic imaging is beginning to be applied to assess effects of solvent exposure 
and characterize mechanisms, although the results to date are inconsistent, probably because of 
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different sample characteristics as well as measurement from different brain regions. One study 
compared people who had been abusing toluene on average for four years with non-abusing 
controls and showed lower NAA/Cr and higher mI/Cr ratios in cerebellum and centrumsemio-
vale a region of white matter, but not in thalamus, a neuron-rich gray matter structure, that cor-
related with duration of abuse  (103) . Cho/Cr did not differentiate the groups. Negative fi ndings 
for NAA/Cr from the thalamus and for Cho/Cr were interpreted as limited support for neuronal 
death or demyelination caused by toluene, while positive fi ndings for NAA/Cr and Cho/Cr 
were interpreted as evidence of axonal depletion and gliosis. Different results were reported in a 
study comparing shoemakers exposed to toluene on average for 15 years with unexposed con-
trols  (104) ; no effects for NAA/Cr from thalamus, basal ganglia, and parietal white matter, but 
greater Cho/Cr in these regions. Cho/Cr from the basal ganglia correlated with duration of expo-
sure, and these results were interpreted as indicating demyelination as a mechanism of toxicity. 
The vulnerability of white matter to solvents  (96)  makes this form of neurotoxicity particularly 
amenable to examination using DTI. To date, however, no such studies have been reported.  

  Pesticides 
 Unlike solvents, which are commonly abused for their euphorogenic properties, pesticide expo-
sure is generally accidental or occupationally related. Neuroimaging has not yet played a prom-
inent role in the diagnosis or assessment of various pesticide-related neurological syndromes. 
For organophosphates (including parathion and malathion), the most salient neurological symp-
toms involve the peripheral rather than the central nervous system  (105) . Organophosphate 
poisoning is associated with an acute cholinergic syndrome involving the inhibition of acetyl-
cholinesterase, which causes muscle fi ber necrosis. This may be followed by what has been 
termed organophosphate-induced delayed neuropathy, which appears weeks after apparent 
resolution of acute symptoms and can range from mild neuropathy to complete lower limb 
paralysis, persisting for up to six months  (105) , but is not readily detected by brain imaging. 

 Sarin and cyclosarin are two forms of organophosphate developed in World War II as 
chemical weapons that have since been classifi ed by the United Nations as weapons of mass 
destruction. Neuroimaging studies of the delayed effects of sarin have been performed on 
victims of the Tokyo subway sarin attack in 1995 ( 33 , 34 ), and U.S. veterans serving in the 1991 
Iraq war  (106) . With high exposure, sarin can kill rapidly through the loss of muscle function. 
At lower doses, victims recover from acute symptoms but suffer life-long medical and neuro-
logical symptoms. Of the 582 identifi ed victims of the Tokyo subway attack, 29 received an MRI 
approximately fi ve years later. A demographically matched group of controls was also tested. 
Voxel based morphometry revealed smaller gray volumes in the right insular, temporal cortices, 
and left hippocampus of the victims than controls. 

 Pesticide exposure is recognized as one factor in the multifaceted Gulf War Veterans 
Illness developing in later years among troops serving in the Gulf War of 1991  (107) . Two recent 
studies have examined the delayed effects of sarin and cyclosarin on cognitive performance 
 (108)  and volumes of gross neuroanatomic structures seen with MRI  (106)  in a cohort of veter-
ans who were exposed to different levels of these toxins when they detonated a storage dump. 
Cognitive assessment occurred 3.5 to 5 years after exposure in 141 veterans, 26 of whom subse-
quently completed an MR scan protocol 8 to 10 years after exposure. Cumulative exposure 
levels in mg min/m 3  during the three days of contact were estimated from military records for 
the units in which each veteran served. MR scanning yielded volumetric measures of overall 
white matter, gray matter, and CSF adjusted for intracranial volume. Analyses comparing 
exposed to unexposed veterans with age and current post-traumatic stress disorder (PTSD) as 
covariates found no group differences. However, analysis of relationship between brain vari-
ables and exposure level, after controlling for age and PTSD symptoms, revealed signifi cant 
effects: The more the exposure, the smaller the white matter volume and larger the ventricles. 
Organochlorine insecticides (such as DDT, lindane, and dieldrin) are associated with a range of 
effects, including convulsions, ataxia, and tremor  (109) , but neuroimaging studies have not 
reported on CNS defi cits associated with DDT exposure in humans.   

  CONCLUSIONS 
 In vivo neuroimaging has much to offer in the assessment of central nervous system effects of 
neurotoxins, with recent developments in MRS and  DTI  opening up new avenues, not only for 
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identifying outcomes, but also for exploring mechanisms of neurotoxicity and neuroprotection. 
Applications for neuroimaging range from individual case reports of acute or chronic neuro-
toxin exposure to stringently designed research investigations comparing samples with well-
documented and biologically measurable neurotoxic exposure to demographically matched 
samples without such exposure. The fi eld is limited, however, more by the inherent diffi culties 
of the naturalistic model—retrospective study of chronic, cumulative effects of poorly defi ned 
mixes of toxins rather than prospectively planned experiments of a single toxin  (110)  —than by 
technical limitations in imaging capacity. There is also a notable lack of studies that exploit the 
ability of MRI to track change over time. It is, of course, much less feasible to plan a prospective 
study of cumulative neurotoxic effects in humans than to monitor rates of recovery after neuro-
toxic exposure stops, but an effort to use MRI and DTI to evaluate burgeoning concerns over 
neurodevelopmental risks from environmental toxic exposure would be particularly promising. 

 Neuroimaging studies presented in this review have documented in vivo brain manifes-
tations of neurotoxic exposure such as abnormalities in size of brain structures, signal intensity 
refl ecting tissue quality, particularly in the basal ganglia, spectroscopically visible metabolites 
refl ecting neural integrity, and indicators of white matter integrity. The location and pattern of 
some of these signs can pinpoint brain mechanisms or lesions responsible for behavioral defi -
cits. If scanning is repeated over time, successive images can demonstrate the build-up and 
resolution of neurotoxic exposure. As many observed abnormalities may be caused by other 
factors, neuroimaging alone cannot be diagnostic for a particular form of toxic exposure. To 
date, the power of neuroimaging, particularly longitudinal study with MRS and DTI, has not 
been fully harnessed to document neurotoxicity, especially the pervasive subtle changes that 
accrue from inadvertent low level chronic exposure to environmental toxins including pesticides 
and metals.    
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  INTRODUCTION 
 Behavioral phenotyping is used to evaluate the functional consequences of exposure to chemi-
cals, drugs, environmental contaminants or nutrients on the health, as well as on the refl ex, 
sensory, motor, social, and cognitive repertoire of mice. Most frequently, studies query the 
effects of acute exposures on the behavior of adult animals, either immediately or across aging. 
Developmental neurotoxicity studies typically expose the embryo and/or fetus via the dam in 
utero, followed by continued exposure through lactation until weaning. Behavioral effects in 
the offspring often are measured only after sexual maturity, beginning at about 60 days of age, 
or in young and mature adults. In each of these cases, adult test batteries are employed. How-
ever, where the questions relate to the effect of substance exposures on the ontogeny of behav-
ioral development, testing during the neonatal and pre-pubescent periods is necessary. Test 
strategies for neonatal mice must address a rapidly changing behavioral repertoire as well as 
effects of the birth and rearing litter. 

 This chapter discusses the purposes and considerations in undertaking behavioral testing 
in mice, both adult and neonatal. An overview of strategies for behavioral neurotoxicity screen-
ing and more explicit tests of adult mice is presented, organized by functional domains of 
behavior. Strategies are then discussed for testing neonatal mice, similarly organized by func-
tional domains. Finally, some major issues in design, analysis, and interpretation of behavioral 
phenotyping studies are reviewed.  

  CONSIDERATIONS FOR BEHAVIORAL PHENOTYPING OF MICE 
  Strain Selection 
 Many studies in neurotoxicology are conducted with inbred mouse strains or outbred mouse 
stocks obtained from commercial suppliers. The use of inbred mouse strains allows the evalu-
ation of neurotoxin effects on multiple individual animals with identical genotypes. Thus, the 
signifi cant variability present in genetic diversity of outbred stocks can be controlled. At the 
same time, careful consideration must be given to the choice of inbred mouse strain for behav-
ioral experiments ( 1–  5 ). For example, the A/J mouse strain is characterized by a mutation of 
the dysferlin gene  (6) , leading to problematic issues with progressive muscle weakness, simi-
lar to muscular dystrophy in humans. A/J mice may have poor performance in tasks requiring 
motoric exertion, such as the rotarod  (7)  or Morris water maze ( 8–  10 ). Marked differences exist 
in general activity levels in different strains of mice ( 4  ,  8  ,  11 ). Many inbred lines have heritable 
hearing loss ( 12  ,  13 ) or blindness  (14) , which confounds performance in behavioral tests depen-
dent upon auditory function or visual ability. Social behavior, including preference for affi lia-
tion or levels of aggression, varies across mouse strains (8,15–17). As with humans, genotype 
in mice can confer different degrees of resistance to the detrimental consequences of neuro-
toxin exposure ( 18–  21 ). Chemical testing across multiple mouse strains can provide information 
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on heritable factors in toxin susceptibility ( 22  ,  23 ), while the heterogeneity of outbred stocks 
can be advantageous for high-resolution complex trait mapping, in order to identify specifi c 
susceptibility loci.  

  CNS Maturation and Timing of Assessments 
 Cross species comparisons between rodent and human brain development should be made 
relative to specifi c brain structures and cell types. In several important dimensions of forebrain 
and cerebellar development, rats and mice are born at a stage of maturation analogous to 
human mid-gestation (20 weeks post conception)  (24) . By the end of the fi rst postnatal week, 
murine forebrain development is equivalent to about 80% human gestation (32 wks), especially 
related to oligodendrocyte maturation ( 25  ,  26 ). The end of the second postnatal week in mice 
approximates human term birth to three months; the end of the third week corresponds to 
approximately two years of human age. Sexual maturity in mice is achieved by about six weeks 
of age, while human pubescence has an average onset at 12 to 15 years, varying by gender. 
Thus, assays of neurobehavioral functions in neonatal mice [postnatal days (PND) 0–28] are 
conducted within the context of a rapidly changing profi le of emergent, maturing (and 
 sometimes disappearing) refl ex responses, and sensory, motor, and physical development. 

 These changing functional capacities refl ect the underlying neurochemical and struc-
tural ontogeny. For example, cerebellar organization is complete by PND14 while differentia-
tion and migration of neurons in hippocampal and striatal regions is ongoing into the fourth 
postnatal week ( 27–  29 ). Synaptogenesis and gliogenesis continue throughout the neonatal 
period (29). Myelination of cortical and sub-cortical axons begins during the third week and 
progresses into adulthood, coincident with the onset of coordinated motor capacities. Bio-
chemical differences in ionic concentration gradients and early GABA receptor subtype expres-
sion alter the cellular signaling environment of the cerebrum over the fi rst two weeks, such 
that neurotransmitter signals that would be inhibitory in the adult brain are excitatory during 
this period  (30)  and may be refl ected in the more global responses to stimulation seen in young 
neonatal mice. 

 The second postnatal week may be a particularly critical period for the effects of insults, 
toxins, and environmental stressors on the development of functional pathways underlying 
later behavioral phenotypes. Exposure to emotional stressors alters the later behavioral response 
to emotional stressors in adolescence  (31) ; the hypothalamic circuits regulating food intake and 
glucose homeostasis can be modulated via alterations in systemic leptin expression  (32) , and 
exposure to nicotine, polychlorinated biphenyls and polybrominated diphenylethers (fl ame 
retardants) permanently affect cholinergic nicotinic receptor density, affecting behavior in adult 
mice  (33) . 

 The mouse is an altricial species which has implications for handling neonates and inter-
pretation of behavioral testing. Pups are born weighing less than 1 gm and are dependent on 
the litter and the dam for tactile regulation of respiration and digestion, and for control of tem-
perature and humidity. Tactile and olfactory senses develop rapidly during the fi rst week, 
while audition and vision lag into the third postnatal week. Independent locomotion precedes 
the onset of vision and hearing. Thus, the neonatal mouse motorically explores its environment 
guided principally by tactile and olfactory cues. In contrast, the precocious human infant relies 
principally on vision, hearing, and midline tactile inputs at birth, long before developing the 
motor skills needed for independent exploration. These species differences in the temporal 
order of emerging abilities must be considered when extrapolating from effects identifi ed in the 
neonatal mouse to potential effects on human development.  

  Target Processes and Their Neutral Substrates 
 Knowledge of the neural substrate of the behavior, as well as the usual phenotype and ontogeny 
in the particular strain and gender, informs the selection and timing of tests. Research on the 
neural circuitry underlying fear conditioning indicates that the hippocampus is important for 
forming the memory of environmental context, while the amygdala, nucleus accumbens, and 
other forebrain regions are important to memory for stimuli associated with aversive events ( 34–  37 ). 
Spatial learning in the Morris water maze is dependent upon intact hippocampal function ( 37  ,  38 ). 
In the neonate, nicotinic receptors in the hippocampus and cerebral cortex mediate impaired 
learning following exposure to methyl mercury (MeHg)  (39) . Learning in passive avoidance 
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 procedures is dependent on maturation of central cholinergic pathways in the second postnatal 
week ( 40–  43 ). BALB/c mice evidence signifi cant maturation in escape latency on the Morris 
water maze hidden platform task about PND23, regardless of when training is initiated  (44) . 
Thus, to test for behavioral teratogenesis mediated by hippocampal damage, Wagner et al.  (44)  
tested neonatal BALB/c mice only in a narrow bracket around this age. Such timing may need to 
be shifted when designing a study using other strains. In studies involving genetic modifi cations, 
knowledge of both the mature capabilities and the ontogeny of the behaviors of interest in the 
background strain(s) should be documented before testing modifi ed animals.   

  MULTI-DOMAIN BEHAVIORAL PHENOTYPING IN ADULT MICE 
  Behavioral Text Batteries 
 The chemical target for neurotoxicologic evaluation in rodents can be a drug or other substance 
with either a known detrimental impact on humans or one with unknown consequences of 
exposure. In the former cases, the rat or mouse model of toxin exposure is useful for identifying 
the neurologic alterations underlying effects on humans, and for testing possible therapeutic 
strategies to reverse toxic symptoms. In the latter case, rodents provide a model for rapid screen-
ing. The National Research Council has advocated a tiered strategy for evaluating the neuro-
toxic potential of environmental chemicals  (45) . This approach includes an initial screen in the 
fi rst tier to assess compounds for hazardous effects. Chemicals found to have neurotoxic proper-
ties are then investigated for dose-response functions in second tier testing, and for the mecha-
nism of action in third-tier testing. Since the identifi cation of neurotoxins is dependent on tests 
conducted in the fi rst tier, extensive efforts have been made to establish neurobehavioral testing 
protocols for rats that are both sensitive and reliable indicators of toxic effects ( 46–  49 ). 

 A similar impetus to develop sensitive and reliable testing batteries in mice comes from 
behavioral genetics. Comprehensive sets of phenotyping assays have been proposed to detect 
the effects of gene mutation, overexpression, or deletion, especially in mouse models of neuro-
psychiatric disorders (3–5,50,51). Mouse test batteries usually include both observational and 
automated methods for response measurement and can be used to assess function across  multiple 
domains of behavior in a fi rst tier screen. 

 Preliminary evaluation of behavior in the home cage or in a novel cage can indicate 
whether mice have overt changes or impairments. Subjects are rated for the presence of abnor-
mal responses, such as gait disturbance, tremors, or seizures, and for signs of general malaise 
or ill health, including poor coat condition or a hunched posture. Initial information on motor 
dysfunction or other signs of neurological impairment is important for deciding on the feasibil-
ity and utility of further behavioral testing, and for interpreting the results of any subsequent 
procedures. Preliminary assessments of motor function may be especially important in studies 
of long-term effects of exposure to a neurotoxin such as MeHg  (52) . 

 One issue with the use of a comprehensive phenotyping battery is that the experience of 
being tested in one procedure can alter performance in tests conducted later in the sequence 
 (53) . This may be especially problematic for free-exploration procedures to assess levels of 
activity and anxiety-like responses. Scheduling the least stressful tests near the beginning of the 
battery and the more aversive or invasive procedures at the end of the sequence can help con-
trol for the effects of testing order. Also, inserting one or more days between tests gives mice a 
period of recovery from different procedures, while still allowing several assays to be com-
pleted within three to four weeks  (54) . Additional weeks may be necessary for tests requiring 
learning acquisition, as in the Morris water maze procedure.  

  Observational Screen for Behavior 
 Mouse testing batteries frequently begin with a primary screen for health and neurologic func-
tion ( 3  ,  55 ). Often, preliminary assessments of appearance, refl exes, and overt behavioral altera-
tions are based on standard methods developed to detect drug effects in mice  (56) . A typical 
screen includes indices of coat condition, including any piloerection (hair standing erect) or 
barbering of fur or whiskers; condition of the eye, including lacrimation, ptosis (drooping of the 
upper eyelid), palperbral closure (squinting or closure of the eyes), or exopthalmas (bulging of 
the eyeball); and body position, including tail and pelvic elevation. In particular, piloerection or 
ruffl ed fur, discharge from nose or eyes, a hunched posture, reduced body weight, and hypoactivity 
are signs of exposure to toxins ( 57  ,  58 ), including bacterial endotoxins ( 59  ,  60 ). Like bacterial 
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endotoxins, exposure to different types of neurotoxins, including mercury ( 61  ,  62 ), 1-methyl-4-
phenyl-1,2,3,6-tetrahydropyridine (MPTP)  (60) , and trimethyltin hydroxide (TMT)  (64) , has been 
shown to alter cytokine levels in mice. The cascade of physiological changes mediated by proin-
fl ammatory cytokines in brain ( 65  ,  66 ) is associated with a constellation of symptoms referred to 
as “sickness behavior,” which is a set of adaptive responses to infection or infl ammation ( 65  ,  67 ) 
that can be quantifi ed by the observational screen. 

 Further observational measures include simple indices of sensory and motor function. 
The eye-blink refl ex can be tested by approaching the eye with a cotton swab, or by gently 
touching the area of the inner eye where the upper and lower eyelids meet (the medial canthus). 
A similar light touch to the ear can be used to test the pinna refl ex (movement of the ear or 
head). A touch to the whiskers should induce an orienting response. Defi ciencies observed in 
these tests may be due to alterations in sensory or motor functions of the cranial nerves  (68) . 
Observation of the startle response to a sudden noise, such as the sound from a metal clicker, 
can be used as a preliminary assessment of auditory function and general reactivity. Overt 
changes in motor ability can be identifi ed by a wire-hang test, in which mice hang onto the 
underside of a wire grid (such as a cage lid) for one minute. 

 A potential confound of these screening measures is that mice may freeze in response to 
anxiogenic conditions, such as exposure to a novel laboratory environment, and fail to demon-
strate normal reactions during the refl ex tests. Thus, it is important to record whether animals 
are showing exploration during the screen, including sniffi ng behavior, to aid in interpreting 
any defi ciencies. Noting the occurrence of vocalization during the screen, reactivity to a brief 
period of tail suspension, and presence of piloerection  (69)  may also indicate a state of stress or 
fear in mice. 

  Tests of Motor Function 
 Motor function can be assessed by a number of tasks which can refl ect different aspects of 
motor performance, such as muscle strength, motor coordination, strength endurance and 
fatigue, and fi ne motor skills. 

  Rotarod and Other Tasks 
 A commonly used measure of motor coordination is latency to fall from the turning barrel of a 
rotarod. Acquisition of motor skills and practice effects can be assessed with repeated rotarod 
trials during a single test session or over days  (70) . Task diffi culty can be altered by changing 
the rate of barrel rotation, accelerating the rate of rotation within a trial, reversing the rotation 
direction, or even adding a rocking motion to the barrel. Since the rotarod test can be repeated 
over weeks or months, it has been used to provide information on symptom onset and the time 
course of development of motor defi ciencies in mouse models to evaluate progressive impair-
ments of neurodegenerative syndromes, such as amyotrophic lateral sclerosis (ALS) ( 71–  73 ) 
and Huntington’s disease  (74) , and in studies of chronic neurotoxin treatment  (75) . One issue 
with the rotarod test is that some mice will cling to the barrel and rotate back to the top, rather 
than falling off ( 70  ,  76  ,  77 ). Making the surface of the barrel smoother may prevent this clinging 
but can also lead to lower latencies to fall. 

 Progressive changes in motor function can also be measured using balance beam or dowel 
tasks. Carter, et al.  (74)  used beams with different widths and shapes (square or round) to track the 
emergence and progression of motor impairment in  R6/2  transgenic mice, a model for Huntington’s 
disease. Measures were taken of latency to traverse each beam and the number of times the 
hind feet slipped off the beam. A Plexiglas beam with a tapering width has been used to evalu-
ate mouse models of Parkinson’s disease ( 78  ,  79 ). In this test, the end of the beam leads to the 
mouse’s home cage, in order to provide motivation for traversing the length of the beam. 
Latency to fall from a wooden dowel has also been used to investigate strain differences in the 
motor effects of ethanol  (18) . In each of these studies, additional tests provided complementary 
information on motor performance, including swimming ability  (74) , footprint patterns in a 
test of gait abnormalities  (74) , inverted grid or screen tests ( 18  ,  79 ), and forepaw grip strength 
measured with a strain gauge  (18) .  

  Locomotion and Activity 
 Exploration in an open fi eld is a commonly used test for drug and toxin effects  (68) , as well as 
evaluation of genetic alterations in mice. Automated testing systems, based on photobeam 



PRINCIPLES OF BEHAVIORAL PHENOTYPING OF NEONATAL AND ADULT MICE 287

breaks or image tracking, allow multiple measures to be taken over extended periods. Often 
mice will show a higher level of activity in the fi rst intervals of a test, with decreasing explora-
tion across time. Failure to demonstrate this pattern may indicate a defi cit in habituation, a 
fundamental form of adaptive learning in a novel environment. Impaired habituation in mice 
has been reported following the disruption of glutamatergic neurotransmission by pharmaco-
logical challenge  (80)  or by genetic mutation  (81) . Habituation defi cits induced by treatment 
with MeHg can be exacerbated by co-exposure to fl ame retardant, polychlorinated diphenyl 
ether (PBDE 99)  (39) . Another measure that can be taken during the open fi eld test is number of 
rearing movements, an index of vertical activity. The act of rearing is more physically demand-
ing than ambulation, and it may be a more sensitive measure of motor impairment than hori-
zontal locomotion  (39) . Non-ambulatory fi ne movements (repeated breaking of the same set of 
photobeams) can provide information on when mice are not locomoting but are still showing 
activity. Automated testing can be supplemented by direct observation or video coding to 
determine whether group differences in fi ne movements are associated with altered rates of 
sniffi ng, grooming, or other behaviors, or with the emergence of abnormal stereotypy, such as 
the repetitive head-twitch and head-weaving induced by phencyclidine  (82) .   

  Tests for Sensory Function 
  Visual Ability 
 Defi ciencies in vision can cause poor performance on spatial learning tasks or other procedures 
involving visual cues or discrimination. Several commonly used inbred mouse strains carry 
 Pde6b rd1  , a gene for retinal degeneration that leads to blindness around the age of weaning  (14) . 
Primary screening batteries include the visual placing task, in which a mouse is suspended by 
its tail and slowly lowered toward a visible surface ( 4  ,  56 ). Visual ability is measured by whether 
the animal extends its forepaws toward the surface before or after the whiskers make contact. 
Visual ability can also be evaluated using a visual cliff task  (84) . Mice are placed in a chamber 
with a clear bottom, half of which extends over the fl oor. Mice with intact visual ability prefer 
the side of the chamber with the visually solid fl oor (the “safe” side) over the side with the visu-
ally absent fl oor (the “cliff” side). Another version of the task is a “step-down” visual cliff. A 
raised bar is placed across the chamber demarcating the safe side and the cliff side. Each mouse 
is placed on the bar, and the particular side where the subject fi rst steps down is recorded. Mice 
can be given more than one trial, and the percent of trials when the safe side was chosen can be 
determined. Performance in the visual cliff task can be confounded by low exploration or a 
failure to step off the bar. 

 The cued visible platform task on the Morris water maze provides a method of evaluating 
visual ability that is less affected by general activity levels. In this test, mice are placed in a 
circular pool of water containing a clearly marked escape platform. Over several trials, the mice 
learn to swim directly to the cued platform. An advantage of this procedure is that most mice 
have an intrinsic motivation to escape from the water; however, the task is not appropriate to 
test animals with poor swimming ability. 

  Acoustic Startle Test 
 Like vision, hearing function varies across inbred mouse strains ( 13  ,  85  ,  86 ). One way to assess 
auditory ability (hearing threshold and habituation) is measurement of the startle response fol-
lowing an acoustic stimulus  (87) . This test is based on the whole-body fl inch, or startle, that 
refl exively occurs after presentation of a sudden noise [for example, a 40-msec burst of white 
noise, from 110 to 120 decibels (dBs)]. Automated systems quantify the time (in msec) and the 
force displacement (relative amplitude) at the peak of the startle movement. Repeated presenta-
tion of an acoustic stimulus can provide information on habituation to auditory events in the 
environment, an adaptive behavioral response. 

 Sensorimotor gating, another adaptive process for responding to environmental events, 
can be evaluated by measuring prepulse inhibition of the startle response. In this procedure, 
presentation of a weaker sound (the prepulse) immediately before the startle-inducing acoustic 
stimulus suppresses the startle response. While the startle response tests the function of the 
eighth cranial nerve and its refl ex arc through the brainstem and direct motor pathways, 
modulation by prepulse inhibition involves the medial prefrontal cortex, hippocampus, 
amygdala, and other brain structures important in higher-order cognitive and motivational 
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processes ( 88  ,  89 ). Defi cits in the ability to modify, or gate, startle responses have been observed 
in several neuropsychiatric disorders, including schizophrenia ( 90  ,  91 ) and autism  (92) . In mice, 
prepulse inhibition can be impaired by drugs with psychotomimetic effects, such as  amphetamine 
and phencyclidine ( 83  ,  85  ,  93 ).   

  Olfactory Function 
 Olfactory ability can be assessed in mice using a simple buried food test ( 8  ,  94 ). A piece of cereal 
or chocolate chip is placed beneath the bedding on the fl oor of a cage, and latency to fi nd the 
hidden treat is measured. The food for the test is introduced to the mice in the home cage two 
or three days before the assay, in order to control for neophobia and to confi rm that the treat is 
palatable to the mice. Defi cits observed in this test may indicate impaired olfactory function or 
may be due to a lack of motivation. Depriving the mice of food for 16 to 24 hours before the test 
can increase motivation to fi nd the buried item. The test of olfactory ability may be particularly 
relevant for interpreting changes in social behavior, since olfactory information is a key component 
of social interaction in mice ( 95–  97 ).  

  Tactile and Pain Sensitivity 
 A simple test of tactile sensitivity is the tape removal test  (98) . In this assay, a small piece of adhe-
sive tape is placed on the mouse, and measures are taken of latency to sniff, lick, or otherwise 
respond to the tape (the sensory score) and latency to remove the tape (the motor score). A more 
systematic method of determining sensitivity to non-noxious stimuli is the use of von Frey 
monofi laments to determine the threshold for paw withdrawal after mechanical stimulation. In 
this procedure, a series of monofi lament hairs or wires are applied to the plantar surface of the 
paw; the monofi laments are carefully calibrated to bend at a specifi c amount of force, allowing a 
quantitative measure of tactile sensitivity. In an automated form of the test, a mechanized mono-
fi lament is positioned underneath the hindpaw of an unrestrained mouse. Measures are taken of 
grams of pressure (or force) leading to paw withdrawal. The von Frey assay has been used to 
demonstrate progressive neuropathy following streptozotocin treatment in mice  (99) . Nocicep-
tive responses can also be evaluated by the hot plate analgesia test, which uses thermal stimula-
tion. Mice are placed on a hot plate heated to 52–55°C and monitored for any signs of discomfort, 
such as licking or shaking a hindpaw, vocalization, or jumping. Measures are taken of latency to 
respond. The trial length is limited to 20 to 30 seconds to prevent tissue damage. The Hargreaves 
or Plantar test also uses thermal stimulation to evaluate nociceptive threshold. In this assay, a 
radiant light is focused on the paw, and latency to paw withdrawal is recorded  (100) . A battery 
of tests for nociception may be used for comprehensive assessment of pain sensitivity  (101) .   

  Anxiety-like and Depression-like Behavior 
 Most standard assays for anxiety-like behavior in mice are exploration tasks in which mice are 
given the choice between remaining in a “safe” location and exploring a novel environment. In 
the elevated plus maze test, mice can choose to remain in two walled, or closed, arms, or explore 
two open arms  (102) . Subjects with higher levels of anxiety or stress will spend less time than 
control mice in the open arms. Anxiety-like behavior on the elevated plus maze can be induced 
by short-term lead exposure  (103)  or administration of the endotoxin lipopolysaccharide (LPS) 
 (60) . In the light/dark preference task, mice are given the choice between spending time in a 
dark section of the test environment and exploring a lighted section  (104) . One study has shown 
that LPS decreases the amount of time spent in the light compartment without altering latency 
to enter the lighted side  (60) . In the open fi eld test, the amount of time spent in the center of the 
chamber rather than near the walls of the chamber has been used as an index of anxiety. One 
drawback to all of these assays is that measures of anxiety-like behavior may be confounded by 
differences in overall activity levels. For example, LPS can cause marked decreases in locomotor 
activity ( 59  ,  105 ), which may be related to the sickness behavior induced by the endotoxin  (60) . 
Defi cits in activity and general exploration may be the cause of the decreased open arm time in 
the elevated plus maze and center time in the open fi eld observed in LPS-treated mice  (106) . 

 Two behavioral aspects of human depression, loss of volition and anhedonia, can be 
modeled in mice. The tail suspension test and the forced swim test evaluate the amount of 
struggling or the number of escape attempts made by an animal in an aversive situation. 
The underlying premise is that immobility in the test refl ects the loss of volition observed in 
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human depression. In the tail suspension test, the mouse is attached to a hook or bar by a 
piece of tape or by a clasp around the tail. The amount of time the mouse is immobile can be 
measured by scoring a video record of the test, or by a strain gauge connected to an auto-
mated measurement system. In the forced swim test, the mouse is placed in a beaker of 
water, and the time spent swimming versus fl oating in an immobile state are compared. The 
sucrose preference test is a model for anhedonia. The mouse is given a free choice between 
plain water and a sucrose solution in the home cage. Mice that consume less sucrose may be 
demonstrating anhedonia. 

 As with the anxiety tests, performance in these assays can be confounded by alterations 
in general activity levels or by neurotoxin-induced sickness behavior. With some compounds, 
the optimal time for conducting tests of anxiety-like or depression-like behavior may be after 
the animal has recovered from the acute effects of a test agent on indices of activity or general 
health. One study  (107)  found that LPS increased the duration of immobility in the tail suspen-
sion and forced swim tests 24 hours post-treatment, a time point when no signifi cant effects of 
LPS on locomotor activity were observed. The same study also found that LPS reduced sucrose 
consumption one and two days following treatment, when levels of drinking and eating had 
returned to normal. These persistent effects of LPS were linked to increased FosB/DeltaFosB 
gene expression in specifi c brain regions, including the amygdala, hippocampus, and hypo-
thalamus. Depression-like behavior in the forced swim test, without concomitant changes in 
locomotor activity, has also been reported in both young and adult mice exposed to MeHg early 
in development  (52) . In contrast, immobility following MPTP exposure has been attributed to 
motor impairment rather than to depression-like behavior  (108) .  

  Social Behavior Tests 
 Assays of social behavior focus on many different aspects of mouse interaction including aggres-
sive or sexual responses, approach or avoidance, juvenile play, and maternal behavior. In most 
procedures, mice are placed together in a home cage or in a novel environment, and records are 
made of behaviors during the test, such as social investigation, escape attempts, and agonistic 
responses (aggressive grooming, offensive/defensive postures, or fi ghting). In the resident- 
intruder paradigm, one mouse (the resident) is singly housed for a period of time, and then 
another mouse (the intruder) is introduced into the home cage. For drug testing, the resident 
mouse receives treatment with either the vehicle or the compound of interest. Intruders are group-
housed, untreated mice. The use of juvenile mice as intruders can provide a size difference to 
allow discrimination between subjects during behavioral coding, and can also increase the ten-
dency toward social exploration, rather than attacks or other agonistic responses. Studies using 
social interaction tests have shown both increases in social behavior (i.e., exposure to chlorpyrifos, 
an organophosphate pesticide, depending on type of response, sex, or time of exposure) ( 109–  111 ), 
as well as suppression of social investigation (i.e., following treatment with LPS)  (112) . 

 Social recognition can be assessed using a habituation-dishabituation procedure  (113) . A 
subject mouse is fi rst given repeated presentations of an unfamiliar stimulus mouse. Over sev-
eral trials, the amount of social investigation decreases as the subject mouse becomes more 
familiar with the stimulus mouse. If a novel stimulus mouse is then introduced, the level of 
social investigation increases, indicating that the subject mouse has recognized that a new ani-
mal is now present. Failure to demonstrate this dishabituation effect may be interpreted as a 
defi cit in social recognition, possibly attributable to an impairment of olfactory function  (114) . 
Non-investigatory social interactions, such as fi ghting, can be reduced in the test by using 
ovarectomized females as stimulus mice.  

  Tests for Learning and Memory 
  Operant Conditioning 
 Much of the behavioral work of neurotoxicology in rat models has involved operant conditioning 
using a lever-press response with different schedules of reinforcement. It is notable, however, 
that operant conditioning is often more challenging in mice than in rats. The studies may 
require weeks or even months of training. Diffi culties in shaping mice to manipulate levers has 
led to the use of other types of operant responses, such as nose pokes detected by photobeam 
breaks  (115)  or turns of a running wheel  (116) .  
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  Avoidance and Fear Conditioning 
 Learning to avoid aversive stimuli is a fundamental adaptive process, generally marked by 
rapid acquisition and persistent memory. Several procedures have been developed to assess 
avoidance learning in mice, including variants of passive and active avoidance, which are 
described briefl y here. 

 The passive avoidance test is conducted in a chamber with two sides, one lighted and one 
dark. The subject mouse is placed in the lighted side of the chamber and generally quickly 
moves to the dark side, where it receives a mild foot shock. Twenty-four hours later, which is 
suffi cient time for memory consolidation in the hippocampus, the mouse is returned to the 
lighted side of the chamber and latency to enter the dark side is recorded. Learning is demon-
strated by a longer latency to enter the dark area, which is now associated with the aversive 
event. This test can also be run in a chamber containing a small wooden or rubber platform. In 
this case, the mouse is placed on the platform and receives a foot shock when it steps down onto 
the fl oor of the chamber. Exposure to carbon monoxide (CO) gas can lead to lower step-down 
latencies during the retention test  (117) . 

 With active avoidance, mice learn to move to a safe location during a test, rather than 
passively avoiding an aversive location. For example, mice learn to step up onto a platform in 
a chamber, and remain on the platform for the duration of a test session in order to avoid a foot 
shock. Intoxication with the heavy metal trimethyltin (TMT) can induce defi cits in the avoid-
ance step-up test  (118) . With both neurotoxins, CO gas and TMT, learning defi cits have been 
associated with damage to hippocampal regions. 

 The fear conditioning procedure uses Pavlovian classical conditioning to demonstrate a 
learned association between an aversive event such as a foot shock (the unconditioned stimulus) 
and the environmental context or specifi c environmental cues (the conditioned stimulus). In this 
test, the conditioned response is immobility or freezing, a species-specifi c defense reaction to a 
threatening situation. The procedure typically has three components: a training trial on Day 1, a 
test for contextual learning on Day 2, and a subsequent test for cue learning on Day 2 or 3. For the 
training trial, a mouse is placed in a chamber and exposed to a foot shock which is preceded by a 
tone and/or light cue. Twenty-four hours later, the mouse is placed back in the chamber, and mea-
sures of freezing are taken, either by observational scoring or by automated detection of immobil-
ity  (119) . This test for context-dependent learning is followed by a second test for cue-dependent 
learning, in order to determine whether the mouse has learned to associate the light or tone pre-
sentation with the aversive stimulus. In the cue test, the testing context or environment is changed 
from the original context. For example, the shape of the chamber may be altered, the fl oor may be 
made from a different material, the walls may be darker or lighter, and a different odor may be 
introduced. The mouse is placed in this novel chamber, and presented with the cue (the tone and/
or light). The onset of freezing during cue presentation is evidence that the mouse has formed an 
association between the previously neutral cue stimuli and the aversive footshock. 

 Extensive research has been directed toward identifying the neurocircuitry that mediates 
fear conditioning in mice ( 34–  37 ). There is strong evidence that the hippocampus is important 
for forming the memory of environmental context, while the amygdala, nucleus accumbens, 
and other brain regions have roles in the acquisition and retention of memory for stimuli asso-
ciated with aversive events. Neurotoxin-induced changes in fear conditioning may be due to 
effects on these forebrain structures. For example, researchers have reported that enhancement 
of fear conditioning by nicotine  (120)  or disruption by ethanol ( 121  ,  122 ) may be mediated by 
drug-induced alterations in hippocampal function. One advantage of the fear conditioning 
procedure is that compounds can be administered before the training trial, and learning can be 
measured one or two days later. Wood et al.  (123)  have shown that treatment with a low dose 
of cocaine before the training trial can improve both context- and cue-dependent learning, 
while a moderate dose can disrupt both forms of fear conditioning. These performance- 
enhancing or disruptive effects were observed 24 hours following cocaine administration, after 
the time when stimulant effects on activity may confound the fi ndings.   

  Spatial Learning Tests 
  Circular Mazes 
 The Morris water maze procedure is a standard test for evaluating rodent spatial learning that 
relies on intrinsic motivation to leave the water  (38) . The maze consists of a circular pool of 
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water with a slightly submerged escape platform in one quadrant of the maze. Mice are given 
several trials a day to learn the position of the platform, using visual cues placed around the 
room. Following acquisition, the mice are given a probe trial with the escape platform removed. 
Spatial learning is demonstrated by a signifi cant preference for swimming in the quadrant 
where the platform had previously been located. Subjects that fail to learn the task can be 
evaluated for visual impairment with the visual cue procedure (described under “Tests for 
Sensory Function”). Some mouse strains, such as C58/J, are very poor swimmers in the 
maze ( 8  ,  10 ). Prenatal exposure to dinocap, a fungicide, induces defi cits in swimming ability 
that are associated with malformation of the inner ears  (124) . Mice may exhibit behavioral 
strategies that are not conducive to locating the platform, such as wall-hugging or fl oating during 
a trial ( 10  ,  77 ). 

 Spatial learning in the Morris water maze is dependent upon intact hippocampal func-
tion ( 37  ,  38 ). TMT, which has neurotoxic effects on hippocampal granule cells, completely dis-
rupts hidden platform learning in treated mice, without altering performance on the cued 
visible platform task  (125) . The impaired learning observed following neonatal exposure to 
MeHg, alone or in combination with PBDE 99, may be due to neurotoxic effects on nicotinic 
receptors in the hippocampus and cerebral cortex  (39) . Although the water maze test is most 
often used to assess reference memory (memory for information that does not change over 
time), the procedure can be modifi ed to test other types of learning. For example, following 
acquisition, the platform can be moved to a different location and mice tested for perseveration 
of the learned pattern versus the ability to learn the new placement, termed reversal learning. 
The location of the platform can also be altered on a daily basis in order to assess working 
memory, or memory for information necessary for short-term choices  (126) . 

 The Barnes maze provides a way to assess spatial learning without the stressful physical 
demands of swimming and exposure to water  (127) . The maze consists of a large, brightly-
lit circular table, with twenty to forty holes around the rim. One of the holes lead to a hidden 
escape box. Mice learn to escape from the surface of the table by entering the correct hole. For 
each trial, measures are taken of latency to fi nd the correct hole and the number of errors (visits 
to incorrect holes). To encourage mice to enter the escape box, additional motivation may be 
needed (such as lining the box with paper nesting material). Interestingly, exposure to an envi-
ronmental estrogen early in development leads to  improved  performance on the Barnes maze in 
female mice  (128) . The altered spatial learning may be due to the masculinizing effects of the 
estrogenic compound on brain development.  

  Y-maze and T-maze 
 Spatial alternation on a Y-maze or T-maze can be used to assess working memory. Spontaneous 
alternation procedures rely on intrinsic motivation to explore novel locations and do not require 
food or water deprivation. Exposure to CO or TMT  (117)  or inoculation with LP-BM5 [a murine 
leukemia retrovirus mixture  (129) ], leads to decreases in spontaneous alternation in the Y-maze. 
In appetitively motivated alternation tasks, mice are typically food-deprived to 85–90% of their 
free-feeding weight. Some mouse strains, such as C57BL/6J, may need to be deprived to 80% 
of free-feeding weight for adequate motivation in the maze task. Mice are rewarded with a 
small reinforcer, such as a sucrose pellet, for entering alternate arms of a T-maze. The alterna-
tion test may be made more diffi cult by increasing the time between arm presentations. This 
type of procedure, known as a delayed non-matching-to-sample test, has been used to demon-
strate impaired function of the frontal cortex in genetic mouse models of schizophrenia  (130) . 
One study found that treatment with delta 9 -tetrahydrocannabinol (delta 9 -THC) led to defi cits 
in the T-maze working memory task  (126) . However, this drug also had effects on activity in the 
test, shown by longer latencies to arm choice. The researchers noted that the water maze proce-
dure was more resistant to confounding changes in activity, as shown by a lack of delta 9 -THC 
effects on swim speed or escape latencies in the fi rst trials.  

  Radial Arm Maze 
 The radial arm maze can be used to evaluate both reference and working memory. The maze 
consists of a central hub with eight arms radiating outward. Food rewards are placed at the end 
of selected arms. For reference memory tasks, the same subset of reinforced arms is presented 
each day, and the mice learn which arms to enter for a reward. Entries into incorrect (non- 
reinforced) arms are considered reference memory errors, while re-entries into arms that have 
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already been visited and therefore no longer contain the rewards are errors of working mem-
ory. A more simple version of the task presents the mice with all eight arms baited and mea-
sures how many arms are visited until the fi rst error (returning to a previously explored arm), 
and the total number of arm entries until all of the rewards have been found. Both MeHg and 
PBDE 99 can increase the number of errors in the radial arm maze, with greater effects on 
memory from co-exposure to the two neurotoxins  (39) .     

  MULTI-DOMAIN BEHAVIORAL PHENOTYPING IN NEONATAL MICE 
  Neonatal Behavioral Phenotyping 
 The neonatal period in the mouse (birth to one month) is the least investigated period for neu-
rotoxicity, in part because of the pup’s extremely small size and physiologic fragility, yet it is a 
critical period to examine for alterations in normal ontogeny, emergence of aberrant behaviors, 
and developmental origins of later defi cits. The current importance of the mouse as a platform 
for the study of genetic function now underscores the need to reliably evaluate neurobehav-
ioral ontogeny across postnatal development. Whether a gene is completely absent from con-
ception or conditionally absent or over-expressed at a particular time in perinatal life, its 
perturbation may affect early functions and maturation of the behavioral phenotype. Sub- 
clinical central nervous system (CNS) teratogenic effects may manifest as subtle alterations in 
early refl ex, sensory, or motor capacities. Such early effects can alter the induction of the normal 
behavioral repertoire as the animal matures, potentially confounding the interpretation of tests 
conducted only in adulthood. Developmental defi cits can be categorized as retardation (delayed 
maturation), regression (loss of previously established function), and intrusions (presence of 
stereotypic or self-injurious behaviors)  (44) . 

 An observational screen for physical, refl ex, and sensorimotor development in mice was 
published by William Fox in 1965  (131) . Investigators have worked more recently to clarify 
these scales and expand test batteries to assess multiple domains for neonatal mice ( 132–  136 ). 
However, measurement scales and analysis approaches for neonatal mouse behavior are not 
well standardized in comparison to those for adult screening batteries. Procedures to examine 
developmental milestones and trajectories and adaptations to measures described above for 
adults to the neonatal period are reviewed in the sections that follow. Specifi c tests for behavioral 
ontogeny in juveniles are a research priority. 

  Physical and Refl ex Screening Profi les for Developing Mice 
 In his original study, Fox  (131)  tested over 45 litters from six different strains of mice to establish 
a composite profi le of normal neonatal mouse development. Fox describes fi ve developmental 
periods based on the dominant refl ex response sets present: perinatal (PND 0–3), neonatal 
(PND 3–9), postnatal transitional (PND 9–15), postnatal infantile (PND 15–26), and juvenile 
(PND 26 to sexual maturity). Detailed procedures for administration of neonatal screening 
measures were given most recently by Heyser  (132) . Examiners should have established inter-
rater reliability prior to beginning experimental data collection. An experienced examiner 
should be able to test a pup in  ∼ 7 min. In general, maneuvers are ordered from least to most 
stressful, although the order can vary as what is most stressful changes across the stages of 
neonatal development. 

 A brief description of the procedures and variables used in our current work to further 
develop methods for testing neonatal mice follows. First, observations of litter location and 
mothering behaviors in the home cage are recorded before disturbing the nest. Three to four 
pups are taken from the litter at a time to a small warmed and bedding-lined holding box, to 
reduce disturbances of the nest and yet maintain pup warmth and needed physical contact. An 
individual pup is placed in a testing arena with a padded surface and observed freely moving 
for kinesthetic response (generalized coarse and fi ne tremors). Scores are assigned for develop-
ment of posture, quadruped locomotion and gait (pivot/crawl versus linear walk). Emergence 
of other motor behaviors (sit, groom, rear, run, jump, leap) and intrusive behaviors are noted 
throughout the test session. Refl ex and sensory responses are tested as appropriate for postna-
tal age (crossed extensor, rooting, surface righting, cliff aversion, placing responses, fore- and 
hind-limb grasp, aerial righting, auditory startle, nociception). Negative geotropism (time to 
orient head-up on a 30° tilted wire mesh screen), and strength (bar holding or hanging on an 
inverted 4mm mesh wire screen) are tested to a maximum of 15 and 30 seconds, respectively. 
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Physical developmental characteristics are recorded (e.g., presence of vibrissa, eyelid opening, 
pinna separation, external ear canal opening, incisor eruption, hair type and distribution, pres-
ence of milk band, weight and tail length). Finally, a score for over-generalized response to 
handling is given. The animal is returned to a warmed holding cage while notes are recorded. 
After all pups are tested, the group is returned to the home cage.  

  Measurement Issues 
 Neonatal observational screening data present several challenges for measurement, analysis, 
and interpretation, including the level of measurement, inter-correlation of variables, and the 
changing capacities of the mice. Many different variables comprise the modifi ed Fox battery 
(10 physical development, 12 refl ex, 13 sensorimotor, and 2 generalized variables). Most of 
these variables are measured on ordinal or categorical scales; few generate interval/ratio data 
(e.g., weight, length, time to head-up orientation, and time holding onto bar). Fox’s original 
ordinal scores ranged from 0 to 9, but data were reported only at anchors of 0 (unelicitable), 
1 (barely present), 5 (moderate response), and 9 (adult-like response)  (131) . Others have modi-
fi ed the profi le content slightly and altered the scoring of the ordinal scale to 0–3 (137,138) or 
varied the levels of descriptive specifi city enough to utilize interval level analysis techniques 
(0.0–1.0), (133,136). Others have dichotomized the scales by scoring absence/presence of adult-
like behaviors, thus reporting percent of animals at criterion by a specifi c postnatal age ( 134  ,  135 ). 
Current work is being undertaken to extend and more precisely anchor the measurement of 
ordinal variables (Brunssen, unpublished observations) to achieve greater precision, facilitate 
inter-rater reliability, and to quantitate responses that are abnormally heightened, modeled 
after ordinal scoring of observational batteries in adults  (49) . 

 Another issue that needs to be considered during analysis is that individual items are 
highly correlated with each other, as several measures tap functional maturation of the same 
underlying neurological systems. Appropriately, scores for refl exes and behaviors that disap-
pear over postnatal development, such as rooting and crossed extensor refl exes, correlate 
negatively with those that emerge over time. 

 As when testing human infants, the mouse pup must be in an aroused, awake state for 
reliable and valid test results. Young mice (<one week old) may shut down their responses 
when stressed, as do human premature infants. Thus, examiners may need to test a refl ex sev-
eral times, or interrupt a test session until the pup recovers in the warmed holding box. Simi-
larly, changes in the animals’ developing capacities, particularly onset of vision ( ∼ PND 13–15), 
further complicates scoring of the timed variables. Comparing the number of seconds the ani-
mal can support its weight in bar-holding is meaningless when sighted animals chose to let go 
and drop to the surface, or when they are able to climb over the edge of the wire screen in less 
than 30 sec. Similarly, older pups may abandon the protective value of the refl exive head-up 
orientation on a slope when testing negative geotropism in favor of slope exploration once 
sight matures. Separate descriptive variables scored on ordinal scales can be added to better 
describe these behaviors when testing late neonatal and juvenile pups. While there is general 
agreement as to the refl exes, motor skills, and milestones to assess in the neonate, differences in 
scoring metrics and study designs require different approaches to analysis of the data (see 
analysis section below).  

  Interpretation Issues 
 Interpretation of neonatal screening data is facilitated by examining variables within major 
domains of function: physical growth and maturation; retardation or regression of refl ex ontog-
eny, sensory responses, and motor capacities; level of response to testing; and presence of intru-
sive behaviors. Ontogenic profi les of individual variables comprising a domain should be 
examined for group variation prior to analyzing combined domain scores. For instance, an 
exposure may delay onset of function in one sensory system with associated early maturation 
of another; resulting in a combined sensory score that looks identical and leads to the wrong 
interpretation  (139) . As interpretation of behavioral results relies heavily on motor responses, 
one question that must be considered is whether motivational or sensory systems are differen-
tially affected  (140) . In other words, does the motor response refl ect heightened sensation (or 
motivation), or accelerated or delayed maturation of these systems? Is the difference in sensa-
tion (or motivation) a persistent feature of the phenotype or does transient alteration in early 
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life program later motor responses? Finally, are motor capacities inherently altered by the exposure 
of interest? More specifi c tests of motor, sensory, affective and cognitive functions are generally 
added to neonatal observational test batteries to aid in characterizing the development of the 
phenotype.   

  Modifi cations for Assessment of Motor Development 
 A comprehensive discussion of motor developmental assessment and the timing of selected 
milestones is provided by Kallman  (141) . 

  Rotarod and Other Measures of Coordination 
 Neonatal mice show progression of grip strength and coordination on the rotarod over the 
third week of life  (142) . The ability to remain on the rod at both 10 and 20 rpm increases sig-
nifi cantly at PND 20–22 and is not changed by training at earlier ages. Thus, the emergence of 
coordinated postural control appears to refl ect the maturation of underlying neural substrates. 
No alteration to the rotarod paradigm is needed other than proportionate reductions in the 
diameter of the rod. Similarly, the balance beam, inverted screen, and other coordination tests 
described for the adult mouse can be used in neonates, with signifi cant skill acquisition over 
the third week of life.  

  Locomotion and Activity 
 As in adult mice, spontaneous exploration of an open fi eld is a common test for motor activity 
and development of locomotor skills. Beyond tracking the ontogeny of gait, pivoting to linear 
movement, and crawling to walking locomotion that is a component of all neonatal observa-
tional screening batteries, complementary assessments can be helpful to interpret behavioral 
teratogenesis. The fi gure-eight maze (attached to the litter box) can be used to assess ontogeny 
of spontaneous exploration after about PND 12, for the entire litter. For the individual pup, the 
radial maze can be used to assess exploratory activity by simply measuring the number of arms 
entered in a time block  (141) . 

 Automated activity testing can be of utility about PND 17, depending on the size of pups 
in the strain. Very young pups are too small to reliably trigger photocells on most automated 
equipment, especially in the vertical plane, nor can they tolerate the length of testing (40–60 min) 
used for adults. Simple manual observations scaled to the size of young pups can suffi ce for 
short periods using real-time or videotaped recording. For example, motor activity, speed, and 
patterns of locomotion can be assessed for 10 min in an 18  ×  18 cm clear plastic box overlying a 
1.5  ×  1.5 cm grid by simply counting the number of squares the pup crosses in 2-min bins, or by 
using video tracking programs. Other motor behaviors such as grooming episodes and sniffi ng 
behaviors can be quantifi ed. Wall climbing can be an indication of catecholaminergic (and later, 
cholinergic) activity between PND 7 and 17 in rats ( 143  ,  144 ). The behavior has also been identi-
fi ed in mice. Failure to habituate, escalating motor activity, or unusual motor behaviors seen at 
an early age may indicate perturbed maturation of specifi c neurotransmitter systems. The 
estrogenic endocrine disruptors bisphenol A (BPA; a component in plastics) and methoxychlor 
(an insecticide) in low-dose exposure eliminated normal male-female differences in explor-
atory and emotional behaviors both in juvenile and adult offspring  (145) . BPA effects relate 
to reduction in the normally higher number of tyrosine hydroxylase neurons in the rostral 
 periventricular preoptic area in female mice  (146) .   

  Modifi cations for Assessment of Sensory Ontogeny 
  Olfaction 
 Olfaction is the fi rst of the senses to develop and perhaps the most important ethologically for 
the survival of the pup in the fi rst two weeks of postnatal life. The effect of the olfactory toxin 
3-methylindole was successfully modeled in neonatal mice by measuring suppression of ultra-
sound vocalizations (USV) of pups in response to the odors of male adults compared with clean 
bedding  (147) . By adapting specialized equipment (olfactometer) and co-opting a developmen-
tally specifi c behavior (USV) that can be reliably and precisely measured, the restricted motor 
response capacities of the neonatal mouse were no longer an obstacle to investigating early 
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 olfactory function. Paradigms using the positive olfactory value of nesting materials, or unusual 
odors such as lemon oil as cues to the home nest, have formed the basis of social and cognitive 
paradigms described below. 

  Vision 
 Eyelid opening occurs about PND 13, varying somewhat by strain, followed by maturation of 
visual placing responses about PND 15  (132) . In the intervening 24 to 48 hours, pups may 
exhibit greater freezing or hesitancy on such tests as cliff aversion, negative geotaxis, or inverted 
screen climbing, as they integrate visual stimuli. The Morris water maze visible platform test 
(described for adults above) may be used to evaluate visual function in pups as soon as 
 swimming ability is established.   

  Audition 
 The auditory startle response is apparent about PND15 ( ± 3 days by strain), following opening 
of the external ear canal. The cochlea and hair fi bers normally mature under the infl uence of 
Insulin-like Growth Factor (IGF)-1 by PND 14  (148) . Delayed inner ear maturation and neu-
ronal loss has been detected in IGF-1 knockout mice by auditory evoked brainstem response 
(ABR) at PND 28  (149) . ABR is a sensitive but technically diffi cult technique that measures 
hearing threshold by the primary refl ex response at the level of the brainstem. The characteris-
tic adult organized sensorimotor “startle refl ex” behavior (described in the section on adult 
tests above) matures over the third and fourth postnatal weeks, dependent on myelination of 
brain stem refl ex motor pathways for speed (latency in msec), and modulation by developing 
forebrain circuits (inhibition by prepulse stimulus and habituation). The importance of 
 myelination was demonstrated by measuring latency to compound action potential in thigh 
muscle following a 120 dB stimulus in PND 15 mice treated with docosohexanoic acid  (150) . 

 Less sophisticated automated systems described for the adult above can be adapted to 
test mice as early as PND17 by increasing the sensitivity of the piezoelectric force transducer 
for the lower weight of the pup and/or decreasing the height and length of the animal chamber 
to keep the pup centered over the transducer on all four extremities. In recent experiments, 
pups over 9 gm total body weight could be reliably tested using the SR-Lab ABS system (San 
Diego Instruments) with attention to the following considerations given that the instrument is 
not designed for such small animals.  (i)  Pups should be tested for threshold of hearing fi rst to 
remove animals with poor acuity.  (ii)  Set the equipment to record only the fi rst 25 msec follow-
ing initiation of the startle impulse, as later recovery movement may be of higher force in 
young pups, thus falsely elevating the latency of response.  (iii)  Consider dropping pups gener-
ating less than 100 relative force units on startle trials (115–120 dBs). Such results may refl ect 
a disorganized motoric response, and likely will confound interpretation of inhibition trials. 
 (iv)  Establish each animal’s characteristic latency to respond to startle trials in msec. Identify 
outlier trials, examine the full tracing of that trial, and correct or eliminate those trials with 
errors introduced by the scoring algorithm. Cleaning the data thus reduces variance and 
enhances conclusion validity.   

  Modifi cations to Tests for Anxiety-Like Behavior 
 Light/dark place preference and elevated plus maze paradigms can be useful measures of 
anxiety without signifi cant modifi cation to the test paradigm in neonatal mice after vision is 
established about PND 15. Minor modifi cations may be necessary to the scale of the equipment. 
For instance, a smaller dark box can be installed inside the dark side of a light/dark place pref-
erence chamber to enhance the attraction for a young pup that is perhaps one-third the size of 
a mature adult. 

  Early Social Behavior 
 One paradigm for the early development of emotion and communication in mice is the isolation 
calling response which measures USV with frequencies between 30 and 90 kHz  (151) , believed 
to be a transient protective response in the neonate  (152) . USV is detectable in pups isolated from 
the nest as early as PND 1, peaks in frequency at PND 9, and is nearly extinguished by PND 
14 in C57BL/6 mice  (147) . Neonatal mice may be assessed for the effect of isolation, for quieting 
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to the presence of the dam or littermates, for potentiation following a prior maternal contact, 
and for suppression of vocalizations in response to the scent of an unfamiliar adult male. 
Measurement of USV may be particularly relevant in studies of anxiogenic and anxiolytic 
compounds. Ricceri and colleagues  (153)  have suggested that measures of USVs may provide an 
early index of social behavior defi cits in mouse models for autistic-like behaviors.  

  Tests of Early Cognitive and Spatial Learning 
 Most tests of cognitive function and spatial learning in adults require extensive shaping or 
appetitive restriction over time and therefore are of limited use in assessing the maturation of 
memory and learning capacities in neonatal or juvenile mice. Simple choice paradigms that 
rely on olfactory or visual cues, habituation to novel environments or acoustic startle, or tests 
relying on avoidance and fear conditioning have been adapted to young mice. 

     Avoidance and Fear Conditioning 
 Passive avoidance can be reliably elicited by the end of the third postnatal week (PND 21) 
24 hours after exposure to a single trial involving a mild scrambled foot shock as described for 
adult animals above. The response appears during the second postnatal week and is dependent 
on maturation of central cholinergic pathways ( 40–  43 ). For studies of maturation of the response, 
the acquisition phase of the paradigm is usually modifi ed by giving subjects up to 10 trials to 
reach the behavioral criterion of withholding entry into the dark chamber for 120 sec for two 
consecutive trials. To control for differences in habituation to the apparatus that might accrue 
from varying numbers of trials to reach criterion in test mice, an additional group of mice are 
exposed to the chamber without reinforcement of foot shock. Learning and memory are assessed 
24 hours later, as usual, by latency to step into the dark chamber during a single trial without 
shock. Calamandrei, et al.  (154)  provide details of the procedure and statistical methods.   

  Simplifi ed Spatial Learning Tasks 
 Swimming behavior develops in mice from essentially fl oating with the nose submerged to 
gradual progression of coordinated movement from PND 6 to 15  (141) . Once it is established 
that the test pups can swim and eyes are open, the Morris water maze may be used to test spa-
tial learning. A variant on adult testing procedures is to use the cued visible platform trial fi rst 
to establish that the pups have adequate visual capacity, followed by several days of hidden 
platform trials to test spatial learning. 

 Cognitive functions can be assessed in neonatal mice by constructing tasks that make use 
of appropriate sensory and motor capacities and meaningful rewards for the pups, such as 
milk, odors associated with the litter, or contact with the dam or littermates. In rat pups, vari-
ants on the T maze that rely on olfactory function have been administered successfully as early 
as the beginning of the second week of postnatal life for simple position discrimination; while 
the ability to perform tests relying on recent spatial memory (delayed alternation paradigms) 
does not emerge until the third postnatal week  (140) .     

  DESIGN CONSIDERATIONS FOR ASSESSING NEONATAL MICE 
  Litter Effects 
 In neonatal testing, the litter, not the individual pup, is the unit of analysis. Physical growth 
and behavior of birth littermates are correlated based on their shared heredity, and intrauterine 
and rearing environments. Hereditary and intrauterine factors can be randomly redistributed 
in experimental litters by constructing rearing litters on PND 1–2 from timed pregnancies. This 
strategy is useful for designs involving postnatal exposure of pups to the compound of interest, 
especially where the goal is to represent all experimental conditions and postnatal endpoints 
within a rearing litter. 

 Factors in the rearing litter (birth or reconstructed) are also a source of variation in post-
natal development. Maternal behavior and litter size are two such factors. When birth litters are 
too small, hormonal stimulation of maternal behavior and milk production may be insuffi cient. 
Conversely, very large litters affect pup access to nursing sites, and this in turn affects rate of 
growth and can affect the achievement of developmental milestones. Wainwright, et al.  (155)  
demonstrated slower growth and behavioral retardation as a function of litter size. Thus, it 
may be prudent to restrict behavioral testing to birth litters within a specifi c size range (e.g., 
6–12 pups) and/or from previously successful mothers. 
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 In studies in which pups must be maintained in birth litters throughout the testing (such 
as fetal  ±  lactation exposures via the dam), litters can be culled to an equal number of pups 
(usually 8–10). This number should remain constant until weaning and across all litters in a 
given study protocol. Variations in maternal behaviors and nutrition contribute signifi cantly to 
litter effects, even when strategies such as random reconstruction of rearing litters and culling 
have been employed. For example, in a series of CD-1 litters randomly reconstructed on PND1 
to rearing litters of 10 male pups, by PND4 the weight of pups varied within any one litter by 
only 1 gm, but varied across litters from 2 to 4.5 gm  (137) . Maternal nesting and nursing behav-
iors should be recorded daily throughout testing. At a minimum, these observations should 
include presence of milk bands in young pups (<PND7) and the rate of pup growth as internal 
experimental controls.  

  Effects of Litter Manipulation on Maternal Behavior 
 Manipulating litters for testing inherently disrupts the normal rearing environment, which also 
affects behavior. For example, maternal nesting behaviors alter later responses of offspring to 
stress via epigenetic changes in histone acetylation, gene transcription, and DNA methylation 
of glucocorticoid receptor gene promoters in the hippocampus that emerge during the fi rst 
week of life  (156) . Thus, maternal behaviors should be considered in study design, in protocols 
for handling litters, and in the interpretation of results. 

 Maternal tolerance of repeated disturbance of the nest for early developmental testing 
should be considered in strain selection, the value of cross-fostering, and creation of testing 
schedules. Daily manipulations of the litter may be necessary when the study purpose is to 
characterize differences in developmental trajectories. Various strategies to minimize stress to 
the dam include maintaining rearing litters in a quiet vivarium, delaying cage changes until 
after test sessions, removing test litters to a holding room at least an hour prior to testing, testing 
at nearly the same time every day, and testing half of litters on odd days while half are tested on 
even days. The latter strategy permits assessment of trajectories while disturbing each litter only 
once every 48 hours, but it is not as useful if the investigator wishes to determine the time to 
onset/loss of specifi c behaviors when that developmental window is typically only 12 to 
24 hours. The dams of pre-mobile pups continue nesting behaviors when only half the pups are 
removed from the litter at a time. The fi rst half of the pups are returned as a group outside the 
nest and, while the dam retrieves them, the second half of the pups can be removed for testing. 
The cage is disturbed three times, instead of twice, but the dam never stops nesting behaviors. 

 Repeated testing of pups from the same litter raises the issue of techniques to identify the 
pups. Short of neonatal tail or paw tattoos, which some view as too disturbing for early behav-
ioral testing, pups can be identifi ed by bands made with permanent colored markers around 
the tail. More distal, circumferential marks are more resistant to maternal grooming. Marks 
need to be replaced at least every 48 hours. At about PND 5, the pinna of normally developing 
mice is suffi ciently detached from the scalp to make small clips to enhance identifi cation. By 
PND 8, permanent identifi cation is possible by clipping the fi nal digit of one toe (allowing 
identifi cation of up to 8 pups per rearing litter). Clipping a single toe does not interfere with 
testing neonatal motor skills. 

 Correlation of pup behavior with birth or rearing littermates is a powerful confound that 
is known to persist well into adulthood. Therefore, studies that test juvenile animals (beyond 
weaning) should also consider the birth or rearing litter as a potential variable confounding the 
assumption of independence as described in the section on analysis considerations below.  

  Study Designs for Neonatal Assessment 
 Application of basic principles of good research design is essential in developmental studies to 
support conclusion validity. Neonatal studies may use prospective repeated measures, cross-
sectional, or hybrid designs. In all neonatal studies, random prospective assignment of the ani-
mal to the experimental conditions and to time of testing is an essential strategy to control bias 
and one that is infrequently addressed in published papers. 

 Repeated measures designs test animals in a litter more than once to determine the tim-
ing and pattern of acquisition of behaviors within and across litters. This design accounts for 
variance both within the litter and the animal, thus reducing the number of litters needed, 
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especially if all experimental conditions can be represented within the litter. Potential con-
founds of repeated testing include learned responses, handling stress, and negative effects on 
growth rate. Growth restriction is associated with delayed neurological development. If, how-
ever, the purpose of the study is to examine effects of a toxin at a particular time or over a short 
set of timepoints, a cross-sectional design may be more appropriate. In this case, a single animal 
may be chosen to represent the litter, tested once, identifi ed, returned to the litter, and never 
tested again during the neonatal period. A disadvantage of this design is that a randomly 
selected pup may not be representative of the litter as a whole; therefore, more litters are needed 
within each factor to achieve a representative average response. Hybrid designs use features of 
both repeated measures and cross-sectional designs; individual pups may be fi rst tested at 
different pre-assigned postnatal ages, but then continue to be tested until weaning. This strategy 
attempts to control for effects of repeated testing (handling stress, learned responses) while 
ensuring that all the individual variance in a litter is represented in the data.  

  Issues in Testing Genetically Altered Neonates 
 Studies to characterize gene effects present particular challenges. Genetically altered strains 
may reproduce more sporadically with smaller litters, and maternal behaviors may not be 
robust. Fostering the pups to a wild-type dam or one from a different strain may be necessary 
to distinguish the potential confound of an altered rearing environment from the effects of the 
genetic manipulation itself. Since the genotypes of individual pups are unknown at birth, litter 
reconstruction to represent all “experimental conditions” within the litter is usually not feasible 
when testing will begin within a few days of birth. Culling birth litters to a standard size can 
help reduce variance, but effects on development from variable representation of genotypes 
and gender within the rearing environment may need to be addressed in the analysis. Addi-
tional concerns for lack of genetic independence may exist when litters share the same sires, as 
might occur in a small colony of genetically altered mice. Detailed records of mating and ances-
try are essential to avoid this potential confound. Maternal behavior may also drift over several 
generations if “wildtype” females selected for breeding were reared in genetically altered litters, 
were themselves tested as neonates, or carry necessary latent constructs.   

  PRINCIPLES OF STATISTICAL ANALYSIS OF BEHAVIORAL DATA 
 Choice of the proper statistical analysis method depends on the research hypothesis, the study 
design, and the type of data collected. Therefore, it is necessary to consider each of these fea-
tures before choosing an appropriate statistical test. The initial step in designing a behavioral 
study is to formulate a testable hypothesis. The experiment should then be designed to ade-
quately test the hypothesis. As discussed previously, considerations governing the design 
include strain, stock, sex, age, genetic modifi cations, exposures, timing of interventions, and 
timing of behavioral assessments. Developmental changes, for example, are more reliably 
detected by making repeated observations on the same pups than by observing pups over the 
same time span, but observing each pup only once. 

 Additional considerations include desired signifi cance level, expected direction of the 
effect, statistical power and the effi cient use of animals. While the signifi cance level is often 
arbitrarily set at 0.05, some thought should be given to whether the statistical test should be 
one-sided or two-sided. If an increase (or decrease) in response is hypothesized, a one-sided 
test is preferable because it has more statistical power, thus requiring fewer animals than a two-
sided test having the same power. A drawback to performing one-sided tests, however, is that 
occasionally the results are in the opposite direction from that expected, and the hypothesis is 
not supported even if the effect is large, but in the opposite direction. If the direction of the 
effect can not be confi dently predicted, a two-sided test should be used. 

  Power, Effect Size, and Sample Size 
 Statistical power is the probability of detecting, at a given level of signifi cance, an effect of a 
pre-specifi ed size when it is present. Power, sample size, signifi cance level, effect size, and error 
variance are interrelated, and their relationships depend on the experimental design. The 
researcher exercises the most control over power through selection of the sample size. In deter-
mining the required sample size for an experiment, it is important to use formulas that are 
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appropriate for the design selected ( 157  ,  158 ). Sample size formulas for a repeated measures 
design with a control and two dosed groups, for example, are quite different from formulas for 
a cross-sectional design with two groups. If an experiment lacks adequate power, it is unlikely 
that effects will be observed (false negatives), and furthermore, if they are not observed, it will 
not be clear whether the effects are not present or the sample was simply too small to detect the 
effects. On the other hand, if an experiment involves too many animals, the extra animals are 
wasted along with time and resources. This can also yield statistically signifi cant effects that are 
not biologically signifi cant.  

  Experimental Design 
 Experimental designs can be broadly categorized as cross-sectional or prospective (i.e., repeated 
measures) designs. Cross-sectional studies provide a snap-shot of a phenomenon at a particu-
lar time; this is useful for assessing the prevalence of a characteristic but does not provide 
information about how it changes over time. Prospective studies follow animals over time, 
making assessments on each animal two or more times during an experiment. Hybrid studies 
contain elements of cross-sectional and prospective designs. For example, a battery of tests may 
be administered for which several tests are performed only once, while other tests are repeated 
on the same animals. 

 Confounding occurs when the effects of one treatment or factor can not be separated from 
the effects of a second treatment or factor. This is a problem when the treatment or factor is of 
central interest. Thoughtful design of the experiment may avoid, or at least ameliorate, prob-
lematic confounding. In the example given in the section on passive avoidance learning in 
neonatal mice above, differences in habituation to the environment would be expected to accrue 
based on the different numbers of trials needed to reach the behavioral criterion in young pups. 
An extra group of mice was added to the design that was exposed only to the environment, to 
control for this confound. On the other hand, confounding is sometimes built into the experi-
mental design, as in a Latin Square design  (159) . In this variant of a randomized block design, 
each animal (one random source of variance) is exposed to each treatment condition (the  second 
random source of variance) in a unique random order. The number of treatment conditions 
equals the number of animals (e.g., 5  ×  5 square) and it may be replicated to enhance power 
 (160) . Two-way interactions of treatment and order, treatment and animal, and animal and 
order, as well as the three way interaction of treatment, order, and animal are confounded and 
can not be tested or estimated in this design.  

  Clustering and the Unit of Analysis 
 Data often have some amount of clustering which may induce correlations among members of 
the cluster. For example, as discussed above, littermates are more similar to each other than to 
other pups as a result of genetic similarities, intrauterine environment and position, and rear-
ing behaviors of the dam, in addition to exposure of the mother to test chemicals prior to or 
during pregnancy and lactation. When such clustering may be present, its magnitude should 
be assessed and, if it is nontrivial, accommodations for it should be made in the data analysis, 
either by treating the litter as the unit of analysis or by building in a correlation structure among 
littermates that accounts for the clustering. Failure to accommodate these positive correlations 
will increase the false positive rate  (1) . 

 A major goal of statistical analysis is to identify and assess sources of variability. Gener-
ally, researchers are interested in quantifying sources of variability attributable to treatment 
and/or genetic differences. Such differences are read over  intra -animal variation, as well as 
 inter -animal variation in behavioral measurement. Behavioral measurements on a group of 
animals include variation among different animals within the same group, or  inter -animal vari-
ation, and are reported as the standard deviation, standard error of the mean, or inter-quartile 
range for each group. However, an animal may be highly variable in its behavioral responses 
upon repeated testing ( intra -animal variation) even during the same test session. One strategy 
to enhance the ability to detect group differences given high intra-animal variance is to average 
the results of multiple trials as the best estimate of a given animal’s response on that day. For 
example, in analysis of the amplitude of acoustic startle response, say that each animal is tested 
at given sound levels (e.g., 75,85,95,105 dBs) for six repeated trials within a single session. After 
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reviewing the data and discarding failed trials, the mean response is calculated for each mouse 
at each sound level and entered into the analysis of group values. Thus the number of degrees 
of freedom refl ects the N of mice, not the N of trials. If the data are not interval/ratio level, other 
strategies can be applied such as taking the median intra-animal response, after eliminating trials 
that fail.  

  Measurement Issues 
  Reliability and Validity 
 Reliability is an indicator of how repeatable a measurement is, or how precise. Validity indi-
cates how accurate a measurement is. A good measure is both valid and reliable, i.e., it has both 
accuracy and precision. In non-automated systems, it is typical to have two or more raters 
evaluating behavior. In this case, inter-rater reliability should be established before conducting 
the actual study. If the same rater evaluates the same behavior over an extended data collection 
period, intra-rater reliability should also be measured regularly to establish lack of drift in scor-
ing. These reliability measures should always be reported in descriptions of the experimental 
methods. Creating a set of scored videotaped sessions as a standard for training and monitoring 
intra- and inter-rater reliability is one useful technique. 

  Bias 
 Measurement bias reduces validity. There are many forms of bias, or a tendency to over-estimate 
or under-estimate the true response. Some bias may arise from poor study designs, measure-
ment error, researcher subjectivity, or statistical estimation techniques. Whatever the source, 
attempts should be made to minimize the effects of bias, by correcting design fl aws, calibrating 
equipment properly, masking observers, using unbiased statistical techniques, or estimating 
the magnitude of bias.   

  Missing Data 
 While data missing completely at random does not bias results, systematically missing data 
may induce bias. Most statistical software discards data from units of analysis (e.g., animals, 
litters) having missing data, though some software allows the imputation of missing values. 
Using the mean to impute missing values artifi cially reduces variation. More complex meth-
ods, such as regression imputation, are better as they preserve more of the variation  (161) . Data 
sets that have values missing by design (e.g., repeated measures of the same variable at differ-
ent ages for different animals) can be analyzed with statistical methods such as general linear 
mixed modeling  (162)  or generalized estimating equations ( 163  ,  164 ).  

  Random Effects Versus Fixed Effects 
 In analysis of variance, factors may be assigned to be fi xed or random. The choice depends on 
what generalizations the researcher wants to make. For example, “animal” is typically a ran-
dom effect to enable generalization to all animals, not just the ones in the study. Sex is typically 
a fi xed effect because there are only two sexes and the desire is to generalize only about males 
and females. Treatment and genotype are usually fi xed effects as conclusions can be drawn 
only on the particular treatment and genotype involved in the experiment.   

  Analysis Strategies 
 As described earlier in this chapter, behavior may be measured on many different scales. It is impor-
tant to choose a statistical analysis that tests the research hypothesis, is appropriate for the experi-
mental design, and fi ts the nature of the variables. Variables may be classifi ed as nominal, ordinal 
or interval/ratio level. Some of the more common tests are indicated in  Table 1 . The analysis of 
developmental patterns from the neonatal behavioral screening scales discussed earlier provides an 
interesting illustration. Scores on these scales for any developmental variable at a given postnatal 
age are highly skewed and not normally distributed. Each item has a sudden maturational off-set 
or on-set, usually over a period of 24 hours, which graphs as a quadratic or ogive curve with a steep 
linear segment. The typical developmental study hypothesizes a shift in the timing and/or slope of 
this segment. Thus, the researcher is looking for a method to estimate the average curve for each 
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treatment group in order to predict group differences in development attributable to a treatment, 
exposure, or genetic modifi cation and its interaction with age. The assumptions of independence, 
normal distribution, and homogeneity of variance required for a standard repeated measures 
ANOVA approach do not hold in this case. Furthermore, the data are clustered within litter and 
correlated over time. Mixed effects modeling approaches address these issues  (165) . 

  The interval/ratio level variables of weight and length, which are typically normally dis-
tributed, can be analyzed using general linear mixed models  (162)  while ordinal and categori-
cal variables may require categorical data modeling  (166)  or generalized estimating 
equations ( 163  ,  164 ). Predicted average developmental curves with 95% confi dence intervals 
are generated for each treatment group. For hierarchical data clustered within litter, analyses 
should fi rst explore litter and litter by age effects. If litter effects are not signifi cant, the models 
can be reduced to treatment and age factors and interaction effects. Linear and quadratic terms 
for age can be included to model the shape of the response over postnatal maturation (e.g., 
length may be best fi t with a straight line, while rate of weight gain may be best described by a 
curvilinear function over the fi rst three postnatal weeks). 

 Time to event data may require special statistical methods, particularly if the event is not 
observed for one or more animals. For example, if an animal in the Morris water maze fails to 
locate the escape platform within the allotted time, the exact time to locate the platform is not 
known, but it is known to be at least as long as the allotted time. Measurements such as these 
are considered “censored” in the sense that only partial information is available for the statisti-
cal analysis. A number of survival analysis methods have been developed for dealing with time 
to event data with censored measurements ( 167 ); the log-rank test ( 168 ) and Cox regression 
modeling ( 169 ) are the most common in practice.   

  SUMMARY AND CONCLUSIONS 
 Neurobehavioral assessments shed light on the functional consequences of exposure to neuro-
toxic substances, to nutrients, and to the effects of altered gene expression across the age spec-
trum. Screening test batteries for adult and neonatal mice (Tier 1 tests) should be supplemented 
further with tests for specifi c sensorimotor, affective, and cognitive capacities, some of which 
were briefl y summarized here. Given the importance of the mouse as a model for human health 
conditions, considerable work is still needed to develop test paradigms for cognition and learn-
ing that are most appropriate to the mouse behavioral repertoire and to document differences 
across mouse strains. Particular attention is needed to devise standard longitudinal test batter-
ies appropriate to the neonatal and juvenile periods in the mouse as models to investigate the 
susceptibilities of the human nervous system from mid-gestation through adolescence, as we 
strive to understand the developmental basis of health and disease. 

  Table 1     Selected Statistical Analysis Approaches by Level of Data and Hypothesis  

Hypothesis

Level of variables

Nominal Ordinal
Interval/ratio
(not normally distributed)

Interval/ratio (normally 
distributed)

Difference 
between 
groups

Chi-square test Chi-square test 
Mann-Whitney U 
Kruskal-Wallis H

Mann-Whitney U
Kruskal-Wallis H

Student’s  t -test
ANOVA

Paired/repeated 
measures

McNemar’s 
chi-square 
test

Nonparametric 
correlation (e.g., 
Spearman’s rho) 

Wilcoxon’s signed-
rank test

Nonlinear modeling
(e.g., cyclical patterns) 

Wilcoxon’s signed-ranks 
test

Paired  t -test, Repeated 
measures, ANOVA

Pearson correlation

Developmental 
trend

Categorical data 
modeling

Generalized estimat-
ing equations

Generalized 
estimating equations 

Nonlinear modeling

General linear mixed 
models

Time to event Cox regression 
Log-rank test



302 BRUNSSEN ET AL.

 Behavioral outcomes increasingly are a necessary complement to biomolecular and 
structural studies in neurotoxicity and neurogenetics. However, behavioral testing requires a 
major commitment of space, time, and well-trained personnel from multiple disciplines to 
yield quality data that is not confounded or biased. The approach to testing across multiple 
domains of behavior has been stressed here as a necessary strategy to inform interpretation of 
the specifi c fi ndings in any one domain within the integrated neurological function of the 
whole animal. Such an approach should better inform hypotheses for studies in neurotoxicity 
or of the mechanisms of gene functions in the nervous system.     
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  Figure 1.1    Lentiviral transduction of neuronal cells. Lentiviral vectors expressing green fl uorescent protein 
(GFP) under the constitutive cytomegalovirus or elongation factor alpha promoters were used to transduce 
cells and explants. Panel ( A ) isolated rat retinal ganglion cells in culture, three days after transduction; 
( B ) porcine retinal ganglion cells in explant one week after transduction; ( C ) PC12 cells stably transduced and 
expressing GFP over several passages; ( D ) neuronal differentiation of cells in panel C, exposed to nerve 
growth factor.  Source : Panel B reproduced from Ref. 93. See page 9.     
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Figure 2.1 Literature-based gene regulatory network describing proneural bHLH regulation of telencephalon 
neurogenesis. Activations are identifi ed with an arrow and repressions are identifi ed with a barred line. Those 
connections that are non-signifi cant based on the current microarray dataset are represented as dashed line. 
Signifi cant relationships were determined through analysis of the distribution of the strength of linkage parameter (β) 
after 500,000 MCMC simulations. If >95% of the simulations have values above zero they are considered signifi -
cant. *Connections which were signifi cant, but as inhibition. Abbreviations: bHLH, basic-helix-loop-helix; MCMC, 
Markov Chain Monte Carlo. Source: From Ref. 106 (originally published by Biomed Central). See page 37.



 

Figure 2.2 Algorithm-based gene regulatory network structure for dorsal and ventral telencephalon development. The 
Bayesian-based TAO-Gen algorithm (139) was implemented with an informative prior structure to predict the optimal network 
structure based on the LOF and GOF microarray datasets, evolutionarily conserved transcription factor binding site data, 
prior literature-based knowledge, and spatial and time specifi c expression patterns. To highlight the key regulators, the nodes 
representing genes predicted to be the parent of at least nine other genes are largest in size (Sox9, Mef2a, Elavl4, and 
Pou6f1), whereas those that are predicted to regulate at least fi ve other genes are medium in size (Ngn2, Centg3, Tef, Tcf4, 
Wnt7b, Pou2f1, Yy1, Dll1, E2f1, Tcfe2a, Arx, and Creb). Arrows indicate activation and barred lines indicate inhibition. Abbre-
viations: GOF, gain of function; LOF, loss of function. Source: From Ref. 106 (originally published by Biomed Central). See 
page 42.
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  Figure 3.1    Schematics of the interfaces and barriers in the adult and developing brain. ( A ) The blood-brain 
 barrier is a barrier between the lumen of cerebral blood vessels and brain parenchyma. The endothelial cells 
(Endo) have luminal tight junctions (arrowhead) forming the physical barrier of the interendothelial cleft. Outside 
the endothelial cell is a basement membrane (bm) which also surrounds the pericytes (Peri). Around all these 
structures are the astrocytic endfeet processes from nearby astrocytes (As Endfoot). All these structures together 
are often referred to as the neurovascular unit. ( B ) The blood-CSF barrier, a barrier between choroid plexus blood 
vessels (bv) and the CSF. The choroid plexus blood vessels are fenestrated and form a non-restrictive barrier 
(small arrows), however, the epithelial cells (Ep) have apical tight junctions (arrowheads) that restrict intercellular 
passage of molecules. ( C ) The meningeal barrier, is the least studied and structurally most complex of all the 
brain barriers. The blood vessels of the dura are fenestrated and provide little barrier function, however, the outer 
cells of the arachnoid membrane (Arach) have tight junctions (arrowheads) and this cell layer is believed to form 
the physical barrier between the CSF-fi lled subarachnoid space (SAS) and overlaying structures. The blood ves-
sels in the arachnoid and on the pial surface (PIA) have tight junctions with similar barrier characteristics as cer-
ebral blood vessels although lacking the surrounding pericytes and astrocytic end-feet. ( D ) The fetal CSF-brain 
barrier, a barrier between the CSF and brain parenchyma, and has only been shown to be a functional barrier in 
the early developing brain (245). In early development, the neuroependymal cells are connected to each other by 
strap-junctions (open arrowheads) that are believed to form the physical barrier restricting the passage of larger 
molecules such as proteins but not smaller molecules such as sucrose. ( E ) The adult ventricular ependyma. Dur-
ing development, the neuroependymal cells fl atten and lose their strap-junctions. The mature ependyma does not 
restrict the exchange of large molecules at (e.g., proteins) between CSF and brain.  Source : From Ref. 246.    
See page 52.
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Figure 3.4 The three main ABC transporter types involved in xenobiotic export at the blood-brain, blood-spinal cord, 
and blood-placental barriers; PGP (p-glycoprotein, also known as MDR1, ABCB1), MRP (multidrug resistance related 
proteins, ABCC1-8) and BCRP (breast cancer related protein, ABCG2). PGP and the MRPs are arranged in two 
repeated halves, each half containing a nucleotide binding domain and six membrane spanning domains. BCRP is a 
half-transporter with a single nucleotide binding domain and six membrane spanning domains, but is thought to form 
a homodimer in order to be functionally active. All utilize energy from ATP hydro lysis to move substrates across the 
membrane. PGP’s substrate binding sites are located within or close to the internal leafl et, thus PGP is thought to be 
able to intercept lipophilic compounds as they pass across the cell membrane. In contrast, the MRPs transport com-
pounds from within the cell cytoplasm in conjunction with a transport moiety (glutathione, glucuronic acid, or sulfate). 
This is achieved either by co-transport or by conjugation of the transport moiety (shown as a star in the diagram) onto 
the substrate prior to export. The MRPs do not appear to be able to directly intercept compounds within the internal 
leafl et in the way that PGP does. BCRP also transports a wide range of unconjugated compounds, but it is not known 
if it is able to intercept these from within the internal leafl et. BCRP is also able to transport conjugated compounds, 
with a greater affi nity for sulfate conjugates over glutathione conjugates (248), thus it may function in a similar manner 
to the MRPs. Abbreviations: ADP, adenosine diphosphate; ATP, adenosine triphosphate. See page 57.
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Figure 4.3 Recent information has required signifi cant refi nement of the original model of the HPT axis presented 
in Figure 1. A number of factors contribute to the differential regulation of thyroid hormone supply and action in dif-
ferent target tissues. In addition to the classic molecular action of thyroid hormones on gene expression, nongenomic 
effects mediated by membrane bound receptors for T3, T4, and T1 amines can mediate thyroid hormone action. 
Active transport proteins (e.g., MCT8, OATP) and metabolizing enzymes are differentially expressed and regulate 
the presentation of hormone to different target tissues. The impact of environmental contaminants on these different 
regulatory mechanisms, especially as they pertain to brain development has not been addressed. Abbreviations: 
HPT, hypothalamus-pituitary-thyroid; MCT8, monocarboxylate transporter-8; OATP, organic anion transporting 
polypeptide; TBG, thyroxine-binding globulin; TSH, thyroid-stimulating hormone; TTR, transthyretin. See page 84.
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  Figure 6.1    Representative bur-
sal sections from control and 
DDE treated birds. Onset of 
puberty in females (fi rst egg) and 
mating behavior in males were 
both impaired in high DDE (40  μ g/
kg) treatment groups.  Abbrevia-
tion : DDE, dichlorophenyldichlo-
roethylene.  Source : From Ref. 28.      
See page 141.

Time to successful cloacal contact

Female onset of puberty

150

100

T
im

e 
(s

ec
)

D
ay

s 
of

 a
ge

50

80

60

40

20

Control Low High Control bursa DDE treated
Treatment

Control Low High
Treatment

Figure 4.8 Cortical histogenesis and neuronal migration are disrupted with low level thyroid hormone (TH) disrup-
tion. (A) In the cortex of offspring born to iodine defi cient rat dams (LID-2), cells are evident in the white matter (wm) 
of the corpus callosum (top) and the distinction between layers within the cortex are blurred (bottom). Source: From 
Ref. 118. (B) TH reductions induced over three days during gestation with methimazole (MMI) also impaired neu-
ronal migration. Left is bromodeoxyruracil (BrdU)-positive cells, right is double labelling of BrdU and NeuN, indicat-
ing that cortical neurons persist in the white matter (wm) at PN40. Source: From Ref. 114. (C) Moderate degrees of 
TH insuffi ciency limited to the prenatal period induced by propylthiouracil (PTU) produced an abnormal cluster of 
cells, a heterotopia, in the corpus callosum (top left is control, bottom left is treated). Cells within the heterotopia 
were neurons as they stained positively with NeuN (top right), and some were inhibitory, staining positively for 
parvalbumin (bottom right). Source: From Ref. 157. Collectively, these data indicate that permanent structural 
changes are induced by mild or transient reductions in TH in the absence of other overt toxicity. See page 93.
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  Figure 6.3    Diagrammatic reproduction 
addressing: ( A ) whether reproductive 
function is altered by EDC exposure at 
varied degrees due to variable timing of 
exposure or at different concentrations; 
or ( B ) considering a consistent rate of 
return from migration in combination 
with impaired reproduction due to EDC 
impacts.      See page 149.
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Figure 7.3 Infl ammatory factors produced by fat tissue cells. These factors could be classifi ed in pro- infl ammatory 
or anti infl ammatory based on literature (160–165). Chemokines produced by white adipose tissue may play a 
role in the monocyte/macrohage recruitment. Source: Adapted from Refs. 2, 7, and 20. See page 159.
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 Figure 7.5    Fat measurement. Estimation of fat content by dual energy X-ray absorptiometry using a LUNAR 
PIXImus bone densitometer (GE Healthcare, Fairield, CT) as described previously (166) in 10 week-old male 
mouse (Jackson Laboratory, Bar Harbor, Maine, U.S.A.). ( A ) C57BL/6J mouse, ( B ) agouti (B6.Cg-A y /J) mouse, 
( C ) Ob/ob mouse (B6.V- Lep ob  /J).  Abbreviations : BMD, bone mineral density; BMC, bone mineral content; ROI, 
region of interest.     See page 164.

SUBJECT RESULTS

Bone  ROI TOTAL 

BMD : 0.0485 0.0485 g/cm2

BMC : 0.400 0.400 grams

Area : 8.25 8.25 cm2 

Tissue  ROI TOTAL

Lean : 19.3 19.3 grams

Fat : 2.5 2.5 grams

Total : 21.8 21.8 grams

% Fat : 11.3 11.3 

SUBJECT RESULTS

Bone  ROI TOTAL 

BMD : 0.0477 0.0477 g/cm2

BMC : 0.351 0.351 grams

Area : 7.36 7.36 cm2 

Tissue  ROI TOTAL

Lean : 19.5 19.5 grams

Fat : 5.4 5.4 grams

Total : 24.9 24.9 grams

% Fat : 21.6 21.6 

SUBJECT RESULTS

Bone  ROI TOTAL 

BMD : 0.0444 0.0444 g/cm2

BMC : 0.195 0.195 grams

Area : 4.39 4.39 cm2 

Tissue  ROI TOTAL

Lean : 27.2 27.2 grams

Fat : 26.5 26.5 grams

Total : 53.7 53.7 grams

% Fat : 49.4 49.4 
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About the book
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exposure contributes to a wide range of effects – from learning deficits, sensory disturbances, 
increased susceptibility to neurodegenerative disorders such as Parkinson’s or Alzheimer’s 
disease.
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