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Preface

The enormous progress in the miniaturisation of electronic and mechanical
devices means that we have now reached a stage in which it is necessary to
investigate the underlying physical mechanisms. Similar to semiconductor
dots, metal nanostructures also exhibit quantum effects, but now over even
smaller physical dimensions. A metallic constriction to about 1 nm induces
an energy level splitting in "the hundred meV range, 'values high enough to
persist even at room temperature.

Experiments and calculations have shown that isolated metal clusters pos­
sess many interesting features, quite different from those known from surface
and solid-state physics or from atomic and molecular physics. The techno­
logical exploitation of these new properties, e.g., in miniature electronic or
mechanical components, requires the cluster to be brought into an environ­
ment such as an encapsulating matrix or onto a surface. Due to the interac­
tion with the contact medium, some properties of the clusters may change
or even disappear. Thus the physics of the cluster-on-surface systems - the
main subject of this book - is of fundamental importance.

The book addresses both beginners in this field as well as the experts.
Starting from fundamental concepts of cluster physics and adsorbate-surface
interactions, it deals with the modification of electronic properties through
quantum size effects, magnetism, physical chemistry and the application of
clusters in nanofabrication.

Due to the interdisciplinary nature of the field, the emphasis is initially
placed on the electron confinement and magnetic properties of free clusters
(Chap. 1). The electron confinement in clusters induces novel properties. The
second basic discipline involved is surface physics. When a cluster is brought
into contact with a surface, both the cluster and, locally, the surface will be
changed. Here, we have to rely on knowledge from surface science studies
where the interaction with adsorbates is of special interest. Fundamentals of
adsorbate-surface interactions are treated in Chap . 2.

For the production of metal cluster deposits, conventional lithographic
techniques fail since many of the interesting properties emerge from very small
systems with diameters below 5 nm. Thus new methods had to be developed;
these include aggregation by atom diffusion and self-organisation on surfaces
(Chap. 3) and the deposition of preformed clusters from beams (Chap. 4). By
varying the parameters substrate temperature, deposition energy and flux,



VI

and cluster size, a vast variety of distinct surface modifications have been
demonstrated.

The reduced dimensionality of these cluster-surface systems leads to a
new electronic structure which can be investigated for small deposited clusters
by photoelectron and scanning tunnelling spectroscopy; see Chap. 5. A pro­
nounced peak structure in the conductivity reveals the energy quantisation
in small metal clusters, even when in contact with surfaces. In Chap. 6, these
results are supplemented by conductance measurements in metallic point con­
tacts, where it is shown that the conductance is due to a well-defined set of
quantum modes. Similar to the situation in metal clusters, quantum forces
give rise to an electronic and geometrical shell structure.

The electron confinement also determines the spin statistics and thus the
magnetic properties. In particular high atomic magnetic moments of ferro­
magnetic clusters have been demonstrated in beams (Chap . 1). The mag­
netism of single-domain magnetic particles can be analysed with the SQUID
technique, as described in Chap . 7. There, the quantum tunnelling in the
magnetisation reversal is demonstrated.

The distinct cluster energy-level structure is governed by the laws of quan­
tum mechanics and, in turn, determines the chemical reactivity. Thus, like
the elements in a periodic table, clusters can exhibit pronounced periodicities
in their chemical properties as function of size. These properties are also seen
with deposited clusters (Chap. 8).

Finally, as an example of the wealth of potential technological application,
Chap. 9 reviews a method which uses clusters as tools for the fabrication of
silicon nanopillars.

This book is the first in its field and necessarily covers only a selection of
the many topics connected with the physics of metallic clusters and dots. It
is the interdisciplinary nature which makes this area so interesting, both in
terms of fundamental science and from the applications viewpoint . For many
of the effects and problems described here, our understanding is still at an
early stage; hence, a lively future can be predicted for research into clusters
at surfaces.

It is my pleasure to thank all authors who carefully introduced their
topics while simultaneously succeeding in giving an overview of the current
state of the art. I am indebted to Dr. Josef 'I'iggesbaumker who was a great
help in editing the final manuscript. Furthermore, I like to thank the mem­
bers of our cluster group who gave technical assistance, in particular Brigitte
Schadel, Hans Hermann, Tilo Doppner, Silvio Teuber, Dr. Andreas Bettac. I
also thank Springer-Verlag for undertaking thorough language editing.

Rostock, December 1999 Karl-Heinz Meiwes-Broer
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1 Confinement and Size Effects
in Free ~etal Clusters

Walt A. de Heer

1.1 Introduction

Small metallic particles or metal clusters have been intensively studied during
the past two decades (for reviews and broad treatments, see [1-8] and also
the proceedings of the biannual ISSPIC conferences), while interest in small
particles dates back for centuries . Even the artisans of the middle ages were
aware of the colours produced by introducing metals into their stained glasses.
For example elaborate recipes were known to introduce gold into glass and
then to ripen the systems to obtain the desired colour.

Faraday spent a year of his extremely productive scientific career studying
small colloidal gold particles. His ultimate aim was to gain insight into the
properties of the hypothetical ether: the medium in which light waves were
supposed to undulate. He argued that once particle sizes are small enough
(and he was able to estimate sub-microscopic sizes rather accurately), then
the effects of the ether would be manifested in optical properties. Although
he never succeeded in his ultimate goal, in the course of his investigations he
nevertheless found effects that are related to reduced dimensionality: the red
colour of colloidal gold and the colours of thin films due to surface plasmons.
The electrodynamics of the phenomena remained unexplained until after the
theoretical analyses of Rayleigh and Mie[9], which continue to be seminal
discussions on the subject of small metallic particles.

During the 1970s, work on the optical properties of small metal particles
had progressed significantly in particular through the work of Kreibig [10] and
others who systematically studied the optical properties of these particles in
various supporting matrices.

In the free electron picture, the Drude dielectric function [11] (Fig. 1.1)
can be used to determine the resonance frequency W r for a spherical metal­
lic particle with N electrons and radius R that is much smaller than the
wavelength:

Wr = N e2 /mR3 (1.1)

where m is the electronic mass [3,12]. However the Drude dielectric function
only applies for simple metals. For the noble metals there is an important
contribution from the d electrons [13,14].

The colours of the very small noble metal particles were an issue of interest
early in the game, in particular the question as to whether resonances shifted

Karl-Heinz Meiwes-Broer, Metal Clusters at Surfaces
© Springer-Verlag Berlin Heidelberg 2000
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towards red or blue with decreasing size [13). Experimentally determined
absorption spectra for very small gold particles[14) are shown in Fig. 1.2.
According to Mie's theories, if the particle size is much smaller than the
wavelength of the excitation, then a maximum in the absorption cross section
O'(w) should occur at the surface plasma resonance which is related to the
dielectric function by

(1.2)

where Cl and C2 are the real and imaginary parts of the dielectric function
of the material and C(R) is a constant which does not depend on w [13 ,15].
Hence for Cl = -2, there is a peak in the absorption.

The Drude model [13) predicts that

Cl = 1 - w;j(w 2 + r2
) ,

C2 = w;r/(w3 +wr2
) , (1.3)

where w~ = lI'ne2/m; T is the damping rate, and nand m are the elec­
tronic density and mass. Hence, from equations (1.2) and (1.3) the absorption
of small particles can be calculated. For example, for Au, wp = 8.89 eV (see
e.g. [14)). The Drude analysis suggests that for small particles there should
be no size dependence on the shape of the absorption cross sections apart
from an overall factor.

For reasonably large simple metal particles the bulk dielectric function
can be used, but this approximation will eventually break down for small
sizes due to electronic confinement effects [12,15) that cause discreteness of
the electronic energy level spectrum (which in turn produces discrete struc­
ture in the dielectric function), and due to the increasing importance of the
surface (which for example causes damping of the electronic oscillations with
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Fig. 1.2. Several examples of
measured optical absorption
spectra of small gold par­
ticles imbedded in a noble
gas matrix showing evidence
of a single large absorption
peak which is identified as the
plasma resonance. (Adapted
from [13])

a characteristic time of the order of vF/(2R) where VF is the Fermi velocity
[13,16] ). Damping is caused by a coupling of the collective electronic motion
to single particle excitations due to the boundaries (wall dissipation)[17,18]
and is related to Landau damping in the extended solid [19].

Experimentally, the bulk dielectric function describes the optical prop­
erties of gold colloidal particles down to about 10 nm, but for even smaller
particles important deviations are observed. This indicates a breakdown of
the bulk dielectric description for these sizes as demonstrated in recent ex­
periments for extremely small passivated particles (Fig. 1.3) [14] .

Besides optical work, in the earlier investigations there was considerable
interest in other electronic properties. In particular, experimental efforts to
study the electron spin and nuclear spin resonance produced various results.
The purpose of these investigations was to study finite size effects, which
were considered to be effects caused by the small number of electrons in the
systems [20].

The search for size effects related to electronic confinement (quantum size
effects) has been a primary motivating factor in metal cluster research and
these effects should be especially significant for particles with diameters that
are of the same order of magnitude as the Fermi wavelength so that the shape
of the cluster will be reflected in the electronic structure.

One interesting feature of small metallic particles is that the electronic
structure is discrete compared with the (quasi) continuous bands of the bulk
material. In particular, if one assumes that the electronic levels are non­
degenerate (except for spin degeneracies) and equally spaced, then the energy
gap between adjacent levels is approximately equal to the Fermi energy di­
vided by the total number of conduction electrons, as discussed in more detail
below. The discrete nature of the energy level spectrum will manifest itself
in physical properties in particular when the temperature T is low enough,
i.e. kT < b..E. For a simple metal system like sodium, with EF = 3.2 eV and
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Fig. 1.3. Examples of measured absorption spectra of suspended gold clusters with
well defined sizes which have been passivated with a surfactant. The cluster sizes
are labelled according to their masses in kilo daltons. The absorption cross sections
have been weighted with w;.Note the size dependence of shapes of the absorption
profiles which reflect the size dependence of the dielectric function. Adapted from
the PhD dissertations of T.G. Schaff (Georgia Institute of Technology, Atlanta
1999) and J.T . Koury (University of California at Los Angeles, 1999)

T = 300 K, this criterion predicts confinement effects for N < 250, assuming
a uniform energy level spacing.

One way to probe this effect is through the magnetic susceptibility X in
particular for odd valence systems (alkalis, noble metals). In those cases, there
will be one unpaired spin in the highest occupied level, and hence the system
is paramagnetic (with a magnetic moment 1 J.LB), while if N is even, then the
system will be diamagnetic. In the former case the magnetic susceptibility
will diverge at low temperatures (i.e. X = KIT) while in the latter case it
will tend towards O.

In order to test these ideas , various growing and embedding methods
were applied to clusters whose size distributions could be controlled to some
extent. The earlier results were mildly encouraging. There was evidence for
the predicted size effects, but often the interpretation remained ambiguous.

Much of the ambiguity stemmed from two circumstances: one was that
the size distributions were quite broad, and the second was that in the most
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interesting size range , the metal clusters have more surface than volume [13] .
For example, the fraction of surface atoms in a spherical particle with N
atoms is approximately 3N-1/3 . Hence not only are small clusters highly
sensitive to surface contamination but their properties can be significantly
modified by stresses due to the embedding matrices. Towards the end of the
1970s, it became clear that accurate probing of size effects in metal clusters
required perfect size selectivity and a matrix free environment. These condi­
tions are met in molecular beams using mass spectrometric methods to detect
the clusters.

The most obvious property of small simple metal systems is that the con­
duction electrons are confined. From elementary quantum mechanical consid­
erations, this confinement implies that the electronic energy level spectrum
is discrete in contrast to the continuous spectrum of the infinite bulk. The
average spacing between energy levels at the Fermi level for a box shaped
simple metal particle with N conduction electrons is [11]

t:.E = (2/3)EF/N . (1.4)

The Fermi energy is the width of the conduction band, which for a simple
metal is [11]

EF = Ji2 (37T 2 n)1/3 /2m , (1.5)

where n is the density of states: n = 1/t:.E.
Equation (1.4) is rather powerless if nothing further can be said about

the distribution of the energy levels. Several theoretical approaches have been
applied before experimental evidence was available. The quantum chemical
approach attempts to reconstruct the electronic energy level spectrum by
precise calculations of the structure (geometrical and electronic) of these sys­
tems. The most sophisticated of these involves full consideration of all the par­
ticipating atoms with all of their electrons and their mutual interactions[21] .
This task is so formidable that only the very smallest clusters can actually
be calculated using fully ab initio methods. Hence approximations are always
used. (Note that many calculations which are labelled as ab-initio quantum
chemical approaches nevertheless still use approximations, and sometimes
rather important ones.) Early results along these lines treated metal clusters
much like molecules: in fact the resulting electronic spectra of the clusters
appeared to have little to do with the parent bulk material.

At the other extreme from these sophisticated approaches were attempts
to characterise the electronic structure of clusters where the interactions were
treated statistically using methods derived from nuclear physics. These led to
predictions of features of the energy level spectrum which could be extended
to large particles. An important early application of the statistical approach
was to predict magnetic susceptibilities of these systems [20]. Clearly a system
with an odd number of electrons will be paramagnetic. If the energy levels are
random (which implies that the system has no symmetry) than the ground
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states of even electron systems will be diamagnetic. Measurements of the
electronic spin susceptibility (ESR, NMR) should register these behaviours
at low temperature [22] .

1.2 Free Simple Metal Clusters

After molecular beam probes for the electronic structure of small clusters were
constructed (see below), it soon became clear that the quantum confinement
effects were in fact quite different from those originally assumed. The first ev­
idence came from measurements of the mass spectra of alkali cluster beams,
which were performed using a supersonic nozzle beam in conjunction with
a quadrupole mass analyser. The mass spectra (Figs. 1.4, 1.5) were found
to reflect a remarkable pattern of cluster intensity variations, where clusters
with N = 8, 20, 40,... were significantly enhanced compared with their neigh­
bours with one more atom [1,3,23] . These are known as the magic numbers,
according to the nomenclature used analogous abundance peaks in nuclei.
The spectra were correctly interpreted in terms of the stability of the clus­
ters: the larger the cluster binding energy the greater its abundance in the
molecular beam [23] . The experimental mass spectra were clearly correlated
to the electronic energy level structure of a rather simple confining potential.

1.2.1 The Shell Model

Small simple metal clusters behave in many respects as small metallic droplets.
That is to say that to lowest order, the electronic structure resembles that
due to a smooth spherical confining potential. Such a potential supports elec­
tronic angular momentum and consequently, as in an atom or a nucleus, the
electronic structure consists of shells of electrons where all the electrons in a
given shell (in the independent electron picture) have the same radial quan­
tum numbers (n) and angular momentum quantum numbers (l) but the shell
can contain 2(2l + 1) electrons. When the electrons in a cluster exactly fill an
energy level (n, l) it is called a closed shell cluster. Reports and reviews can
be found in [1,3,21,25] and references therein.

Cluster nomenclature follows that of nuclei, due to the strong similarity
between these systems (as far as the fermions are concerned)[25]. Hence for
a given angular momentum quantum number 1, the lowest energy state is
given the radial quantum number n = 1, etc . The energy level spectrum
for a spherical well then depends on the shape of the well but only in the
ordering of the levels as demonstrated in Fig. 1.6. This may be understood by
recognising that high 1states probe mainly the outer regions of the potential
(due to centrifugal effects) while the low angular momentum states are more
sensitive to the interior. For example a potential bump in the middle of the
cluster will increase the energies of the low 1 states while leaving the high I
states relatively undisturbed.
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Fig. 1.4. Mass spectrum of sodium clusters and theoretical analysis . The clusters
were produced in a helium-seeded high temperature cluster source , ionised with
broad band UV light and detected using a quadrupole mass analyser. (a) The
intense peaks (compared with neighbours) indicate enhanced stability. Major peaks
occur at 8, 18, 20, 40, 58, and several minor peaks are observed as well. (b) The
experimental mass spectrum is compared with calculations of the second differences
in total electronic energies in the jellium model. The correspondence is clear . Even
better correspondence is obtained if spheroidal distortions are taken into account as
in the Clemenger-Nilsson calculations which reproduce much of the fine structure.
(Adapted from [3])

Note also that sensitivity to the details of the potential is greatest for
higher energy electrons. This is due to the fact that the electronic wavelengths
are smaller for those energy levels, so that the higher energy electrons can
probe smaller details of the potentials.

In any case, the spherical shell model immediately gives a qualitative
explanation for the occurrence of abundance maxima. These occur at elec­
t ronic shell closing numbers which means that it is relatively more costly (by
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Fig. 1.5. Sodium mass spectrum extending to Na150o . The peaks correspond to
spherical shell closing numbers. The abundance maxima become weaker with in­
creasing particle size due to the reduction in the energy gaps with increasing size.
Adapted from [24]

an amount given by the energy gap) to add one more atom to a closed shell
cluster than to an open shell cluster.

The spherical shell model adequately describes the gross structure in the
cluster mass spectra, however it glosses over details; see for example the fine
structure in Fig . 1.4. In fact due to crudeness of the approximation (an 8 atom
cluster is hardly a sphere), one might assume that the next level would involve
the inclusion of the actual ionic core potentials. These introduce undulations
in the potential well which may be the source of fine structure in the mass
spectra. Perhaps, more profoundly, the independent electron model itself may
break down due to correlation effects.

However, it turns out that much ofthe fine structure in simple metal clus­
ters is well described by allowing the cluster to respond to electronic pressure
effects. These give rise to spontaneous distortion from spherical symmetry
[26]. This mechanism is essentially the Jahn-Teller effect which was studied
in detail for nuclei by Nilsson [27,28]. The physical principle is that for open
shell clusters (which are electronically degenerate in their spherical conforma­
tion), the total energy can be lowered by distorting the cluster and thereby
lifting the degeneracy.

The effect is most simply demonstrated by constraining the volume of
the cluster and allowing it to distort along one axis to produce a spheroid.
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Following Nilsson, the independent electron Hamiltonian can be written with
an angular moment um dependent term to accommod ate the distortion [26]:

(1.6)

where p and q are the momentum and position operators, l is the angular
momentum, and n is the shell number; U is an anharmonic term, without
which the effective potential is a harmonic oscillator.

Th is model goes a long way to describe several of the fine structure fea­
tures as demonst rated in Fig. lAb.

Allowing distortions along all three axes to produce ellipsoidal clusters is
only slightly more complex, but feasible and follows methods derived from
nuclear physics. In its simplest form the electronic structure of an ellipsoidal
simple metal cluster is found from a model where the confining potential is
assumed to be an anisotropic harmonic oscillator (i.e., by setting U=O in
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(1.6)) [3J. The potential is modelled to conserve the cluster volume and since
it is harmonic, the energy level spectrum can be trivially determined ana­
lyti cally for a given choice of axes and number of electrons. The minimum
ground state energy configuration can then be determined (as well as excited
state energy configurations). Thus predictions for the electronic energy de­
pendent part of the total energy can be made , and from this , features in the
abundance spectra can be rationalised. For development of a shell-correction
method pertaining to shap e deformations of clusters, see Ref. [29-31J.

1.2.2 Extended Theoretical Models

The success of the simple shell model and the fact that electronic shell effects
exist at all , indicates that the ionic cores do little more than provide a rela­
tively featureless confining well for the electrons . While the simple shell theo­
retical methods outlined above go some way towards rationalising features in
simple metal mass spectra, th ey tremendously oversimplify the real systems.
The electrons are treated independently in an ad-hoc potential. The theo­
retical situation is much improved by treating the electrons self-consistently
in a uniform positively charged sphere. This constitutes the spherical jellium
model [1,5,32,33J. The spherical jellium approximation is the starting point
for electronic structure calculations which are usually performed using den­
sity functional methods (i.e., the local density approximation (LDA) and its
extensions).

Th e spherical jellium model for simple metal clusters was rapidly em­
braced, primarily due to its simplicity and predictions for very large clusters,
even though it is clearly a gross simplification of real systems . Nevertheless ,
it provides a framework and a reasonable starting point to calculate the elec­
t ronic properties of small par ticles. Moreover, the method allows electronic
response properties to be calculated using time dependent LDA methods and
the random phase approximation (RPA) [34,33].

Methods to calculate the electronic structure of metal clusters have evolved
great ly during the past two decades, primarily due to the rapid .develop­
ment of computers and improved computational approaches. Noteworthy
are methods which combine high level ab-initio electronic calculations (for
example, those where all elect rons including those of the atomic cores are
tr eat ed) with molecular dynamics (MD), like the Car-Parinello method that
efficient ly combines molecular dynamics with LDA (see [35-39]). Through
molecular dynamics, clusters can be annealed from high temperatures to low
temperatures, to more or less ensure that ground state structures can be
identified. Moreover, the method also allows finite temperature effects to be
determined (i.e., melting transitions, vibrational spectra) . Molecular dynam­
ics is becoming increasingly more powerful due to the steady improvement of
density functional methods (for example , by including non-local corrections).
Furthermore, improved methods to treat electronic excitations (i.e., RPA)
further enhance the computations.



1 Confinement and Size Effects in Free Metal Clusters 11

Density functional methods are still not perfect but at the moment they
appear to be the most promising, especially for large metal cluster systems
which remain too complex for traditional quantum chemical approaches.

Shell structure is readily understood in terms of the electronic degenera­
cies in a spherical potential. The origin of the shell structure in this poten­
tial is clear since every level with angular momentum l has a degeneracy of
2(2l + 1). However, the phenomenon is much more general and bunching of
electronic levels (i.e., near and accidental degeneracy) are common. Further­
more, semi-classical methods have proved to be a very powerful tool.

For example, the semi-classical approach explains level bunching in a
spherical square well as follows. Energy levels are filled successively with
electronic angular momenta from 0 to PF where PF is the Fermi momentum
with associated Fermi wavelength AF. In the spirit of semi-classical orbit the­
ory, only those classical orbits can exist which close on themselves and whose
path consists of an integral number of wavelengths. The simplest classical
closed paths are lines through the centre, triangles and squares . The circum­
ference of a square which inscribes a circle of radius R is Ls =4V2R, while
that of an inscribed triangle is L t =3M.These two orbits (and to a lesser
degree the pentagons) are the most important ones to consider . The other
orbits rapidly lose coherence around an orbit.

The density of states at the Fermi level will be strongly enhanced for those
R where Ls and Lt are both simultaneously integral multiples of AF. Hence,
the density of states at the Fermi level will oscillate with increasing R with
different periods for squares and triangle, so that a beat pattern will occur
in the magnitude of the shell effect. This super-shell beating effect has in
fact been observed with a period that indeed corresponds to the interference
between square and triangular classical orbits [24,40] .

The above argument can be extended to other confining potentials. In
general it is found that the electronic structure is quasi-periodic in R. For
example if the intensities of a mass spectrum are plotted as a function of
N 1/ 3 (which is proportional to R) then the oscillations are clearly observed ,
as shown in Fig. 1.7. [24,40] .

1.2.3 Liquid and Solid Clusters

The thermodynamic phases of free clusters are difficult to ascertain experi­
mentally, but much information has been obtained from mass spectra. It is
known that the melting point of a small particle is reduced from the bulk,
essentially due to surface effects [41,42]. Liquid clusters tend to be spherical
or spheroidal and the sequence of ma~ numbers reflects that fact. However,
when the clusters become solid, they develop facets and attain specific crys­
tallographic shapes (polyhedra). The facets of solid clusters will affect the
magic numbers which may differ from the spherical shell closing numbers
[42] and thereby provide evidence for the solid and liquid state.
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that electronic shell effects are import ant at least up to N = 2200. After (40) .

Direct evidence for melting has been obtained using molecular beam mass
spectroscopy [42] and calorimetry [43], where the evaporation rates of a clus­
ter which absorbs a photon are measured and related to the temperature
increases . These measurements confirm the lowered melting points of alkali
clusters and also demonstrate that certain clusters have anomalous melting
points.

1.2.4 Molecular Beam Methods for Cluster Research

Some comprehension of molecular beam methods is useful in order to ap­
preciate the relevance of the results and the limitations of the methods. A
typical cluster beam apparatus consists of a cluster source, a drift region and
a mass spectrometer. The system is in a vacuum chamber, or more usually
consists of several sequent ial chambers to facilitate differential pumping.

Cluster sources: Various cluster source designs are typically employed,
of which the most common ones are described here. Further descriptions can
be found in [3,6]. The high temperature nozzle source consists of a reservoir
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and a nozzle. The material under investigation is vaporised in the reservoir
and the pure vapour is expanded into a high vacuum through a heated pinhole
nozzle. Metal vapour pressure from tens of millibars to hundreds of millibars
are typically employed. Due to the high pressure differentials at the nozzle,
the metal atoms do not effuse out of the nozzle but rather experience an
adiabatic expansion which causes the vapour temperature to drop signifi­
cantly whereby the vapour condenses into clusters . The clustering process is
greatly enhanced by utilising an inert carrier gas (with pressures up to sev­
eral bar), since the adiabatic expansion of the carrier out of the nozzle causes
the beam to cool to very low temperatures. These supersonic seeded nozzle
beam sources typically produce clusters in the size range from single atoms
to several thousands of atoms per cluster. The peak of the distribution can
be varied by adjusting the source temperature, the nozzle temperature and
the carrier gas pressure. The seeded cluster beams are very intense (typically
using about 0.1 mol of material per hour) and continuous.

Alternatively, cluster beams can be produced in the gas aggregation clus­
ter source where the vapour from a heated reservoir of metal is injected into a
cold carrier gas, whereby the vapour supersaturates and clusters are formed.
The cluster/carrier gas are then ejected out of a nozzle into the drift tube.
These cluster sources are less bright and produce larger clusters than the
nozzle sources. Typical sizes range from 100 < N < 106 • The size distribu­
tions can be adjusted by varying the source parameters (vapour pressure, gas
pressure, dimensions of the source, etc.) . One advantage of the gas aggrega­
tion source is that the cluster temperature corresponds more closely to that
of the carrier gas compared with laser vaporisation sources.

The third impdrtant category of cluster sources is the pulsed laser va­
porisation cluster source. In these sources the material under investigation
is locally vaporised with an intense pulse of focused light from a laser . The
hot metal plasma is quenched in inert gas (which is usually introduced into
the source using a pulsed valve), after which the mixture expands out of a
nozzle. During the cooling of the gas, clusters are formed. The ultimate tem­
perature of the clusters may be adjusted to equal the nozzle temperature,
although this requires a properly designed nozzle which provides sufficient
cluster/ carrier gas interaction to cause equilibration. At the same time the
supersonic expansion must be suppressed to inhibit adiabatic cooling effects.
Another advantage of the laser vaporisation cluster source is that clusters
can be produced in their ionic forms. Both cationic as well as anionic clusters
are produced, indispensable for many experiments.

Related cluster sources depend on vapours produced in electric arc dis­
charges (i.e., the PACIS source [44]) and are somewhat similar to laser va­
porisation sources.

Clusters and cluster ions are also produced in sputtering processes of high
energy ions with metallic surfaces. These sources produce continuous beams
of hot clusters.
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Cluster detectors: Mass sensitive detection is an essential feature in
cluster science, since it is precisely this information which facilitates the de­
termination of the size dependence of physical properties. The two main
categories of detector are the quadrupole mass filter and the time-of-flight
mass spectrometer [3,6].

In the Quadrupole Mass Analyser (QMA), cluster ions are created in an
ion volume by ionising neutral clusters by various means. Either electron im­
pact ionisation, or more usually photoionisation, is used in this step. The ions
are then accurately focused to a point on the axis of four parallel symmetri­
cally positioned rods (typically about 15 em long, about 5 mm in diameter 1
em apart) . By applying appropriate time dependent potentials on the rods,
only those ions with corresponding charge to mass ratios (q/m) will pass
through the filter.

Mass selection in the QMA relies on the dynamic stability of ions in a
quadrupolar electric field which has both DC and AC components. As was
first discovered by Paul, the ion trajectories may be stable or unstable in the
direction perpendicular to the quadrupole axis. The equations of motion and
stability of the trajectories are described by an analysis of Matthew's equa­
tion, which shows that for a given AC amplitude and the DC amplitude ions
within a corresponding range t1(q/m) will have stable trajectories. By prop­
erly tuning the potentials, this range can be made very small , thus ensuring
good mass selectivity.

A major advantage of the QMA is that it can detect particles of chosen
ql m continuously, which is particularly convenient if a specific cluster is under
investigation. The major disadvantage of the QMA is that the potentials
required increase linearly with particle mass which limits the mass range to
typically below 10.000 amu.

The time of flight mass spectrometer (TOF) is often the best mass spec­
trometer. Its operation is relatively straightforward. Clusters are introduced
in the ionisation volume and then ionised, typically with a pulse of ionising
radiation. The ions are accelerated by a series of electric fields and then de­
tected. The arrival time is carefully measured and the mass (or more correctly,
the mass to charge ratio) is determined. TOF's are capable of extremely high
mass resolutions (> 10.000). Their mass range, which is bounded primar­
ily by the detection efficiency of large particles ( :;::j 107 amu). Their main
disadvantage is their rather low duty cycle.

1.2.5 Electronic and Geometrical Structure

Mass spectra and the limits of electronic shell structure: Electronic
shell effects are observed in all simple metal cluster systems up to very large
cluster sizes [45] . In fact, mass spectra with up to about N = 2200 still reveal
the characteristic pattern of shell closings (see Fig. 1.7). However, for larger
sizes, electronic shell structure gives way to order related to the successive
completion of atomic layers or geometrical shell structure. Figure 2 in Chap .8
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shows evidence for icosahedral shell closings from N = 1980 to N = 21300
[45]. The observed magic numbers in this range correspond closely to those
expected for the Mackay icosahedra with from 10 to 19 layers of atoms: a
Mackay icosahedron with K shells has

N = (lOK 3
- 15K2 + 11K - 3}/3 (1.7)

atoms [46]. Thus the observations indicate that when the system becomes
large enough, variations in the binding energies due to electronic effects be­
come small compared to geometrical effects which drive the clusters towards
well defined crystalline structures. Incidentally, the Mackay icosahedra do not
correspond to crystals with bee structure which is the bulk crystal structure
of sodium, so that for even larger clusters a phase transition to the bulk
structure can be expected.

The mass spectra provide evidence for patterns and regularities in metal
cluster systems. In fact there are two important reasons for structure in the
mass spectra: a large mass peak may indicate a dominant presence of the
corresponding neutral particle or, alternatively, it may signify an enhanced
ionisation probability. The first property relates to the relative stability of
the cluster (since weakly bound systems are less likely to be produced in the
source) , while the second property relates to the ionisation potential. Both
effects are observed and frequently have opposite influence: often a strongly
bound cluster has a higher ionisation potential, so that even though it may
be abundantly produced, it appears only weakly in the mass spectrum when
the photon energy is near threshold [42]. This is why magic numbers appear
as peaks in the mass spectra in Figs. 1.4 and 1.5 and as dips in the mass
spectra in Fig. 2 of Chap. 8.

While mass spectra are powerful indicators, they are usually not consid­
ered as definitive proof for structure. However, in many cases reproducible
patterns in mass spectra have stimulated detailed interpretations of electronic
and geometric structure of small particles.

Photoionisation spectroscopy: Mass spectra only provide a first
glimpse of the electronic and geometric structure of cluster systems. Far more
powerful methods exist which directly address the electronic system. Pho­
toionisation spectra measure ion yields as a function of the photoionising
light energy, whereby the photoionisation threshold or ionisation potential
(IP) can be determined.

A plot of the photoionisation threshold as a funct ion of cluster size (see
Fig. 1.8) typically reveals that the photoionisation energy decreases as a
function of cluster size, roughly proportional to the inverse of the classical
cluster radius RN = N 1/ 3 R1 , converging to the bulk work function W (Fig.
1.9). The 1/R dependence is a classical term which is related to capacitance
of a classical metal particle. Hence, to lowest order,

IP N = W + e2 / 2RN ,

where e is the electronic charge.

(1.8)
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Fig.l.B. Ionisation potentials of Na and K clusters. The IPs show typical shell
structure features: high IPs for closed shell clusters N =8, 20, 40,58,92, after which
the IP drops dramatically. Note the similaritieswith the mass abundance spectrum.
The structure for K clusters is less pronouncedthan for Na clusters due to the lower
Fermi energy of K compared to Na, since the Fermi energy fixes overall energy
scaling. The spherical shell structure indices (n,s) are shown. Furthermore, analysis
[5] of the above data showed that finite-temperature electronic entropy effects are
largely responsiblefor the absenceof fine-structure between major shell closures in
the IPs of KN with N > 20. Adapted from [3]

Two important corrections are required to obtain better correspondence
with the measured values. One is the electronic shell correction 6.. N , which
may be seen as a correction to the work function (or Fermi level) , that causes
closed shell systems to have relatively larger IPs. The other is a correction
to the classical radius due to the kinetic energy of the confined electrons,
that causes the electrons to spill out beyond the classical radius (called the
electronic spillout 8). The spillout is also a property of bulk surfaces where
the electronic density does not abruptly terminate at the surface but in fact
decays approximately exponentially. Hence

(1.9)

This behaviour is observed in many simple metal clusters.
Photoelectron spectroscopy: The development of anion photoelectron

spectroscopy has been particular important in obtaining deep insights into
the electronic structure of clusters (for review, see [47]). The method involves
a source of negatively charged clusters (a pulsed laser vaporisation cluster
source for example) . The clusters are mass selected, typically with a TOF,
whereafter they are de-ionised using a UV laser. The kinetic energy of the
emitted photoelectron is measured using time-of-flight methods. The electron
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binding energy is defined as the difference between the UV photon energy
and the electron kinetic energy. It is clearly closely related to the electronic
binding energies obtained from photoionisation spectroscopy and hence the
interpretations are similar. However, the method gives information on the
binding energies of all the electrons which can be ionised with the light used
in the experiment.

Within a level of approximation similar to that above, the binding energy
of the nth electron in a simple metal cluster with N atoms is given by

(1.10)

so that the relative peak positions in the photoelectron spectra reflect the
position of the electronic energy levels (in the independent electron picture).
These can be compared with shell model predictions (see [3], for example) .

The size dependence of the electron affinity is given to the same level of
approximation as (1.8) by

(1.11)

which implies that the size dependence of the electron affinity and the ion­
isation potentials are complementary. This feature is indeed (approximately)
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Fig.1.10. Photoelectron spectra of potassium anions . These spectra have been
obtained by illuminating mass-selected anions with laser light and recording the
energy of emitted electrons. Note the shell structure. For example K7" clearly shows
the Is peak (at EB=1.5 eV) and the Ip peak (at EB ::::;leV). The latter is 'split into
three components due to cryst al field effects. K19shows two broad peaks, one due
to the Lp states and the other from the Id states . (The subsequent 2s states at
EB ::::;1.25 eV are not resolved.) Adapted from [48]

observed [3,49] . However, the anion spectroscopy is more sensitive to quan­
tum mechanical effects like exchange interactions. When including those , a
quite far going correspondence between the measured affinity energies and
results of local density calculations are found[49].

The photoelectron spectra of rather long series of metal clusters are now
available . Those of the alkali metal cluster systems have been particularly
important and have provided deeper insight into the electronic structure of
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these clusters. They have clearly demonstrated the electronic shell structure
within specific clusters as shown in Fig. 1.10, where the p levels and d levels
can be distinguished. Note also that these anion photoelectron spectra clearly
show that the alkali magic numbers are related to the number of valence
electrons rather than the number of atoms, so that for example, K; and K 19
represent closed shell clusters [48] .

Not only simple metal clusters but also the noble metal clusters show
evidence for electronic shell structure. However, the photoelectron spectra of
those systems also indicate the important effect of the d bands .

Cluster polarisabilities: The static polarisability of clusters can be
determined by measuring their deflections in a molecular beam due to a
strong inhomogeneous electric field. The electric field E causes the cluster
to acquire an induced electric dipole moment P = aN E where aN is the
polarisability, and the field gradient supplies a force to the dipole. Examples
for Na and K clusters are shown in Fig. 1.11. These measurements reveal
that the static polaris abilities are closely related to those of a classical metal
sphere :

- R3o» - N · (1.12)

However, as in the case of the IP 's, the radius must be adjusted to account
for spillout effects, so that

(1.13)
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Besides this correction, since open shell clusters are not spherical, there is
a classical ellipsoidal correction due to this which enhances the polarisabil­
ities . Hence the polarisabilities of simple metal clusters are approximately
equivalent to those of classical metal ellipsoids with slightly enhanced radii.

1.2.6 Optical Excitations and Plasma Resonances

The coloration of metal-particle containing glasses was the first cluster prop­
erty to be identified and investigated. Although the electrodynamics of sub­
micron metallic particles was understood in principle for a century [9], ex­
trapolations to very small sizes remained problematic. For example, it was
known that the colours are caused by collective electromagnetic resonances
(or plasma resonances) of the valence electrons . The resonances shift towards
the blue as the size of gold particles in host matrices is decreased, but the
origin of the shift was not well understood [13) .

Experiments on unsupported clusters in the molecular beam have shed
much light on the problem . The method of longitudinal beam depletion spec­
troscopy was developed in order to detect the optical properties of small alkali
clusters [12). In this method an alkali cluster beam is illuminated with light
from a pulsed laser which is directed at the cluster beam. If a cluster absorbs
a photon and if this energy is redistributed among the vibrational degrees of
freedom , then the cluster temperature will increase significantly : in fact the
temperature rise will be of the order of

I:1T = hvj(3Nk) , (1.14)

where hu is the photon energy, and k is Boltzmann's constant. The temper­
ature rise of a cluster may be many hundreds of degrees after absorption
of an optical photon for N < 100. This temperature increase is often more
than enough to cause the cluster to evaporate one or more atoms. In the
evaporation process, the cluster fragments are kinetically deflected from the
collimated beam. The relative fraction of the clusters that are removed is mea­
sured and converted to an absorption cross-section. With further knowledge
of the laser fluence, the absolute absorption cross-sections can be determined
as a function of cluster size and photon energy.

Alkali cluster photoabsorption cross-section spectra typically have one or
more rather broad peaks. The position of the peaks, their relative intensi­
ties and the integrated intensities all provide important information on the
optical absorption process which is closely related to the plasmons (or Mie
resonances) in larger particles.

For example, for a spherical simple metal particle (such as a closed shell
cluster) , the plasma resonance should consist of a single peak. Its position is
given approximately by

(1.15)
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where a is the static polarisability [3]. If the cluster is non-spherical (this
occurs when it has a partially filled electronic shell), then in general there will
be either two or three peaks, depending on how many inequivalent axes there
are in the cluster [26] . Collective electronic oscillation frequencies depend on
the direction of the oscillation in the cluster (like water sloshing in a glass).
The resonance shifts toward lower frequencies along the long axes and towards
higher frequencies along the short axes. For a classical metal ellipsoid, the
intensities of each of the three peaks are equal and according to the dipole
sum rule [50], the integral of the intensities is

JO"(w)dw = 27[2Ne2 fmc,

where N is the total number of electrons and m the electronic mass .
These properties are reasonably well obeyed for several simple metal

cluster systems. In particular, the multi-peaked structures appear to fol­
low the trends dictated by the ellipsoidal shell model (Fig. 1.12). The in­
tegrated intensities do indeed approximately exhaust the dipole sum rule,
which indicates that the entire optical dipole response is concentrated in
these plasma resonances [5]. Furthermore, the closed shell cationic clusters
(Nat, N=9,21,41,59,93) [51] all appear to have a single peak which exhausts
the sum rule, thus confirming that they have quasi- spherical shapes (Fig.
1.13). For analysis of the different plasmon profiles for N a20 and Nat!, see
Ref.[52]

This is an interesting observation, since it is reasonable to expect that
these very small cluster systems should behave more like molecules with
forests of optical excitations corresponding to a multitude of possible op­
tical excitations. In fact, when the depletion spectra are measured for very
cold clusters, the rather smooth broad peaks (or bands) do indeed break up
into several resolved peaks , which indicates that these plasma resonances are
really envelopes of lines (each of which may have single electron excitation
characteristics) .

Nevertheless, the collective dipole description of the resonance remains
valid, since one may consider that the single particle excitations derive their
dipole strength by coupling to the plasmon so that only those excitations
which are near the plasma frequency are excited. Those that are far away are
dipole forbidden and therefore too weak to be observed.

The simple metal particle plasmon picture is a lowest order approxima­
tion to the optical response. Its failure is clear under close examination for
simple metal cluster systems and more dramatic in more complex metals like
the noble metals. Even though particles of these metals may have very in­
tense plasmon bands (e.g., Au and Ag), the position of the peaks are strongly
affected by the d bands [53,14]. Nevertheless, even in those cases, for larger
particles the resonances are reasonably well described by classical electrody­
namics using the empirical dielectric function as first demonstrated by Mie.
In effect, the dielectric function captures the essentials of the response of a
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Fig. 1.12. Optical absorption spectra of small Na clusters using the beam depletion
method. The position, structure and intensities of the peaks indicates that they are
closely related to plasma resonances. Split peaks are usually found for open shell
clusters (i.e., Na7). Adapted from Brechignac and Cahuzac in [5]

material to electromagnetic excitations. The shape of the particle imposes
the boundary conditions and hence the response to electromagnetic radia­
tion can then be calculated. This procedure requires the dielectric function
to be known and, for larger particles, it is well approximated by its bulk
counterpart.

For very small particles, deviations are expected and observed since for
them the electronic structure of the particle surface plays an increasingly
important role (see [54] for example). One could also say that electronic
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Fig. 1.13. Optical absorption spec­
tra of small closed shell Nat clus­
ters divided by (N + 1). The peaks
closely exhaust the dipole sum rule.
Note that the peaks shift to the blue
with increasing size, an effect closely
related to t he decrease in polarisabi l­
ity.(Adapted from [51])
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confinement affects electronic structure and thereby modifies the dielectric
funct ion. For alkali clusters the most conspicuous modificat ion is the red
shift with decreasing N, which is ascribed to the electronic spillout effect, and
splittings (fragmentation) of the plasma band partly due to shape effects as
described above. Resonances between single particle excitations and plasmons
also lead to this spectral fragmentation.

The response of metal clusters to light (i.e., the dynamic polarisabil­
ity) has been extensively theoret ically studied at several levels: from simple
jellium-based calculations on spherical systems to the response of particles
calculated in high level molecular dynamics algorithms.
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1.3 Magnetic Particles in Molecular Beams

If the simple metallic clusters previously discussed are at one extreme of com­
plexity, the transition metal clusters, and in particular those which exhibit
ferromagnetic behaviour, are at the opposite extreme. Clusters of these ma­
terials do not satisfy any of the criteria which could classify them as simple
metal systems, due to the strong exchange and correlation effects which cause
their spin systems to order magnetically. (For in-depth general treatments on
magnetism, see for example [11,55,56]; a brief introduction to magnetism fol­
lows.) The third row transition metals with more than half filled 3d band
(i.e., Mn, Cr, Fe, Co and Ni) fall into this category. The latter three of these
elements produce ferromagnetic solids. Moreover these are itinerant ferromag­
nets since the ferromagnetic properties are due to alignment of the valance
electron spins in contrast to localised magnetic systems (i.e., the rare earth
magnets).

Magnetic order in these metals derives from a competition between kinetic
and Coulomb terms in the total energy, in much the same way that atoms
with partially filled electronic shells attain magnetic moments (d. Hund's
rules) [19,55]. In particular when two 3d electrons are near an atomic core at
the same time, their Coulomb interaction term is minimised by maximising
the inter-electron distance. This is accomplished by mutually aligning the
spins and thereby ensuring minimal overlap of the electronic wave functions
due to the Pauli exclusion principle .

In contrast, the (independent) electronic states in an otherwise featureless
confining potential (i.e., a rectangular box) are spin doublets. Hence if they
are occupied with non- interacting electrons, the overall spin of the system
is 0 for an even electron system and 1/2 for an odd system. This spin order
is predicted and observed for simple metal systems . The reduced electronic
density favours successive occupation of the electronic states because this
minimises kinetic energy, the dominant contribution to the total energy.

In a simplified picture, confinement due to central Coulomb potentials
near the cores favours aligned spins (when possible) whereas itineracy favours
paired spins. Since the vast majority of metals are non-magnetic the mag­
netic ordering exchange interaction is only rarely effective in producing large
magnetic moments. Nevertheless, there are several important metals which
have magnetic order.

Magnetically ordered bulk elemental metals are classifiedas ferromagnetic
or antiferromagnetic (Fig. 1.14) [11,55]. For ferromagnetic metals (in the lo­
calised moment picture), the spins of the electrons at neighbouring atomic
sites are mutually aligned, whereas in the antiferromagnetic case, they are
oppositely aligned. Antiferromagnetic order (as for example in Mn and Cr)
should not be confused with non-magnetic order (i.e., Na). In the former the
local spin densities at the atomic site are non-zero while they are zero for
non-magnetic systems. Furthermore, antiferromagnetic systems have charac­
teristic magnetic susceptibilities which we will not discuss here.
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Ferromagneticcoupling

Antiferromagneticcoupling

o

Fig.1.14. Examples of spin order. In ferromagnetic systems the magnetic mo­
ments of neighbouring atoms are mutually aligned at low temperatures . In anti­
ferromagnetic systems they are anti-aligned. In both cases the alignment is due
to the exchange interaction. At elevated temperatures thermal vibrations overcome
the alignment causing the systems to becomeparamagnetic. Ferromagneticsystems
undergo a second order phase transition to a paramagnetic state at the Curie tem­
perature beyond which the system cannot support a permanent magnetic moment

Less subtle are the ferromagnetic systems due to the obvious effect of
macroscopic magnetic moments which give rise to large spontaneous mag­
netic fields. Regions of mutually aligned magnetic moments are called mag­
netic domains. The domain size is primarily determined by a competition
between the exchange interaction, which aligns the spins, and the magnetic
field energy, which prefers minimal spin alignment. The latter is a long-range
interaction which ultimately dominates for sufficiently large systems produc­
ing a complex structure of domains within each of which all the spins are
mutually aligned.

Since the domain sizes are typically of the order of a micron, we may
assume that the clusters we are concerned with here are single domain par­
ticles so that we can ignore complications due to domain structure. Whereas
the following section reviews work on magnetic clusters in a beam, Chap. 7
describes results on larger but still single domain particles investigated with
the SQUID technique.



26 Walt A. de Reer

c:::±::::::J
mass spectrometer

\
7
)

magnetclustersource

vaporizing light

+
[jJ----R~~~~;;;;;;~---:__=====_::::...- ionizing light

Fig.1.15. Experimental configuration for magnetic deflection measurements. A
collimated cluster beam passes between the pole faces of a Stern-Gerlach magnet
that causes the particles to deflect. The deflection is measuredas a function of the
cluster mass using a time-of-flight mass spectrometer after the clusters are ionised
with a pulse of laser light

1.3.1 Stern-Gerlach Deflections of Ferromagnetic Metal Clusters

From the above it is clear that the majority of atoms have non-zero magnetic
moments but the majority of bulk metals are non-magnetic. Apparently the
process of forming metallic bonds tends to quench the large spin states which
are expected from Hund's rules for atomic systems. This then naturally raises
important questions about how the spin systems of clusters evolve as a func­
tion of cluster size. For simple metal clusters (for example, the alkalis), it
appears that the spin pairing mechanism is immediately effective: even clus­
ters have no spin and odd clusters have spin 1/2.

Clusters of the 3d ferromagnetic transition metals (Fe, Co, Ni) have been
measured and they are found to be ferromagnetic [57,58], at least for N > 8.
Their magnetic properties are probed by deflecting molecular cluster beams in
the magnetic field of a Stern-Gerlach magnet (Fig. 1.15). The Stern-Gerlach
magnet is essentially an electromagnet with specially contoured pole faces
to produce a calibrated magnetic field and magnetic field gradient that is
applied to particles in the molecular beam.

The results of these measurements are surprising since it is found that
all clusters deflect uniquely in the direction of increasing magnetic field (Fig.
1.16) [57] . This seemingly trivial observation indicates not only that the par­
ticles have large magnetic moments (and hence large spins) but also that
the spins spontaneously align in the direction of increasing magnetic field,
which signifies a spin relaxation mechanism . For example, if spin relaxation
did not occur then the clusters would deflect both towards and away from
the increasing field direction, as is the case for paramagnetic atoms in the
famous Stern-Gerlach experiment. While spin relaxation is well understood
for macroscopic systems and causes ferromagnetic objects to be attracted to
magnets, we do not expect this for very small systems since the relaxation
mechanism requires conservation of energy and angular momentum of the
system and this must be provided by the degrees of freedom of the particle.
In fact the spins of the silver atoms in atomic beams cannot relax, which
explains the result of the original Stern-Gerlach experiment.
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Fig.1.16. Magnetic deflection profiles of iron clusters with 120-140 atoms per
cluster. As the magnetic fieldstrength is increased, the clusters are deflectedmore.
The deflection is uniquely in one direction indicating that spin relaxation occurs.
The Stern-Gerlach deflections for Na atoms are also shown in the inset . Since these
atoms are spin 1/2 particles with a magnetic moment of 1pB, the beam splits into
two directions due to quantisation of angular momentum. In this case, there is no
spin relaxation. Adapted from [57].

The relaxation effect is poorly understood. In particular for clusters in
which rotational degrees of freedom have been cooled by a supersonic expan­
sion (which may reduce the rotational temperature to below 10 K), anomalies
are observed [58]. However, if care is taken to suppress the supersonic expan­
sion effects and to ensure full equilibration of all the degrees of freedom, then
the clusters are emitted from the nozzle under a rather well defined set of ini­
tial conditions, for which a unique temperature can be assigned to all degrees
of freedom.

In that case, spin relaxation effects appear to operate similarly to the
analogous bulk effect: it is as if the spin system were in thermal contact
with a heat bath [59]. This heat bath must be provided by the few atoms
in the cluster. For a paramagnetic system with angular momentum quantum
number J, and a magnetic moment }.t = JgJ}.tB, the magnetisation M (the
projection of the magnetic moment in the direction of the magnetic field B)
at temperature T is given by [11]:

M = L mJgJ}.tB exp(mJgJ}.tBB/kT)/ L exp(mJgJ}.tBB/kT). (1.17)

Defining x = JgJ}.tBB/kT = }.tB/kT,
we obtain the Brillouin function [11]

M = gJ}.tB(2J + 1)/2J coth{(2J + 1)x/2J} - (1/2J) coth(x/2J) . (1.18)

For large J, this reduces to the well known Langevin function [11]

M = gJ}.tB coth(x) - l/x .

The Stern-Gerlach deflection D of a cluster is given by

D = K · M · B/mv2

(1.19)

(1.20)
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Fig.1.17. Measured magnetic moments of ferromagnetic 3d clusters. The mag­
netic moments of the small clusters are close to the maximum values for the spin
according to Hund's rules. The magnetic moments decrease quite rapidly towards
their respective bulk values. Adapted from [61]

where m is the cluster mass, v its velocity, and K an apparatus dependent
constant.

Hence measurements of the mass, velocity, temperature, magnetic field
and deflection yield the magnetic moment. Usually the magnetic moment is
normalised to the number of atoms in the cluster N.

1. 3. 2 Magnetic M oments of 3d Transition Metal Clusters

Stern-Gerlach measurements of the 3d transition metal clusters (Fe, Co, Ni)
have been made at several temperatures for a large range of cluster sizes
[60,61] . An overall decreasing trend of the magnetic moment per atom with
increasing cluster size is observed in all three cases, with some oscillating fine
structure features (Fig. 1.17).

This decreasing trend can be understood from general arguments, relating
to the cluster surface [61]. The magnetic moment of an atom at the surface
is generally larger than in the bulk. This is due to the lower coordination
of these atoms. Electrons tend to dwell near the atomic cores for relatively
longer times before hopping to a neighbouring site, compared with electrons
at the higher coordinated interior atoms. Hence the lower coordination causes
surface atoms to have more of a free-atom-like character than the interior
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atoms. The electrons are more confined near these sites than at interior sites
and the arguments which lead to Hund's rules (i.e., large spins) also produce
relatively large surface spins.

Note that for small sizes the magnetic moments per atom for Fe, Co and
Ni are approximately 3j.LB, 2j.LB and Ij.LB respectively. (Co is slightly higher,
probably due to orbital effects.) These values correspond to the maximum
spin that can be obtained with 7, 8 and 9 electrons in a d orbital. For example
a nearly-free iron atom has 8 valence electrons of which 1 is in the 4s orbital
and 7 in the 3d orbital. Of those 7, 5 are in spin up states (forming the
majority spin band) and 2 in spin down states (the minority spin band) .
Hence the net magnetic moment per atom due to the 3d orbitals is 3j.LB (the
s band is not spin polarised). This is roughly the situation for a surface atom,
where the majority spin band is entirely below the Fermi surface. Analogous
arguments predict 2j.LB for Co surface atoms and Ij.LB for Ni surface atoms.

Increased coordination of the interior atoms causes broadening of the
bands (as a consequence of more frequent hopping) so that the minority
band partially rises above the Fermi level (from which some electrons leak
into the half empty 4s band), causing a reduction in the spin imbalance. Con­
sequently, the magnetic moments of the interior atoms are reduced compared
with surface atoms. In fact for Fe, j.Lbulk = 2.2j.LB ; for Co, j.Lbulk = 1.6j.LB j for
Ni, j.Lbulk = 0.7j.LB.

This simple picture suggest a model: for a hypothetical spherical particle,
the ratio of surface atoms to total atoms is about 3N-1/3, so that for N =
1000, about 30% of the atoms are on the surface. Hence, one can estimate
that the size dependence of the magnetic moment is

j.L = j.Lbulk + (j.Ls~rf - j.Lbulk)3N-1
/

3
. (1.21)

Measurements show that the convergence to the bulk value occurs much
more rapidly than predicted and that clusters with as few as 1000 atoms
may already have bulk-like magnetic moments. Moreover, the evolution to
the bulk is not smooth. This indicates that the picture is far too simplistic,
although it has the merit of describing extremes reasonably well.

It is interesting to note that measurement of Cr clusters (N > 10) have
demonstrated that these clusters do not deflect. This may indicate that they
are non-magnetic or antiferromagnetic (as in the bulk) .

1.3.2.1 The Temperature Dependence of Magnetic Moments
Loss of ferromagnetic order occurs at the Curie temperature where thermal
motion overcomes the order imposed by the interatomic exchange interaction.
In itinerant magnetism there are two distinct pictures [55,56]: in the band
picture, the magnetic moment reduction is caused by thermally induced elec­
tronic excitations (Stoner excitations) which reduce the total moment. In
the localised moment picture, the global moment is reduced through local
misalignments, although the local moments remain intact. The Curie tem­
perature predicted by the Stoner model (see Chap . 7) is too large, while the
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Fig. 1.18. Magnetic moments as a function of cluster temperature for several clus­
ter size ranges. Ni clusters appear to converge to the bulk magnetisation curves
with an apparent Curie temperature of about 700 K for larger clusters. Fe clusters
are quite anomalous and there is no clear convergence to the bulk magnetisation
curve, in fact the apparent Curie temperature of larger clusters is far below the
bulk value of 1041 K. Adapted from [61J

local moment picture misrepresents the itinerant nature of the 3d electrons.
(It rests on fairly solid ground for rare earth metals where moment-carrying
elect rons are well localised) .

The molecu lar beam method favours measurements of magnetic moments
as a function of temperature over a wide range of temperatures, ranging from
80 K and below to 1000 K and above (Fig . 1.18). In this way the ferromagnetic
to paramagnetic phase transition can be probed. Magnetic moments have
been measured as a function of temperature for several sizes and it is clear
that they decrease with increasing temperature.

Several interesting general observations can be made. Magnetic moments
reduce with increasing temperature although they do not vanish at a well de­
fined temperature. This prop erty may be expected since finite systems cannot
have sharp phase transitions. It is also observed that for Ni and Co, with in­
creasing size, the magnetisation curves appear to converge to their respective
bulk behaviours. However , Fe is anomalous and no obvious trend can be dis­
cerned. We suspect that this may be related to the various crystallographic
phases of Fe which differ in their magnetic properties. In particular, bulk Fe
is bee. In the bulk this structure is stabilised compared with the fcc st ructure,
due to magnetic interactions. Small clusters usually prefer icosahedral struc­
tures (to minimise surface energy) . These steric considerations cause further
complications in the structure, and consequently in the magnetic properties,
as appears to be revealed by the measurements.

At sufficiently low temperatures it is expected that the magnetic moment
becomes pinned to a preferred axis in the cluster giving rise to the so-called
blocking effect [59,62) . In supported cluster syst ems this is manifested as an
abrupt vanishing of the magnetisation at and below the blocking temperature,
since the spin system is no longer able to respond to the applied field.
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It is not clear how the effect will manifest in free clusters, since the cluster
as a whole can still orient with respect to the applied field. However it is
unlikely that the response is still given by the Langevin equation. In fact
it has been predicted that below the blocking temperature, the magnetic
moment is still given by a Langevin-like equation, although it is uniformly
reduced by a factor of 2/3 [63] .

In contrast, low temperature measurements (down to 80 K) do not reveal
obvious anomalies although a slight reduction is observed in the Co data.
Hence, it seems that the blocking temperatures are lower than 80 K for
these cluster systems for all measured sizes, from which upper bounds to the
strength of the crystalline anisotropy coupling can be estimated. (Note that
shape anisotropies are not expected to be important for these sizes).

1.3.2.2 Magnetism of Ferromagnetic Clusters at Low Rotational
Temperatures
Thermal spin relaxation of free ferromagnetic clusters remains problematic
because of the apparent violation of angular momentum conservation in the
spin reorientation process. For example, if a cluster with spin S = 100n/2
(e.g., Fe35) enters the magnet with its spin anti-aligned to the magnetic field
and exits it with its spin aligned, then the change in spin angular momen­
tum is S = lOOn. Consequently, the rotational angular momentum R must
have undergone an equal and opposite change. If R » lOOn, the change can
be accommodated by a reorientation of R, keeping its magnitude constant;
however, if R < lOOn, then spin relaxation must also involve a change in the
rotational state which may be prohibited (since this requires a further change
in the total rotational energy) . Hence, we may expect that spin relaxation is
inhibited for rotationally cold clusters (i.e., T < 10K)(Fig. 1.19).

Clusters are very efficiently rotationally cooled in supersonic expansions
since the rotations only involve three degrees of freedom (compared with 3N
for the vibrations) . Evidence for reduced spin relaxation for rotationally cold
clusters is found in large deviations from the Langevin function for clusters
subjected to source conditions which favoured supersonic expansions [57,58].

Not only is the magnetisation strongly suppressed, we also observe evi­
dence of non-monotonic behaviour in the magnetisation as a function of ap­
plied field. An explanation for this effect is given in terms of an intra-cluster
resonance which occurs when the cluster rotational frequency is comparable
to the Larmor precession frequency of the spin in the magnetic field [58] .

Whether this explanation is correct remains to be seen. However, it is clear
that several anomalous effects manifest themselves at low temperatures.

1.3.3 Other Ferromagnetic Cluster Systems

The magnetic properties of several rare earth metals have been investigated
and in particular those of gadolinium [64,65] . Magnetism in these systems is
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Fig. 1.19. Examples of anomalous magnetisation behaviours. The magnetisation
of FeN as a function of magnetic field is shown for different expansion conditions.
For those conditions which produce rotationally warm clusters (solid triangles) a
very nearly linear behaviour is observed as may be expected for super paramagnetic
particles in the low field limit . For conditions which produce rotationally cold clus­
ters (progressive expansion for 0,0 and filled 0), important deviations from linear
behaviour are observed which cannot be accounted for in a simple relaxation model.
The effect is not well understood and may represent a very important property of
spin dynamics in free ferromagnetic clusters. Adapted from [58]

caused by partially filled 5f atomic orbitals which are essentially bound to
the atomic cores in contrast to the itinerant 3d electrons. Consequently, these
systems satisfy the conditions for the localised magnetic moment picture,
where ferromagnetic order is induced by an indirect exchange mechanism
involving polarisation of conduction electrons (super-exchange). Gadolinium
clusters are reported to have magnetic magic numbers, i.e., several Gd clusters
with less than 92 atoms are significantly more magnetic than neighbouring
clusters [64J. From the localised magnetic moment picture this suggests that
the spin alignment of neighbouring spins must be rather sensitive to the
cluster structure (assuming that the magnitude of the spin at each atomic site
is unaltered). Furthermore, it has also been reported that the clusters deflect
not only in the direction of the applied field but also in the opposite direction
[64J . The effect was explained in terms of locked moment behaviour and other
spin dynamic effects. However, recent measurements failed to reproduce the
effect [65J.

A new ferromagnetic material has also been found. Magnetic deflections
of small rhodium clusters have been observed which indicate that they are
ferromagnetic, in contrast to the bulk[66J . Hence ferromagnetism in this sys-
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tem is due to small-size effects. The magnetic moment is quite small but this
nevertheless indicates that novel nanoscopic magnetic systems may exist.

1.4 Conclusion

The molecular beam provides a unique non-interacting environment to study
properties of nanoscopic objects. Quantum confinement effects which give
rise to the electronic shell structure are readily identified in molecular cluster
beams, but are difficult to detect for small imbedded clusters or clusters
deposited on substrates.

This is not because these properties are illusive or subtle; they are not.
It is because it is very difficult to produce sufficient quantities of identical
supported clusters to produce unambiguous results . Even if all clusters are
identical, the substrate may strain the clusters and thereby modify their
electronic structure, see Chap. 5.

Now that a rather large body of information has been obtained on the
properties of pure clusters, it has become possible to distinguish intrinsic
properties from those which are caused by substrate interactions.

The ideal experimental environment provided by the molecular beam will
continue to be exploited and pushed in new directions. While most exper­
iments are presently performed on simple systems , much more complex al­
loy systems can be studied and analysed using the molecular beam produc­
tion and detection methods described here. For example, molecular beam
prospecting methods can be employed to identify novel magnetic alloys, which
educe properties from size effects.
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2 Fundamentals of Adsorbate-Surface
Interactions

Heinz Hovel, Lars S. O. Johansson, and Bruno Reihl

2.1 Introduction

Certain atomic and molecular species play the role of model systems for the
understanding of fundamental chemical and physical concepts in adsorbate­
surface interactions. Although the commercial value of these species may be
rather low, their value must be appreciated by the conclusions which can
be drawn from them, and their possible subsequent implementations into
technical processes and/or the engineering of novel materials. Amongst these
model species are the rare-gas atoms with their closed electronic shells, the
alkali metal atoms with just one valence electron, the highly symmetric C60

molecule, and metal clusters, all adsorbed on the best-understood single­
crystal surfaces. These are those of graphite, silicon, silver, and gold. Various
combinations of these model systems and surfaces will be presented here
with the special focus on the adsorbate-surface interaction, and the resulting
modifications of both the adsorbed species and the substrate surface.

A key issue in this context is the question of bonding, its nature and
strength. Weakly bound species may be desorbed from the substrate surface
by a small energy transfer as, e.g., given by a small temperature increase .
As an example, we mention xenon on graphite, which bonds by the Van-der­
Waals interaction below 65 K. Usually, this is referred to as physisorption.
In the other extreme of a very strong bond, the energy equivalent of several
hundred Kelvin is required to break the bond and allow the adsorbed species
to desorb from the substrate surfaces. This bonding regime is usually termed
chemisorption and comprises, e.g., alkalis and C60 on silicon, if we restrict
ourselves to the above-mentioned list of model systems. The strong bonding
case is usually accompanied by a charge transfer. Depending on the degree
of localisation and direction of the involved electronic orbitals, the literature
distinguishes ionic, covalent and metallic bonding [1].

For an understanding of the interplay between the electronic and geomet­
ric properties of the adsorbate-surface system it is important to know and
understand the properties of the clean, possibly reconstructed surfaces, since
the adsorbing species may induce or alter any reconstruction, which is then
usually accompanied by a modification of the electronic structure, changing,
e.g., the composite surface from metallic to semiconducting or vice versa.
In most cases, the degree of surface modification is scaling with the bonding
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strength: As we will discuss below, adsorbed xenon leaves the graphite surface
unchanged, while C60 adsorbed on the Au(llO)1 x 2 surface causes a com­
plete rearrangement of the top atomic layer, resulting in a new Au(llO)1 x 5
reconstruction of the substrate underneath.

Besides the surface reconstruction, the adsorbate can form an ordered
overlayer, which mayor may not be in registry with the surface periodicity,
and is usually dependent on the amount of adsorbed species and its interfacial
morphology given by the overlayer-surface strain and annealing temperature
applied. Important here is also the relative strength of the adsorbate-surface
versus adsorbate-adsorbate interaction. For a strong bonding to the surface
the overlayer forms a commensurate structure which fits into the surface
periodicity. If the bonding within the adsorbed species is dominating, this
leads to an incommensurate overlayer or even to three dimensional growth.
As we shall show in the next section a submonolayer of xenon on graphite
forms an incommensurate overlayer with a honeycomb-like domain structure.

2.2 Physisorption of Xenon on Graphite:
Superstructure and Domain Boundaries

As an example for physisorption we discuss xenon on graphite. Monolayers of
rare gases on graphite provide ideal testing grounds for 2D adsorbate phases
and phase transitions [2], as they exhibit a large variety of different phases
originating from the fact that the lateral interaction of the rare gas atoms
is of the same order of magnitude as the corrugation of the graphite surface
potential [3]. The phase diagram of Xe on graphite is well-known [4] along
with many details in the monolayer-coverage regime [5] . Hong et al. [5] found
a commensurate (J3 x J3)R30° Xe phase for the monolayer coverage at
temperatures below T = 60 K, which was confirmed by other studies [4]. As
the (J3 x J3)R30° lattice constant is about 3 % smaller than the Xe bulk
lattice constant, Xe forms an incommensurate phase in the submonolayer
regime, because compressive strain would be needed for the formation of the
commensurate phase.

The scanning tunnelling microscopy (STM) topograph in Fig. 2.1(a) shows
an atomically resolved surface area of 16 x 16nm2 of xenon on graphite. It
exhibits a nearest-neighbor distance of 0.45 ± 0.05 nm in agreement with the
expected (J3x J3)R30° value of 0.425nm for aXe adlayer on a graphite sur­
face (for experimental details see [6,7]). The Xe atoms resolved in Fig. 2.1(a)
form hexagonal patches about 15 atomic rows wide, separated by domain
walls which appear in the STM signal as a smooth contrast several atomic
rows in width. Xe atoms forming domain walls are slightly darker in the image
than the surrounding Xe atoms in the domains. The origin of this contrast will
be discussed below. The Xe domains are arranged in a hexagonal honeycomb­
like structure. This is in agreement with an incommensurate phase observed
for Xe coverages well below the completion of the first monolayer at tern-
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Fig.2.1. (a) : STM image
of Xe on graphite showing
atomically resolved hexago­
nal Xe domains arranged in
a hexagonal honeycomb-like
structure. Image parameters:
scan area 16 x 16nm2

, tip
bias : 3.2 V, current: 0.1 nA, T
= 5 K. (b) : Schematic model
of the Xe overlayer structure.
<I> denotes the angle between
the domain walls and the Xe
atomic rows. Xe atoms are ar­
ranged in three possible do­
mains (bold circles) denoted
A, B, C. Xe atoms forming do­
main walls are shown as thin
circles. See text for a further
discussion . (From Ref. [6])

peratures T < 60 K [5]. It is also supported by theoretical predictions for
a hexagonal domain-wall structure [8] . For a better illustration a schematic
model of the Xe overlayer is shown in part (b) of Fig. 2.1. The Xe atoms
are arranged in three possible domains denoted A, B, and C, each of which
having a registered (v'3 x v'3)R30° structure with respect to the graphite
surface. In going from one domain to the neighboring one the Xe rows are
shifted by aj2 = 0.12 nm where a denotes the lattice constant of graphite. In
the STM image of Fig. 2.1 this shift can best be seen as a slight distortion of
the Xe rows across the domain walls.

We note that the symmetry axes of the honeycomb dislocation pattern in
the STM image of Fig. 2.1(a) are not aligned with the symmetry axes of the
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Xe atoms as it is drawn in Fig. 2.1(b), but tilted by about Ii = 110
• With a

more detailed evaluation of our STM images [6] we have identified this large
tilting angle of the domain walls to be the origin of the small rotation angle
predicted by theory [9] and observed in diffraction studies [4,5].

Fig. 2.2 . STM image of
Xe on graphite showing
contamination-induced dis­
tortions in the hexagonal
honeycomb-like overlayer
structure. Image parameters:
scan area 200 x 200nm2

, tip
bias: 4.5 V, current: 0.1 nA,
T = 5 K. (From Ref. [6])

Fig. 2.2 shows a typical large-area STM image of 200 x 200nm". The do­
main walls are clearly visible as a bright honeycomb pattern. The surface is
locally contaminated by randomly distributed adsorbates appearing as bright
spots. These adsorbates create distortions of the regular honeycomb-like do­
main walls as has been discussed by Villain [10] . The presence of adsorbates
creates a local preference for one certain domain leading to distortions of the
wall structure. The contrast inversion in comparison with the measurement of
Fig. 2.1(a) is due to the higher gap voltage applied (4.5 V), increasing the tip­
sample separation, which was an advantage when taking large area overviews
of the domain structure without atomic resolution. The contrast between
domains and domain walls is an electronic effect which can be attributed
to the lateral interaction of the Xe atoms within the adsorbate layer. This
lateral interaction is strongly dependent on the interatomic distance as has
been shown for the occupied states of the Xe monolayer [11,12]. In Fig. 2.1(a)
(gap voltage 3.2 V) the interaction causes a broadening of the unoccupied Xe
bands in the compressed areas of the domains. These are then contributing to
the tunneling current at lower gap voltages as compared to the domain-wall
regions, which consequently appear darker in the STM images. The inversion
of the contrast between domains and domain walls around 4.5 V can be re­
lated to the unoccupied Xe 6p level located 4.3 V above the Fermi level in the
monolayer coverage regime as has been shown for the system Xe on Au(110)
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by inverse photoemission [13J. A sharp peak in the energy distribution curve
of the inverse-photoemission signal corresponds to a high density of states
and causes an extra contribution in the STM signal of the domain walls,
while in the case of the domains the broadening of the energy bands smears
out and possibly shifts this contribution to higher energies.

2.3 Chemisorption of Alkali Atoms on Semiconductor
Surfaces

2.3.1 Ionic vs. Covalent Bonding and Charge-Transfer
Monitoring

There is a longstanding controversy [14J about the nature of the bonding of
the alkali-metal atoms to semiconductor surfaces, in particular to silicon sur­
faces. Two extreme pictures may describe the situation: in case of a complete
charge transfer of the alkali valence s electron to the semiconductor surface,
the bonding is ionic, and the metallisation as a function of coverage is caused
by a partial filling of the surface state bands [15-19J. The strong dipole field
created by the positive alkali ion and the negative image charge are causing
the strong workfunction change with coverage. In the other case, the charge
transfer is fractional and rather small , and a weak covalent bonding explains
the strong workfunction reduction by a polarization-dependent interaction
[20-22J. The metallisation occurs within the alkali metal overlayer as soon as
the valence electron orbitals can overlap as a function of coverage, hence a
critical surface atom density is required in contrast to the ionic-bonding pic­
ture. Some theories also favor a mixed-type of bonding, i.e, almost ionic at
low coverages, while the covalent character increases with coverage [23,24J.
As we will show below, direct and inverse photoemission results favor the
second or third alternatives in most cases (with one significant exception).

A common belief in the literature of alkali-metal-on-semiconductor re­
search is the equivalency of the different alkali atoms (with the exception of
Li), and in particular of potassium and cesium. Often, calculations performed
for potassium are compared to experiments with cesium and vice versa. For
example, the electronic-structure calculations of Ciraci and Batra [16J for
Si(111)(2 x l)-K were compared to photoemission results of Cs [25J on the
same surface. Later it was found from self-consistent total-energy calculations
[17J that the (2 x 1) surface reconstruction is unstable against K adsorption,
favoring a (1 x 1) structure which may become insulating at higher coverages.
We will prove below that alkali atoms do not behave iso-electronically on the
same semiconductor surface. Their atomic radii and polarizabilities also play
important roles, as they determine the relative strength of the adsorbate­
adsorbate versus adsorbate-surface interaction.

The experimental techniques of angle-resolved direct and inverse photo­
emission (Angle Resolved Ultraviolett Photoelectron Spectroscopy, ARUPS
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INVERSE PHOTOEMISSION

METAL
ATOM

BULK SURFACE

SEMICONDUCTOR
SUBSTRATE

Fig. 2.3. Illustration of in­
verse photoemission as a mon­
itor of charge-transfer pro­
cesses which may occur when
a metal atom interacts with
a semiconductor surface with
bulk and surface states

and Inverse Photoelectron Spectroscopy, IPES) are particularly well suited
for investigating the amount of charge transfer as relevant parameter for
the ionic versus covalent character of the Si-alkali metal bond . The empty
electronic states at the surface may get filled by charge transfer from the
alkali atom, and hence are no longer available as final states in the IPES
process . On the other hand, they should then become visible in the ARUPS
spectra. This is illustrated in Fig. 2.3. The changes of the ARUPS and the
IPES signals thus provide a monitor of the semiconductor-metal interaction.
In addition, ARUPS and IPES provide the needed surface sensitivity owing
to the limited penetration depth of the incoming and outgoing electrons,
respectively. An important aspect is the availability of both techniques in the
same spectrometer, allowing IPES and ARUPS measurements on the same
surface , with the same alkali metal coverage.

We are mainly interested in ordered surfaces, because then surface states
may form bands with well-defined E(k) dispersion relationships in the plane
of the surface. The measurement of their dispersions allows us to identify
the surface states, i.e, distinguish them from bulk states. In cases where they
cross the Fermi energy, a necessary condition for a metallization of the in­
terface system is fulfilled. By comparison to electronic-structure calculations
we can even derive structural information and determine alkali adsorption
positions as demonstrated below. The wave vector k of surface states as two­
dimensional entities has only a component parallel to the surface kll which
can be related to the kinetic energy Ek and polar angle 8 of the incident
electron beam (or outgoing beam for ARUPS) by kll = O.512sin8(Ek)l/2,
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where Ek = hv - ¢ + EB and EB is the measured binding energy, referred to
EF, of the spectral features in the IPES and the ARUPS spectra. Energies
are in electron volts (eV) and wave vectors in inverse Angstroms , ¢ denotes
the workfunction. Details about the ARUPS and IPES experiments, the sam­
ple preparation, the surface characterization, etc. of the various alkali-metal
interfaces may be found in the original publications (see references within the
following text) .

2.3.2 Li, Na, K and Cs on Cleaved Si(l11)

It was found from total-energy calculations [17) that K deposition on the
cleaved Si(l1I) surface destroys the 2 x 1 reconstruction and forms a 1 x 1
surface. In contrast, we find that K deposition leaves the p-bonded chains
unchanged and observe a 2 x 1 LEED pattern throughout the coverage
regime [26) . However, cesium does destroy the 2 x 1 registry and forms a
new v'3 x v'3 - R30° surface atom arrangement at exactly the I-monolayer
(ML) coverage [27). Sodium [28) and lithium [29) also destroy the 2 x 1 pattern
and form 1 x 1 phases as it had been predicted [17) for K.

In Fig. 2.4 we show the relevant angle-resolved inverse photoemission
spectra for one ML of potassium on Si(l1I)2 x 1. As discussed in more detail
in Ref. [26], the K-induced surface state U~ in Fig. 2.4 shifts towards the Fermi
level and loses spectral intensity. Such behavior is proof for an IPES peak
moving through the Fermi level as measured with a finite energy resolution
[30], hence the surface state crosses the Fermi level about midway along the
r-J axis, proving a metallization. Plotting the peak position of the spectra
in Fig. 2.4 (and other spectra not shown), we find that the overall shape and
bandwidth of the surface-state band is consistent with Ciraci and Batra's
calculations [16) for one K atom per 2x 1 unit cell. This is essentially the clean­
surface band structure with the Fermi level shifted so that it cuts through
the unoccupied band, rendering the substrate surface metallic. Finally, we
note that we also observe [26) this surface-state band to cross EF at smaller
coverages, i.e. less workfunction reductions, indicating metallicity in a broad
coverage range, which makes the KjSi(Il1) interface consistent with the ionic
picture. Its ingredients were substrate metallization through filling of the
surface-state bands [16), and no critical coverage needed for metallization.

The monolayer-covered CsjSi(Ill) surface is quite different from the
KjSi(l1I) case, as cesium destabilizes the p-bonded chain structure and in­
duces a (v'3 x v'3)R30° reconstruction [27) . The Cs-induced surface-state
features exhibit only little dispersion as function of ¢ and never approaches
the Fermi level for all Surface Brilloin Zone (SBZ) symmetry directions mea­
sured (data not shown). This holds true for the unoccupied surface band
dispersion as obtained by IPES as well as the occupied surface band as de­
rived from ARUPS . Their combination yields an indirect surface bandgap of
1.5 eV. All these observations are at variance with previous predictions and
experiments of the CsjSi(Il1)2 x 1 interface system .
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Si(111) 2x 1- K

r-j

-2 -1 EF=O 1 2 3
ENERGY (eV)

Fig. 2.4. Angle-resolved inverse photoemission
spectra at hi» = 9.5 eV for different incidence
angles e, probing states along the r-J line of
the Si(111)2 x l-K surface Brillouin zone (from
Ref. [26])

We have also investigated sodium and lithium on the cleaved Si(lll)
surface [28,29]. The workfunction minima are less pronounced (-2.40eV for
Li and -2.7 eV for Na) as compared to K and Cs on the same surface. At
about half of the saturated-monolayer coverage , the LEED pattern changes
from 2 x 1 to 1 x 1 which implies the existence of yet another alkali phase on
the same silicon surface. Angle-resolved UPS and IPES measurements (not
shown) reveal that at 1-ML coverage both interfaces are semiconducting. In
Fig. 2.5 we compare our measured energy dispersion for the Na-induced unoc­
cupied (Ui) and occupied (S) surface state features to existing band-structure
calculations which we have split for the two different azimuths. Along I'-K
we have reproduced the bands from a first-principles pseudopotential calcula­
tion [15], which finds 1J..¢ = -2.7 eV in perfect agreement with our value and
an ionic bond of the Na 3s with the 3p dangling bonds of the Si substrate.
Amongst the various adsorption sites , this calculation favors the three-fold
hollow site. The latter is in contrast to the calculations of Ossicini et al. [31],
which favor the three-fold filled site with a charge transfer of 0.14 electrons
per atom, indicating a covalent bonding. Their electronic structure is based
upon the linear muffin-tin orbital method in the atomic-sphere approxima-
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F ig .2.5. The energy dispersion E(k ll) of the occupied and empty surface-state
features of 1 ML Na on Si(111) as measured by angle-resolved UPS and IP ES,
respec tive ly. The crosses indicate t he est imated uncertainty. Along r -K (right side)
we compare to the calculated bands of Northrup [15], along roM(left side) to those
of Ossicini et al. [31] . (The theoretical surface-state bands have been adjusted in
energy to give the best agreement for the occupied part. The hatched area represents
the projected bulk bands of each calculation.) (From Ref. [28])

tion and are shown in Fig. 2.5 along the f -M azimuth. Clearly, thei r empty
surface-state band does not follow our measured dispersion. Recently, ab ini­
tio molecular dynamics simulations using a plane-wave expansion have been
performed for both Na- [32] and Li- [33] covered Si(lll) . These calculations
simulate temperature annealing with a random displacement of atoms in or­
der to find the equilibrium structure. The authors also find the 1 x 1 surface
structure with the three-fold filled site for Li and the three-fold hollow site
for Na as the most stable configurations with the lowest total energy. Their
surface-state dispersions calculated for the two different adsorption sites agree
almost perfectly with our measured dispersions for Li and Na, respectively.
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2.3.3 Li, Na, K and Rb on Si(lOO)

The important questions about the alkali-metal-semiconductor interface , e.g.
the nature of the alkali-Si bond , the amount of charge transfer from the al­
kali metals to the substrate, th e metallization, the adsorption positions, the
sat urat ion coverage at room temperature (RT), has been most hotly debated
for the Si(100)2 x 1 surface. In early studies of alkali-metal adsorption on
Si(100)2 x 1, Levine's model for Cs adsorption [34] was assumed to be valid
for all the alkali-saturated surfaces at RT. In that model, the alkali atoms
are placed in the so-called pedestal sites, i.e. in the middle between two
neighboring dimers in the same row, which gives a coverage of 0.5 ML of
alkali-metal atoms. (1 ML is defined as 6.78 x 1014 atoms per em", i.e. the
same density as for one Si-atom surface layer) . Originally, both theoretical
[19] and experimental [35] studies of the KjSi(100)2 x 1 surface supported
this model. In particular electron-energy loss spectroscopy of the overlayer
plasmon indicated the existence of one-dimensional alkali-metal chains [35],
as expected from Levine's model. The room temperature saturation coverage
and the adsorption sites were then for several years under discussion , partly
because of the experimental difficulties in determining the alkali-metal cover­
ages. However, in recent years broad agreement (with few exceptions [36]) has
developed around the so-called double-layer model for alkali-metal adsorption
on Si(100) , originally proposed for the KjSi(100) system [37]. In this model ,
which is illustrated in Fig. 2.6, the room-temperature alkali-metal saturation
coverage is about one ML, and the alkali atoms sit in two different adsorption
sites: the pedestal site and the valley-bridge site (in the trough between the
dimer rows, straight between two pedestal sites) . A large body of experimen­
tal evidence has been obtained , which wholly or partially supports this model,
e.g. with X-ray photoelectron diffraction [37], angle-resolved photoemission
[38,39] and inverse photoemission [40-42], core-level spectroscopy [43,44], and
ion scat tering [45] . Similarly, recent theoretical total-energy calculations also
support this model [21,22].

Th e nature of the alkali-Si bond and the surface metallization are two
other widely debated topics, in particular after the early proposal by Ciraci
and Batra [19,46] that the alkali-Si bond is strongly ionic at saturation cov­
erages, and consequently that metallization occurs by simple charge transfer
from the alkali metal to the substrate surface states. More recent theoretical
studies [21,22] have come to a different conclusion, describing the bond as a
hybridization of Si dangling bonds and alkali ns-np orbitals, which is then
called a polarized covalent bond. Many experimental studies have confirmed
the covalent-bond picture, in particular photoemission [36,38,39,43,47] and
inverse photoemission studies [40-42,48]. The ARUPS studies have shown a
tr ansformation of the dangling-bond band into at least two new bands at
alkali-metal saturation coverages, whereas the IPES results have shown the
emergence of new dispersing overlayer-derived bands .



2 Fundamentals of Adsorbate-Surface Interactions 47

Top view

Side view

Fig. 2.6. Schematic illustration of the double­
layer model originally proposed for the
Si(lOO)2-Ksurface in Ref.[37J . The alkali atoms
(large shaded circles) are located both between
and on top of the dimer rows right above the
third Si layer. (From Ref. [48])

The onset of metallization of the RT-saturated KjSi(100)2 x I surface
was demonstrated experimentally in our early combined IPESjARUPS study
[40] , where it was shown that metallization occurs through occupation of the
minimum of a strongly dispersing empty overlayer-derived band at saturation.
This is illustrated in Fig. 2.7 which shows ARUPS and IPES spectra recorded
in normal emission and incidence, respectively, for increasing K coverages.
A single-domain 2 x I-reconstructed surface was obtained by using vicinal
samples . In the spectra from the clean surface (111) = 0.0) contributions can
be seen from the filled and empty dangling-bond surface state, denoted Sl
and U1. A small contribution from the U1 state can be seen also in the UPS
spectrum owing to the high n-doping of the sample crystal. The structures
above 3 eV and below - 2eV are attributed to the Si conduction-band and
valence-band emission, respectively. At low K coverages, the emission from
the small U~ peak at the Fermi level in the ARUPS spectra is increased. This
Fermi peak corresponds to the partial occupation of the previously empty U1

dangling-bond state, by charge transfer from the outer s-level oft the alkali
adsorbate to the substrate. This effect has been observed much clearer on low­
doped on-axis cut Si substrates for low coverages of Li [49], Na [43], K [38,43],
Rb [48], and Cs [44] on Si(IOO). This simple charge transfer effect suggests
a mainly ionic bonding at low coverage (up to 0.2 ML), a conclusion that is
also supported by low-energy ion scattering studies of K and Cs adsorption
on Si(IOO) [50] .

At a coverage corresponding to 111> = -2.0 eVan empty surface state
denoted U2 appears at 2.4eV energy, which shifts with further increasing
coverage downwards in energy until it reaches the Fermi level at the same
coverage where the work function reaches its minimum at 111> = -3.38 eV.
Then the U2 state becomes also visible in the ARUPS spectra (denoted U~) .
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Si(100) 2x 1- K
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Fig. 2.7. ARUPS normal­
emission and IPES normal­
incidence spectra recorded on
th e Si(100)2 xI-K surface for
increasing K coverage . The
coverage was indirectly con­
trolled by th e measured work
function shift (..1<li). The sym­
bols are explained in the te xt .
(From Ref. [40))
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In the ARUPS spectra, a second surface state denoted S2 appears to split off
from the 81 peak for .d¢ = - 2.85 eV and move to lower energies for increasing
coverage . Between .d¢ = -3.09eV and -3.38 eV, all ARUPS features shift
downwards by 0.3 eV, as indicated in Fig. 2.7. This energy shift thus coincides
with the minimum in the .d¢ curve and occurs quite abruptly with respect
to the K-evaporation time . We interpret this shift to be a band-bending shift
caused by the onset of the filling of the previously empty surface state U2.

The dispersion of the U2 state was measured by recording IPES spectra
for various incidence angles along the main symmetry directions of the surface
Brillouin zone (SBZ). This could be done unambiguously due to the single­
domain character of the 2 x I-reconstructed surface. Large parabolic-like
dispersions were found in both the I'-J and the I'-J' directions of the SBZ,
which are plotted in Fig. 2.8.

Th e data presented above were the first direct and conclusive evidence
for overlayer metallization in the case of Si(IOO) , since in the IPES and
ARUPS spectra we directly observe the crossing of the Fermi level of the
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Fig. 2.8. The theoretical and experimental energy dispersion E(kll) of the surface­
state features of 1 ML K on Si(100)2x1. The experimental data as measured by
angle-resolved IPES (Ref. [40]) are indicated by dots and are shifted in energy to
achieve the best agreement with the theoretical bands , as calculated by Morikawa
et al. (From Ref. [21])

overlayer-derived Uz band . Further evidence for a metallic overlayer is given
by the parabolic-like dispersion of the Uz band, which indicates a metallic
bonding within the overlayer with strong K-K interaction both parallel and
perpendicular to the dimer rows. Later photoemission [39,51] and STM [52]
studies confirmed these results. This metallization occurs at the coverage cor­
responding to the minimum workfunction value, whereas at a slightly lower
K coverage, at £1<jJ = -3.09eV, the surface is still semiconducting. This in­
dicates that the metallization occurs at a coverage that is nominally slightly
above 1 ML. Thus at 1ML coverage we expect a semiconducting surface, in
agreement with the double-layer model.

By comparing to calculated band structures for Si(100)2 x 1-K [19,21,22],
it is clear that our results are consistent with atomic models based on 1 ML
coverage, e.g. the double-layer model [37], but not with 1/2-ML models, e.g.
Levine's model [34]. The main features of the 1/2 -ML models (one filled
surface band and one half-filled, with the empty part dispersing downwards
from f) are widely different from the experimental results presented here
and in Ref. [38] (two filled surface bands well below the Fermi level, a semi­
conducting surface just before saturation and a mainly empty surface band
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dispersing upwards from f). The steep dispersion of Uz in the direction per­
pendicular to the dimer rows is also clearly inconsistent with Levine's model,
since it indicates a strong K-K interaction in this direction.

In contrast, our results are in very good agreement with ab-initio the­
oretical studies of Kobayashi et al. and Morikawa et al. [21] . This is illus­
trated in Fig. 2.8, which shows our experimental dispersions together with
the calculated bandstructure of Morikawa et al. for a 1 ML K coverage on the
Si(100)2 x 1 surface. For the double-layer model they found a semiconduct­
ing surface band structure with two filled bands derived from the Si dangling
bonds and K 4s and 4px,y orbitals, and one empty band with mixed K 4pz
and 4s orbital content. The character of the empty band agrees well with the
Uz band in the present work. Our results thus give strong support to the
polarized covalent Si-K bonding picture proposed in Ref. [21].

Our IPESjARUPS investigations of alkali-metal adsorption on Si(lOO)
were later extended to Na [41] and Li [42] and Rb [48]. The adsorption of
these alkali metals on Si(lOO)2 x 1 have shown general similarities to the
KjSi(100)2 x 1 results, but also significant differences in the electronic struc­
ture, in particular the lack of metallization in the Li and Na cases. However,
in all cases an overlayer-derived surface state appeared and shifted down­
wards towards the Fermi level with increasing alkali metal coverage. For K
and Rb it reached the Fermi level leading to a metallization of the surface ,
whereas for Li and Na, the overlayer state remained above EF , leaving the
surface semiconducting.

Our results fit very nicely into the overall picture that has emerged for
RT saturation coverage of alkali metals on Si(lOO)2 x 1, i.e. about a full
monolayer coverage,arranged into a double-layer above the still dimerized
2 x I-reconstructed substrate, a relatively weak polarized covalent Si-alkali
bond, and a semiconducting surface band structure (in the ideal I-ML case,
see discussion above). These results provide a database that allows us to sys­
tematically investigate the effects of the size of the adsorbed alkali atoms.
The combination of ARUPS and IPES in one spectrometer made it possible
to unambiguously determine important parameters of the surface electronic
band structure. In particular, the maximum energy of the topmost occupied
band at f and the minimum energy of the unoccupied band could be de­
termined by recording an IPES and an ARUPS spectrum directly after each
other on the same surface preparation. Thereby the surface band gap could
be (almost) unambiguously detprmined. This parameter provides information
about the strength of the Si-alkali bond. A strong bond leads to a smaller
Si-alkali bond length and a larger band gap, whereas a weak bond leads to
the opposite [21]. In addition, the bandwidth of the empty overlayer-derived
Uz band gives a qualitative information about the strength of the alkali-alkali
interaction within the overlayer. Fig. 2.9 illustrates the differences in energy
positions of the surface states at f for saturation coverage of the different
alkali-metal adsorbates. One can clearly see how the surface band gap mono-
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tonically changes from a quite large gap for Li, down to a quite small gap
for Rb. This is mainly caused by the movement of the U2 band minimum
downwards towards the Fermi level for increasing alkali-atom size. However,
also the occupied states move slightly towards the Fermi level for increasing
alkali atom size.

Si(100)2x1 with Alkali Melal Overlayers
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Fig. 2.9. Comparison of ARUPS normal-emission and IPES normal-incidencespec­
tra recorded from alkali-saturated Si(100)2x1 surfaces for Li, Na, K and Rb adsor­
bates . The data are taken from Refs. [40-42,48], respectively. (From Ref. [48])

The values of the band gaps and U2 minimum positions, as well as atomic
radii and the U2 bandwidths are shown in Table 1. The U2 bandwidths display
the opposite trend as compared to the band gaps. For Li the U2 dispersion is
flat and for increasing alkali-atom size, the bandwidth increases up to about
1.4 eV for K and Rb. The reason for this change can be found by considering
the adsorption positions on the Si(100)2 x 1 surface. In the double-layer model
(see Fig. 2.6) the nearest-neighbor distances for the alkali atoms are 3.84­
4.0 A, giving an atomic radius of about 1.9-2.0 A. This can be compared to
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the atomic radii for the alkali atoms in the metallic phase (see Table 2.1).
One observes that the larger alkalis (K, Rb) sit considerably closer to each
other on the Si(100)2 x 1 surface as compared to the K and Rb bulk metals,
respectively, leading to a strong alkali-alkali interaction and thereby a large
U2 dispersion. The atomic radius of Li, however, is considerably smaller than
the Li-Li distance on the Si(100)2 x 1 surface, leading to small wave function
overlap, i.e, small Li-Li interaction and thus no dispersion for U2 • In general,
the wave function overlap and the corresponding interaction should hence be
larger for increasing alkali-atom size. This is precisely what the U2 bandwidth
differences indicate.

Table 2.1. Metallic atomic radii for the alkali atoms and measured surface
electronic-structure parameters for saturation coverages of Li, Na, K and Rb on
Si(100)2 x 1. The data are from Refs. [40-42,48]. The uncertainties in determining
the energy positions are given by the energy resolution of the experimental tech­
niques and the resulting cut-off effects by the Fermi level. The resulting errors for
the surface band-gap values are estimated to be ± 0.2 eV.

Alkali- Metallic Surface U2-min . U2-min . U2

atom atom radius band gap reI. to Eg reI. to VBM bandwidth

(A) (eV) (eV) (eV) (eV)

Li 1.52 3.0 2.0 2.3 0

Na 1.86 2.1 0.7 1.25 0.3

K 2.27 1.0 0 0.3 1.4

Rb 2.48 0.6 0 0.2 1.4

2.4 Bonding of Cao Molecules on Ag and AU(110)
Surfaces

The cage-like arrangement of 60 carbon atoms on equivalent sites to form
a soccer-ball (named fullerene), which again condenses on fcc lattice sites to
build up a solid called fullerite, is established by now [53J. There exists a great
body of experimental and theoretical papers [54-60J dealing with the energy
positions of the highest-occupied and lowest-unoccupied molecular orbitals
and the resulting HOMO-LUMO gap.

Surprisingly, there exist only few detailed investigations on the interplay
of the geometric and electronic properties of fullerite formation. In many
cases fullerite is formed by growing films of C60 on metal or semiconductor
substrate surfaces. Hence, interfacial epitaxy, possible charge transfer, and
different adsorption phases play a crucial role and determine the electronic
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and geometric properties of the first layers of the fullerene film. We discuss our
findings of C60 adsorption on the clean Ag(110), Au(110)1 x2, and Si(100)2x 1
surfaces employing the techniques of STM, tunneling spectroscopy, and direct
and inverse photoemission.

2.4.1 Geometric Properties

Fig. 2.10 shows an STM topograph of Au(110)1 x 2 covered with about 2/3
monolayers C60 , in which large platelets of ordered C60 are observed. In the
regions of the bare surface a high density of Au steps appears, indicating
the retreat of surface steps under the influence of the advancing edge of a
growing fullerene island. The same phenomenon was observed for C60 on
Ag(110) ) [61) . This step bunching along with the Au material transport
involved already provides evidence for the strong interaction of C60 with the
open-structured noble-metal (110) surface at monolayer coverage.

Fig.2.10. STM topograph (~ 200 x 400 nm") of about 2/3 monolayer 0 60 on
Au(llO) showing well-ordered platelets of 0 60 and a high-density of surface steps
in-between. Tip bias: +0.55 V, current: 0.23nA, T = 5K

Zooming into one C60 island we observe in Fig. 2.11 a quasi-hexagonal
overlayer structure with a "zigzag" superstructure with respect to the sim­
ple hexagonal C60 lattice, as originally found by Gimzewski et al. [62) . The
zigzag lines (bright is higher, dark is lower) run parallel to the [110) gold rows
and are vertically displaced by 0.05-0.08nm. Close inspection of the STM to­
pographs and rigid-ball modeling of the composed surface reconstruction re­
veal a Au(110)6 x 5-C60 structure, whereby the mere gold surface underneath
exhibits a 1 x 5 reconstruction, which continues to persist even in between
the C60 islands, as can be seen in Fig. 2.12. In the case of Ag(110), the strong
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Fig. 2.11. STM to­
pograph (10x 10 nm")
of an ordered C60

monolayer on
Au(llO) with the
typical zigzag ar­
rangement with the
6 x 5 unit cell de­
picted as a rectangle.
Tip bias: -0.2 V,
current: 0.24 nA, T =
5K

C6o-noble metal interaction manifests itself in an unexpected growth behav­
ior of the C60 overlayer perpendicular to the surface, which follows the [110J
direction and not the typical [111J direction of an epitaxial fcc crystal growth
mode [61J. In contrast to the gold case, the reconstructed surface leaves the
silver surface unaffected and exhibits a Ag(110)c(4 x 4)-C60 symmetry.

Fig. 2.12. STM topograph (27 x
27nm2

) of the Au(llO) 1 x 5 sub­
strate reconstructed area in between
the C60 islands. Tip bias: +0 .36 V, cur­
rent: 0.21 nA, T = 5 K

2.4.2 Electronic Properties

The strong interaction of C60 with both the Ag and Au(110) surfaces man­
ifesting itself as major atomic rearrangements, is also expected to show up
in the electronic structure of the C60 film in both cases. One way to look
at the electronic structure is by means of the STM performing tunneling
spectroscopy, i.e. measuring the normalized conductance (dI IdV) I (I IV) as
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a function of tip-sample voltage V (see Chap . 5). This provides a local view of
the electronic structure. As presented in section 2.3 for alkali metals on semi­
conductors, electronic-structure investigations have also been performed em­
ploying direct- and inverse- photoemission spectroscopy which are, however,
spatially averaging. In the followingwe discuss the results for Ag(llO)c(4 x 4)­
C60 .

We have performed tunneling spectroscopy on C60 monolayer and multi­
layer covered Ag(l10) surfaces. The spectrum for the 1-ML coverage exhibits
features above and below but close to the Fermi level. They are both found at
energies further away from the Fermi energy, when additional layers are ad­
sorbed (not shown, see [61]). These measurements are consistent with our ob­
servations in photoemission (see below). The electronic structure of fullerene
films has been studied by UPS and IPES [54-56,58], but other techniques
have also been applied to measure the energy position of the HOMO and/or
determine the band gap of solid C60 . Unfortunately, the experimentally ob­
tained values for the energy positions of the HOMO- and LUMO-derived
bands and the corresponding band gap Eg differ substantially [63] . We have
performed UPS and IPES measurements at hv = 21.2eV and 9.5eV , respec­
tively, as a function of C60 monolayer coverage at room temperature [64] .
Fig. 2.13 shows the clean-silver spectra at the bottom, which are dominated
by the occupied silver 3d bands between -4eV and -8eV. The 1-ML spectra
reveal the characteristic [54-56,58] five-peak structure of the occupied regime
and the four unoccupied spectral features with the HOMO and LUMO peaks,
respectively, closest to the silver Fermi level, EF. However, in contrast to the
literature the LUMO spectral feature crosses EF rendering the ordered 1-ML
C60 metallic. With the deposition of the 2nd monolayer additional features
occur in the spectra (cf. Fig. 2.13). Using the multilayer spectra (top curves)
the 2-ML spectra can be interpreted as superposition of a 1-ML spectrum
and a 2nd-layer spectrum shifted by '" 0.9 eV for the unoccupied states and
'" 0.2 eV for the occupied states away from the Fermi level, respectively. The
multilayer spectra are then dominated by these shifted peaks with a clear
semiconducting signature, as they are known in the literature. Also shown in
Fig. 2.13 are the workfunction changes with respect to the clean surface: af­
ter an initial increase of 0.40eV, the workfunction practically stays constant
within ±0.05 eV.

The opposite energetic shifts of the occupied and unoccupied molecular
levels reveal the metallic image-charge screening in the photoemission final
states [13]. In an initial-state picture the energy position of the adsorbed
molecule is pinned to the vacuum level. It changes simultaneously as a func­
tion of coverage for, e.g., the HOMO and LUMO, as E2nd ML = E1st ML +11¢
in contrast to our observation in Fig. 2.13 with no further workfunction
changes after the 1st-ML deposition. On the other hand , the final-state pic­
ture yields
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Fig. 2.13. Direct and inverse photoemission spectra C60 on Ag(llO) as a function
of monolayer coverage. Also given are the workfunction changes Ll<t> with respect
to the clean surface. (From Ref. [64))

Emeasured = E initial + Erelax , (2.1)

where

Erelax = Eintra , scree n + Einter , screen + (_e2 /4 z) (2.2)

takes into account the intra- and intermolecular screening energies and the
image-charge screening term. The image charge is induced in the silver sur­
face by the positive (negative) 060 ion, with the screening energy depending
on the average distance z of the photo-ionized (electron-added in case of
IPES) molecule to the image plane of the surface . This naturally explains
the coverage dependence and the opposite shifts observed for the UPS and
IPES features in Fig. 2.13. Our findings are in agreement with valence-band
photoemission and 0 Is core-hole absorption of 060 on Au(llO) and their
interpretation [65] and similar measurements for xenon on Au(llO) [13].

As a test we have also deposited 0 60 on Si(100) wafers and measured the
analogous UPS and IPES curves as a function of coverage (see Fig. 2.14 and
Table 2.2) . In accordance with our interpretation above we do not observe
any shifts of the HOMO and LUMO, as we do not expect any metallic image­
charge screening for the Si(100) surface. Table 2.2 summarizes the measured
values of Eg for the 060 monolayer and multilayer on Ag(llO) and Si(100) .
Now it is evident why the literature values of the energy positions of the 0 60
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Fig. 2.14. Direct and inverse photoemission spectra of C60 on Si(100) as a function
of coverage. Also given is the workfunction change L1<fi with respect to the clean
surface

HOMO and LUMO and the corresponding gaps differ so much: there is a
coverage dependence, a substrate dependence (metallic or semiconducting),
and a dependence on the experimental technique applied, as each technique
implies a different relaxation energy.

As an intermediate conclusion we may state that the highly symmet­
ric and unique cluster C60 exhibits different "signatures" depending on the
substrate and on the spectroscopic technique employed; The screening and
relaxation energies involved in these spectroscopies are well-known and es­
tablished phenomena for any highly-correlated electronic system, as already
manifested in free d-metal atoms , solids and compounds . Asymmetric core-

Table 2.2. Experimentally determined minimum gap Eg and HOMO-LUMO peak
differences for C60 on Ag(llO) and Si(100).

Method E g HOMO-LUMO specimen

(eV) gap (eV)

UPS/IPES 2.2 3.1 > 2 ML on Ag(llO)

UPS/IPES 1.1 2.0 1 ML on Ag(llO)

UPS/IPES 2.0 ± 0.2 3.8 ± 0.2 ~ 1 ML on Si(100)2 x 1
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levellineshapes and satellite structures in the valence-band emission of, e.g.,
nickel are just two such examples. New in the present case of C60 adsorption
is the cluster-substrate interaction which opens an additional dimension to
the "old" question of screening and relaxation. As we shall present in the
next section, this will hold true for any type of cluster and not just C60 , and
will affect both the spectral emission from the valence bands as well as for
the localized levels. Questions like the metallicity of low-dimensional systems
will hence find a natural answer.

2.5 Electronic Response within the Cluster-Surface
Interaction

Nanostructures which include low-dimensional systems and clusters of nano­
meter size exhibit new and unexpected properties. Their experimental veri­
fication, however, may in itself exhibit surprises and reveal novel phenomena
linked to nanometer dimensions. For example, there is an ongoing contro­
versy about cluster size effects in photoelectron spectroscopy: Are they due
to changes in the electronic structure of the clusters, i.e, initial-state effects, or
caused by the final-state effect originating from the positive charge remaining
on the cluster in the photoemission process? [66]

The electron energy measured in a photoemission experiment is influenced
by the interaction with the remaining positive charge. In general , this is a
dynamic process on a femtosecond timescale. An adiabatic and a sudden
regime have been distinguished. In the adiabatic limit the ejected electron
picks up the relaxation energy, while this is missing in the sudden limit,
giving rise to satellite structures or asymmetric line shapes. It was suspected
[67] that these dynamic effects could be different for finite systems, like, e.g.,
clusters. Finally, in low dimensional samples the localized positive charge has
been discussed as one possible effect responsible for unusual spectral shapes
in photoemission [68], in particular near the Fermi level.

Here we present experimental UPS results of the Fermi-level onset of quasi
size-selected silver clusters produced by controlled condensation in preformed
nanopits on a graphite surface [69]. They show that in these experiments
neither the sudden nor the adiabatic approximation is applicable, but that
dynamic effects on a femtosecond timescale determine the spectral shape of
the Fermi-level onset. The experiments are described in detail in [7,70]. We
present results for four different cluster sizes (cr. Fig . 2.15) . Details of cluster
growth by atom diffusion and aggregation are given in Chap. 3. The mean
number of atoms in the clusters measured by a combination of STM and
transmission electron microscopy are N = 4 X 102

, 9 X 102
, 2 X 103

, and
4 x 103 , respectively. The silver clusters produce a distinct additional signal
in the photoemission spectra. In Fig . 2.16 we present the spectra (taken at
T = 40 K with lu/ = 21.2 eV) of the silver clusters, for the four different
cluster sizes of Fig. 2.15. The corresponding STM and the UPS data were
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N= 4 X 102 N= 9 X 102

h= 1.8 ± 0.5 nm, N= 150...800 h= 2.4 ± 0.6 nm, N= 400...1800

h= 3.1 ± 0.7 nm, N= 900...3700 h= 3.9 ±0.8 nm, N= 2000...7000

N= 4 X 103N= 2 X 103 each frame
150 x 150 nm2

Fig. 2.15. STM topographs (150 x 150 nm 2
) of silver clusters on graphite (HOPG)

produced by controlled condensation in preformed nanopits. The height distribution
h and the mean number of atoms in one cluster N are given in the figure

taken in situ on one and the same sample. For comparison we have also
measured the analogous spectrum of a thick polycrystalline silver film and
show it as the lowest curve in Fig. 2.16. All four spectra show similar features.
Especially we note that at the Fermi energy there is a kink as sharp as
the Fermi-level onset of bulk silver (see arrows in Fig. 2.16). At first glance
these spectra seem to indicate that the clusters are non-metallic, because
there is a vanishing density of states at the Fermi energy, which, however,
is impossible for such large clusters and inconsistent with the pronounced
plasmon resonance at approximately 3.5eV which we observed (not shown)
for all cluster sizes employing electron energy loss spectroscopy. The existence
of a cluster plasmon proves the collective motion of the s-electrons typical for
a metal.

Instead, we explain the observed spectral shape with a model which takes
into account the influence of the photohole remaining on the metal cluster
during the photoemission process and the cluster-surface interaction. The
photohole finally vanishes, when an electron is regained from the surface.
In a simple model, the elimination of the positive charge is described by
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Fig.2.16. The spectral con­
tribution of the silver clusters
in UPS, measured for the four
different samples of Fig. 2.15.
The bottom curve represent
the bulk silver spectrum. T =
40K. (From Ref. [70])
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a characteristic time r , with the probability that the charge is eliminated
during the time interval [t, t + dt] given by pet) dt = (l/r) exp(-t/r} dt.

In order to calculate the energy of the electron arriving at the electron
energy analyzer, we take a Coulomb potential acting on the electron on its
way from the cluster to infinity. If the charge on the cluster is neutralized after
a time t, when the electron has covered a distance vt, this gives the energy
shift W for this electron. The measured spectra average over a large number
of photoelectrons with different times t . This leads - even if all clusters are
identical in radius R and coupling to the surface- to a distribution of energy
shifts peW). The measured Fermi onset at low temperatures (where the
thermal broadening is negligible) is formed by a superposition of sharp Fermi
edges shifted with the distribution peW). With EB being the binding energy
this leads to the calculated spectra S(EB) near EF, which are plotted for
several values of C = R/vr in Fig. 2.17. For C « 1 the Fermi onsets are
shifted by Wmax ' This corresponds to the case of free clusters with an infinite
lifetime of the photohole [71]. For C » 1 we observe Fermi onsets at EB = 0,
because the photo hole is immediately neutralized. In the intermediate range,
we find curves with different curvatures, depending on the value of C. To
check on the influence of the cluster size distribution we assumed a Gaussian
distribution with R = Ii ± 0.2R, which corresponds to the measured cluster
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sizes [69]. Calculated S(EB ) curves for the different values of C were summed
up with varying Wm ax ()( 1/R according to the size distribution. The results
are also shown in Fig. 2.17. It is remarkable that the curves for C > 1 are
almost unchanged by the cluster size distribution. Especially the kink at the
Fermi energy remains as sharp as for monodispersed clusters.
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Fig. 2.17. Photoemission
spectra calculated for several
values of C = R/vt assuming
clusters identical in radius
(dashed lines) and assuming
a Gaussian distribution with
R = R ± 0.2R (solid lines) .
(From Ref. (70))
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Fig. 2.18. Comparison of the
experimental spectra (data
points) for clusters with 4 x
103 atoms and calculated
spectra (solid lines) for T =
40 K and T = 300K. (From
Ref. [70])

In Fig. 2.18 we show that the experimental spectrum for the clusters with
N = 4 X 103 atoms at T =40K can be described by our model if we choose the
parameters C =3.0 and Wmax =0.49eV. In a recent work [72] we proved that
the same model with identical parameters applies also to the d-band structure
of the silver clusters. Together with the mean cluster radius R = 2.5 nm this
results in T = 0.3 X 10-15 s which is of the expected order of magnitude
for a coupling with significant cluster-surface interaction as in the case of
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graphite. We also show in Fig. 2.18 the cluster signal at the Fermi energy
with the measurements made at room temperature. In this case the thermal
broadening of the Fermi edge masks the sharp kink at the Fermi energy,
which is also evident in the calculated spectrum using identical parameters
as for low temperatures, but convoluting a room temperature Fermi function.
Therefore, performing UPS with high energy resolution at low temperatures
was crucial for the clarification of the cluster-surface interaction.

2.6 Summary

In this chapter we have shown how a combination of experimental tech­
niques can be used to address various aspects of the adsorbate-surface in­
teraction, with the adsorbates being atoms, molecules and clusters. Exam­
ple systems were presented along an increasing interaction strength in going
from physisorption to chemisorption. In particular, we have presented and
discussed xenon on graphite, alkali metals on silicon surfaces, 0 60 on noble­
metal surfaces, and Ag clusters on graphite. Our ansatz employs the so-called
"complete surface-science experimental approach" , in which the electronic
and geometric structure of each sample system and their interdependencies
were investigated by direct and inverse photoemission, scanning tunneling
microscopy and spectroscopy, LEED and Auger Electron Spectroscopy. Ide­
ally, this ansatz left the sample system in the same URV apparatus to appl y
all techniques mentioned and hence minimize any problems related to their
cumbersome preparation and characterization.

As an important result of our investigation we like to point out that
screening and relaxation effects, which were well known in electron spectro­
copic measurements of single atoms, molecules, and solids, now also manifest
th emselves in the new dimension of the adsorbate-surface interaction. Al­
though we may say that a very high energy resolution combined with low
temperatures is a necessary requirement to observe such subtle effects at all ,
it is also true as a rule of thumb that the stronger the adsorbate-surface inter­
action is the more important screening phenomena do become. Two example
systems for this stronger adsorbate-surface interaction have been discussed
in this chapter: For 0 60 on noble-metal surface image-charge screening is the
prevailing phenomenon, which renders the composite surface 060-Ag metallic
for the monolayer coverage. On the other hand, for Ag clusters on graphite
the dynamic response during a small, but finite tim e period (femtoseconds)
causes a distribution of energy shifts for all spectral features , which may
mask ground-state properties of the electronic structure as measured in pho­
toemission, i.e. the composite system Ag clusters on graphite appears to be
semiconduct ing, although the clusters are clearly metallic. As stated above
we can deduce that the occurrence of such final-state effects point to strongly
bound species, i.e. chemisorption.



2 Fundamentals of Adsorbate-Surface Interact ions 63

Future research will have to enlarge the base of relevant adsorbate-surface
systems, in particular it will be interesting and necessary to study systems
with different numbers of electrons per bandwidth interval near the Fermi
level, and with a different degree of correlat ion. The lat ter would certainly
comprise superconducting clusters and substrate surfaces in any combination.

Acknowledgment: We thank our collaborators H. Bernhoff, R. Dudde,
T . Diitemeyer, B. Grimm, K. J. Magnusson, M. Pollmann, and D. Purdie for
their help.
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3 Growth of Metal Clusters at Surfaces

Harald Brune

3.1 Introduction

In the present chapter we will discuss the creation of surface supported metal
clusters through nucleation and growth in Molecular Beam Epitaxy (MBE).
MBE is commonly used to grow thin epitaxial films from the vapour phase
onto single crystal substrates under ultra-high vacuum (DHV) conditions [1] .
In th in film growth the nucleation of stable clusters is the preliminary step
to the immobilisation and further condensation of film atoms or molecules.
If one is close to thermodynamic equilibrium it is irrelevant how and where
this nucleation takes place and the film topography is given by the balance
of the free energies of film surface, substrate surface, and the interface be­
tween the two [2]. However, the prerequisite to the growth is to be away from
thermodynamic equilibrium, at least to some extent, since detailed balance
arguments require that in equilibrium all processes appear with equal rates,
including condensation and desorption. Therefore , the entire growth system
hardly adopts equilibrium and is thus in a state always influenced to a certain
extent by kinetics . The history of when and where the film atoms were added
begins to matter and the film morphology is determined by the microscopic
pathway taken by the system. This pathway comprises the interplay of only
a few elementary processes, such as terrace diffusion of single adatoms, clus­
ter formation and diffusion, as well as aggregation and interlayer diffusion.
All diffusion events take place on a time scale set by the coverage divided
by the deposition flux. The importance of kinetics in thin film growth was
realized early on, leading to the development of mean-field nucleation the­
ory which relates the cluster density to monomer and cluster diffusion rates
and to cluster dissociation rates [3-5] . Continued interest in the elementary
processes of epitaxial growth has led to the quantifi cation of energy bar­
riers for the most important of these processes. On the experimental side
techniques such as Field Ion Microscopy (FIM) [6-9] and by Variable Tem­
perature Scanning Tunnelling Microscopy (VT-STM) [10] have been used.
On the theoretical side the barriers for these processes were evaluated using
approximative methods such as the Embedded Atom Method (EAM) or Ef­
fective Medium Theory (EMT) and ab initio theoretical concepts based on
Density Functional Theory (DFT) . The study of the elementary processes in-
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volved in epitaxial growth and their relation to cluster and film morphology
are topics of ongoing interest.

The knowledge gained from such surface science studies can be employed
to grow clusters at surfaces with well defined size, shape and even regular
spacing. The idea of assembling supported clusters from adatoms might ap­
pear unusual to readers belonging to the cluster community, as typically in
cluster physics, clusters are condensed, cooled and mass selected in the gas
phase before they eventually become (soft-) landed onto the support. The aim
of th e present chapter is to convince the reader of the high degree of control
on clust er size, shape and spacing that can be achieved in the MBE growth
of clust ers at single crystal surfaces. Of course, the attempt to grow well de­
fined structures at specific sites is a struggle against the statistics inherent in
deposition and in the Brownian character of thermally activated adatom dif­
fusion. The statistics of both processes expresses itself in the clusters' spatial
and size distributions. These distributions are coupled to each other and their
width and shape are given by well known scaling laws of nucleation [11-14] .
However, we will show below that there are means to overcome statistical
limitations and , to some extent, to create order out of randomness.

The chapter is organised as follows. We will start with an introduction to
the elementary processes of epitaxial growth. In the following Sects. 3.3-3.5
we discuss cluster growth on isotropic metal surfaces. First we give a brief
outline of the basic results of nucleation theory in its simplest form of sta­
ble and immobile dimers. We show experiments that confirm the theory for
that case and permit a direct link between nucleation densiti es and terrace
diffusion parameters. In Sect. 3.4 we discuss the transitions from fractal to
various compact clusters tracing back the cluster shape to the atomic pro­
cesses of aggregation. The last section on isotropic substrates is devoted to
Ostwald ripening as a means of preparing compact two-dimensional (2D)
clusters with a narrow size distribution centred at almost any desired value.
Section 3.6 discusses cluster growth on anisotropic metal substrates where
diffusion and/or sticking anisotropy give rise to the formation of elongated
clusters, and in the extreme case to 1D atomic chains. In the following sec­
tion we turn to surfaces with dislocation networks or Moire patterns. Such
substrates provide inhomogeneous potential energy surfaces that may guide
diffusing monomers to singular sites where they nucleate clusters. The result
is a periodic cluster array, the regularity in spacing being accompanied by
narrow cluster size distributions. The nucleation of metal clusters on single
crystal oxides and sulfides is discussed in Sect. 3.8. We will end this chapter
with a brief conclusion and outlook.

3.2 The Elementary Processes of MBE Growth

In molecular beam epitaxy, film atoms are deposited onto the substrate with
thermal energy (""' 0.1 eV) and flux F (expressed in atoms per lat tice site ,
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equivalent to monolayers (ML), per second). Typically, the energy gained in
the adsorbate-substrate bond formation is effectively dissipated into the lat­
tice, so that adatoms are brought into thermal equilibrium with the substrate
already at their site of impact [15]. This can be inferred for instance from
experiments at low temperatures revealing cluster sizes in agreement with the
predictions of statistical growth, allowing no diffusion at all [10,16-18]. There­
fore transient jumps are the exception, if they exist at all for metal on metal
adsorption. (In contrast, there is evidence for transient motion for the disso­
ciative chemisorption of molecules on metals [19,20] .) Transient non-thermal
motion has to be distinguished from thermal motion with small energy bar­
riers towards next nearest neighbours [21] and clusters [22,23] . For certain
combinat ions of elements the adsorption energy might be used to trigger
transient exchange processes, even at low T [24]. However, in the absence of
exchange and sufficiently far away from clusters or adatoms, the film atoms
generally adsorb where the y land from the vapour phase. From there on,
adatom diffusion sets in.

~eposition, F j
j

aggregation

Fig. 3.1. The element ary diffusion processes of MBE growth
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The diffusion processes participating in epitaxial growth are thermally
activated jumps mostly in the form of straight adatom movements between
adjacent lattice sites. However, concerted motion of several atoms may also
be involved. Transition State Theory (TST) [25) assumes that the atoms
stay between two subsequent jumps long enough in their adsorption wells to
thermally equilibrate, in addition, recrossing of the barrier is assumed to be
negligible. These assumptions are justified if the energy barrier separating
the binding from the transition site satisfies E « kBT . The jump rate of
a diffusion process of type n is then given by Boltzmann statistics as t/« =
vo,nexp(-En/kBT), with the attempt frequency VO ,n typically being in the
range 1012 - 1013 Hz of Debye frequencies.

Terrace migration of single adatoms (Em in Fig. 3.1) is the most funda­
mental of these diffusion processes. It gives rise to nucleation of islands on
substrate terraces or to step flow growth at elevated temperatures. Depend­
ing on the density of simultaneously diffusing particles, one distinguishes the
collective diffusion coefficient (also known as chemical or Fickian diffusion
coefficient) of an ensemble of mutually interacting particles from the tracer
(or intrinsic) diffusion coefficient describing the mean square displacement of
one isolated random walker per unit time [26). For typical growth rates the
density of diffusing particles is rather small (the monomer density n1 < 10-3

adatoms per adsorption site). The mean inter particle distance is therefore
large compared to typical interaction ranges for metal adatoms on metal
substrates [27,28) and cluster densities are determined by the tracer diffusion
coefficient D defined as

D = Doexp(-Em/kBT), with Do = ~vo,

where D is expressed in substrate unit cells per second. The factor of 1/4 in
Do is valid for 2D diffusion, whilst in one dimension this factor is 1/2.

Diffusion across the terrace ends when the adatoms collide with one or
more of their own (for sake of simplicity structural and chemical defects are
not considered) . Depending on the lateral bond energy (Eb in Fig. 3.1) and
the number of neighbors , the formed cluster remains stable or decays again.
A stable nucleus is a cluster that is large enough to grow more rapidly than
it decays on the time-scale of deposition. One defines the critical cluster size
i by the number of atoms in the smallest stable nucleus minus one, i.e.,
attachment of one atom turns a critical cluster into a stable one.

The two-dimensional cluster shape is determined by the mobility of aggre­
gating adatoms along the cluster edge (barrier E; in Fig. 3.1), more specifi­
cally along straight steps and around kinks and corners, in the case of trigonal
substrates also from l-fold coordinated corner to 2-fold coordinated step sites.
Low mobility leads to ramified clusters with fractal dimension, similar to Dif­
fusion Limited Aggregation (DLA) scenarios [29-31). Anisotropic terrace dif­
fusion imposed by the substrate symmetry, in conjunction with anisotropic
sticking to the edges, can lead to the formation of 1D monoatomic wires.
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Compact 2D clusters are created if edge diffusion is fast compared to the
cluster growth rate. The thermodynamic 2D equilibrium shape forms when
corner and kink crossing become activated.

The rate of adatom descent at cluster steps determines whether or not
adatoms deposited onto the cluster top are able to descend to the substrate
level before other adatoms become deposited onto the cluster top. In the
latter case a stable nucleus forms on top of the cluster giving rise to the
kinetic growth of 3D clusters, whereas in the first case clusters remain 2D
until they coalesce. An adatom approaching a descending step encounters
a barrier E; for descent which is typically larger than Em. The extra dif­
fusion barrier to overcome atomic steps was experimentally discovered [32]
and theoretically conjectured [33] long ago. It is caused by the strongly re­
duced coordination of the adatom to the substrate in the transition state,
or in the case of exchange interlayer diffusion, by the reduced coordination
of the complex transition state configuration. Ab initio calculations give in­
sight into why exchange diffusion is preferred for specific step orientations
and combinations of metallic elements whereas for other step orientations
and systems interlayer diffusion is a simple roll down process. The values for
E; derived from such calculations [34-36) can be compared to results from
FIM experiments [15,37] . Experiment and theory agree that the mechanism
of interlayer diffusion is strongly system specific. Complementary to direct
FIM inspection there are also various indirect ways to infer experimental es­
timates on Es from layer occupation numbers [38,39] , from the nucleation
probability on cluster tops [40], from island decay in suitable geometries [41]'
or from step densities [42,43] and slopes of mounds evolving through kinetic
roughening [44,45). The values of Es derived from such observations of the
film morphology are all effective barriers for interlayer diffusion. Despite their
relevance for predicting the epitaxial growth morphology and cluster dimen­
sion, association to a particular microscopic interlayer diffusion process is
often not unambiguously possible. For sake of simplicity the following discus­
sion of metal on metal systems will be restricted to 2D islands only, i.e., the
STM images below show monolayer high islands. For kinetically caused 3D
island growth the reader is referred to the references given in this paragraph.

3.3 Nucleation

We will now address the relationship between cluster density and terrace
diffusion coefficient, cluster binding energy and deposition flux. For simplicity
we discuss the case of 2D islands in the irreversible growth regime where the
critical cluster is a monomer, i.e., i = 1, and a dimer is stable and immobile.
For an extension of this discussion to more complicated cases of larger critical
cluster sizes, 3D clusters, incomplete condensation, or cluster diffusion, we
refer to [4,46-48].
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The simplest MBE growth scenario has monomers as the only mobile
species and dimers represent stable nuclei. In the initial phase of deposition
the adatoms arriving from the gas phase with rate F diffuse with rate D on
the substrate terraces until they meet a second diffusing adatom and create
a dimer. As deposition proceeds, the number of dimers will increase linearly
until their density n2 becomes comparable to the monomer density nl. From
there on, the probabilities that a diffusing monomer encounters one of its
own or a dimer become comparable and the growth of stable clusters starts
to compete with the nucleation of new ones. As a consequence, the increase in
density of stable nuclei nx (x standing for any size that is stable, x ~ 2) levels
off until n x saturates at a coverage of typically 0sat '" 0.15 ML. When the
saturation island density is reached, the mean free path of diffusing adatoms
is equal to the mean island separation and any further deposition will exclu­
sively lead to island growth since all adatoms reach and attach themselves
to existing islands. At coverages beyond 0.2 ML the 2D clusters start to co­
alesce until the monolayer film percolates at typically°= 0.5 ML. For metal
on metal growth this scenario was experimentally verified for AgjPt(l11) by
means of VT-STM [49]. The STM observations ranged from the pure nucle­
ation phase with its linear increase of n x and an average cluster size of 2-3
atoms up to saturation and finally coalescence. Figure 3.2 shows the 2D Ag
clusters formed at three deposition temperatures in the irreversible growth
regime. To avoid coarsening of the metastable clusters they have been imaged
at the deposition temperature.

Mean-field nucleation theory relates the saturation cluster density n x to
the ratio of diffusion D to deposition rate F and to the cluster binding en­
ergy E; by the following expression for complete condensation and 2D clus­
ters [4,50]

(D)-x ( E-) i
nx = 1](0, i ) F exp (i+2)kBT ' with X = i+2 '

From (3.2) it becomes clear that the most direct link between n x and D
is obtained at low temperatures where i = 1. Then the cluster binding energy
is by definition E, = 0, and (3.2) reduces to

n x = 1](0, l)(D / F)-1/3 , (3.3)

with 1](0,1) = 0.25 in the coverage range of saturation [4,18]. At higher
temperature the cluster binding energy Ei can for instance be expressed in
a pair binding model involving multiples of the energy per bond Eb [46] (for
dimers B, = Eb , see Fig. 3.1).

The Arrhenius plot of nx in Fig. 3.2d shows a roughly linear regime in
the range of 105 :S D / F :S 109 , in accordance with (3.3). The application
of this equation to nx (T) data inferred from STM has proven to yield valid
numbers for the barrier and attempt frequency of terrace diffusion [51,52,49].
It was pointed out that the accuracy of these numbers can be considerably
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Fig. 3.2. Variation of saturation island density with temperature for deposition of
(J = 0.12 ML Ag onto a Pt(I11) surface . (a)-(c) . Common length scale STM images
taken at the respective deposition temperatures. (d) Arrhenius plot of the satura­
tion island densities in the temperature regime where dimers are stable nuclei (for
the applied deposition flux of F = 1.1 X 10-3 MLjs) . Experimental island densi­
ties for AgjPt(111) are compared with results from integrating rate equations from
mean-field nucleation theory using self-consistent calculat ions for capture numbers
(solid line) [18J

increased in analyzing cluster densities down to lower temperatures [18,53].
There (D / F < 105) , however, (3.3) no longer holds since monomers are dif­
fusing too slowly to reach each other and create all nuclei dur ing deposition.
Therefore monomers are stable nuclei (i = 0) in the sense that many of them
remain monomers during deposition. However, they continue to diffuse af­
ter deposition. This post-deposition mobility gives rise to cluster growth and
cluster nucleat ion in the time between deposition and imaging with STM. It
is clearly visible in Fig. 3.2d that this leads to a reduced slope ending with
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a plateau where all islands are created after deposition and thus n x becomes
independent from the deposition temperature [49,54]. Post-deposition mobil­
ity can be accounted for in rate equations using mean-field nucleation theory.
These equations have been integrated using self-consistent solutions to the
capture numbers derived by Bales et al. [55]. As a result, the experimental
data for Ag/Pt(111) could be fitted over a range of almost 10 orders of mag­
nitude in DIF yielding Em = 168 ± 5 meV and Vo = 7 X 1013± O.3 S-l [18].
Similar precision was obtained by Bott et al. for Pt(111) self-diffusion [53] .

The experiments studying nx(T) in the irreversible growth regime (i = 1)
yield a precision for Em close to that of state-of-the-art FIM studies, which up
to now presented our most precise source of information on atomic diffusion
barriers. In contrast to FIM, however, the nucleation method is not limited
to highly refractive elements and therefore enables the study of monomer dif­
fusion for a wide range of metal and semiconductor systems. In the past, the
influence of isotropic strain on diffusion on fcc(111) surfaces was studied [56].
This inspired ab initio calculations revealing that the binding energy of the
bridge site becomes less affected by strain than that of the three-fold hollow
site , leading to the observed strong effect of strain on Em, which is the dif­
ference of both energies [57,41] . Also systems with extremely small diffusion
barriers which were formerly inaccessible by experiment, such as AllAI(111)
and AllAu(I11)-(V3 x 22) could be addressed [10,58,59] . However, the nu­
cleation studies revealing extremely small diffusion barriers (Em < 100 meV)
systematically yielded prefactors smaller by several orders of magnitude than
the universal one discussed above. This may be due to a breakdown of tran­
sition state theory, since Em becomes of the order of kaT and the adatoms
no longer thermally equilibrate between jumps. The low apparent prefactors
might equally well indicate the limit of applicability of the nucleation method,
i.e., of (3.3). Since the Em values are small , the cross-sections of cluster for­
mation get sensitive to small variations in the binding energy of an adatom
approaching one of its own. Such variations can be substrate-mediated in­
teractions [60] which in the case of surface sates can be of extremely long
range. If these interactions were repulsive over several lattice constants, clus­
ter formation would be delayed with the result of larger cluster densities than
expected from (3.3). Application of this equation would then lead to smaller
apparent prefactors.

Apart from this extreme case of exceptionally small Em values, Eqs. (3.2)
and (3.3) have been subjected to extensive experimental tests and to tests
with Kinetic Monte Carlo (KMC) simulations, all showing that for the gen­
eral case these equations unambiguously relate DIF to n x . Therefore the
cluster density at terraces can be tuned for each system to the desired value
by choosing an adequate substrate temperature and/or deposition flux. The
average cluster size is then adjusted by the coverage.

The cluster size distributions obtained by nucleation on homogeneous sub­
strates all fall onto common curves that depend only on the critical cluster
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size i [61-64,12] . The scaling law is obtained when the size distributions are
plotted as nN x (N)2jB vs. Nj(N), where Nand (N) are the size and its
mean value, and nN is the density of N-sized clusters. The shape of the size
distributions is Gaussian with a Half Width at Half Maximum (HWHM) of
a '" 0.55 in the case of i = 1 [12]. We will discuss below several methods for
significantly narrowing down the size distributions. For the prospect of grow­
ing small clusters the low temperature plateau of constant cluster densities
shown in Fig. 3.2d is of interest, since through post-nucleation, exponen­
tially decreasing island size distributions with mostly dimers and trimers are
formed.

3.4 Aggregation

The similarity of patterns formed in non-equilibrium growth processes in
physics, chemistry and biology is conspicuous, and many attempts have been
made to discover common mechanisms underlying their formation [65,66] .
The most prominent examples are snowflakes. The correlation of their shape
with meteorological crystal growth conditions leads to valuable conclusions
concerning the meteorology in the upper atmosphere [67] . The manifold
growth patterns in nature commonly evolve from non-equilibrium growth at
an interface with material transport via diffusion being the rate limiting pro­
cess. Exactly these conditions govern aggregation of clusters at single crystal
surfaces held at low temperatures. Aggregation of submonolayer coverages of
metal atoms is often two-dimensional and therefore easier to understand than
many more complex growth patterns. Nevertheless , it bears enough complex­
ity that knowledge gained in 2D may be transferred to the understanding of
more complicated 3D patterns appearing in nature. This makes low tempera­
ture metal aggregation an ideal model system for tracing back mechanisms by
which single diffusion events of atoms along a growing interface translate can
determine an overall pattern. STM opened access to the structure of mono­
layer high 2D aggregates formed by atoms at surfaces [68]; and its extension
to variable low temperatures enabled the investigation of the kinetics under­
lying the formation of such patterns down to temperatures where irreversible
growth occurs [69-72]. The knowledge gained from microscopic studies in
turn provides control over the shape of MBE grown surface-supported clus­
ters. In this section we discuss ramified clusters with fractal dimension, and
various compact island shapes formed on isotropic single crystal metal sur­
faces. For the sake of controlled cluster growth we focus on the link between
cluster shape and system parameters and growth conditions.

Let us assume we perform an MBE experiment on an isotropic substrate
at low temperature. If adatoms would irreversibly'stick to the site where they
hit the growing aggregate (i = 1), and if edge diffusion were entirely frozen,
then so-called Diffusion Limited Aggregation (DLA) clusters [29,30] would
form with monoatomic branches spreading out into random directions. The
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formation of branches is caused by low mobility along the edge leading to the
so-called tip- or Saffman- Taylor instability [73]. This instability is due to the
fact that protrusions at the edge resulting from statistical fluctuations cap­
ture more adatoms from the terrace diffusion field than straight or concave
step sections . If these atoms cannot be transported away sufficiently fast, the
protrusions grow out as a branch with a width related to the step edge diffu­
sion barrier [74-77] . With increasing length the branch tip becomes exposed
to an increased solid angle of aggregating adatoms causing ramification into
more branches. The continued ramification leads to the self-similarity of the
DLA patterns and a fractal Hausdorff [66] dimension of 1.7, i.e., the cluster
area increases as A = r1.7, with r being the radius.

a) b)

Fig.3.3 . Dendritic patterns formed for low temperature metal deposition onto
hexagonal close-packed substrates. (a) Pt(111) homoepitaxy at 180 K (8
0.094 ML) (78) . (b) Pt heteroepitaxy on Ru(OOOl) at 300 K (8 = 0.1 ML) (79)

However, the classical DLA clusters have so far never been observed in
MBE growth on single crystal surfaces and there are strong indications that,
if ever observed, DLA growth will be the exception for these systems. De­
pending on the surface symmetry there are different reasons for the observed
lack of DLA clusters. On square lattices there are only one-fold coordinated
step sites and therefore edge diffusion has a barrier comparable to that of
terrace diffusion [80-82] . As soon as terrace diffusion (the process needed for
cluster formation) gets thermally activated, diffusion along the cluster edge
is also activated. This generally leads to compact square clusters at any de­
position temperature [83,84,54,85-88]. An exception is the formation of non­
compact islands observed for CujNi(lOO), thought to be due to the strain
induced increase of step length [89]. On hexagonally close-packed surfaces,
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there are corner sites with l-fold lat eral coordination and sites at straight
(110)-oriented edges with 2-fold coordination. Atoms bound to the two-fold
edge sites have high Ee values and thus low mobility and this can indeed
generate branched clusters (see Figs. 3.2a-c and 3.3). However, in contrast
to DLA clusters these clusters have trigonal symmetry and their branches
are at least 2-3 atoms wide. Nevertheless their fract al dimension is close to
the DLA value of 1.7. These islands have been called dendrites by analogy
with other patterns in nature revealing preferred growth directions [70). The
three preferred growth directions lead to V-shapes for small cluster sizes (see
Figs. 3.2a, band 3.3b - due to the absence of further branching these Y's
have a Hausdorff dimension of 1) and to a triangular envelope for larger den­
drites (see Figs. 3.2c and 3.4c). Note that in the case of Pt/Ru{OOOI) shown in
Fig. 3.3b the substrate has hcp stacking leading to a rotation of the dendrites
by 60° from terrace to terrace.

The reason for the slightly larger than monoatomic branch width in den­
drites is connected with the relaxation of l-fold corner atoms to 2-fold step
sites. This relaxation is asymmetric being one of the reasons for the preferred
growth directions [72,78). The diffusion asymmetry from corner to edge sites
can be inferred from the ball model in Fig. 3.4a. It shows that there are
two different micro-facets A ({100}-facet) and B ({Ill}-facet) formed by
the (110)-oriented edges of any pseudomorphic cluster placed on a hexagonal
substrate. Diffusion from a l-fold corner-site (C) to an A-step involves an
hcp-site at just the right distance from the corner, whereas diffusion to the
B-st ep has either an on top site or the hcp-site very close to the island as
transit ion state. From these geometric considerations one would generally ex­
pect th at corner to A-s tep diffusion has a lower barrier than diffusion from a
corner to a B-step. This picture is confirmed by EMT [90,80) calculations for
a number of metal/metal combinations for which dendritic growth perpen­
dicular to A-steps is observed [10) . Fig. 3.4b shows the case of Ag/Pt{lll) .
Diffusion from a corner site to an A-step has a barrier as low as Em' whereas
diffusion to a B-step costs 5 times as much activation energy. KMC simula­
tions (see Fig . 3.4d) have demonstrated that the asymmetric corner relaxation
leads to a preferred population of A-steps over B-steps and thus to the three
preferred growth directions. The experimentally observed cluster shapes for
Ag/Pt(lll) (see Fig. 3.4c) are very well reproduced by these simulations [72].

For some systems such as Cu and Pt/Pt(lll), however, EMT calculations
show the corner-to-edge diffusion asymmetry to be the other way around [10] .
For Pt/Pt{lll) this result is confirmed by a recent ab initio calculation [91).
Pt reveals a large tensile stress leading to a strong inward relaxation of the
island edge. This can facilitate diffusion towards B-steps as it renders the hcp­
site located between corner and B-step more attractive as a tr ansition state;
in the absence of strain th is site is located too close to the island (see 3.4a).
Despit e this inversion of the corner to A- and B-step diffusion asymmet ry,
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Fig.3.4. (a) Ball model of a heptamer on a hexagonal lattice revealing the ex­
istence of A- and B-steps. (b) The EMT calculation for AgjPt(l11) shows that
this geometric difference implies different corner diffusion barriers. (c) Experiment
for AgjPt(111) at 130 K (main figure) and 80 K (inset) . (d) The KMC simula­
tions identify the difference in corner diffusion as the origin of dendritic growth;
they reproduce the dendrites found in experiment (scale bar common to (c) and
(d)) [72J

Pt/Pt(lll) shows dendritic growth with the same preferred growth direction
as Ag/Pt(l11) and Ag/Ag(lll), i.e., perpendicular to A-steps (see Fig. 3.3a).

Apart from the aspect of diffusion along the island edge treated so far it
was pointed out that the different diffusion paths of atoms from the terrace
towards the two kinds of steps give rise to a second asymmetry favoring
population of A-steps [72]. Considering the different diffusion paths from
second-neighbor fcc sites via hcp sites towards a heptamer one readily finds
that there is a strong statistical preference of 3/6 vs. 1/6 for attachment
to A- vs. B-steps, whereas corners are visited with a probability of only
2/6 [10]. The attachment asymmetry is more general than corner diffusion
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asymmetry. Both effects have to be considered in conjunction to understand
and predict cluster morphology. If corner diffusion is faster towards B-steps, it
could counterbalance attachment and random growth may result. For systems
with faster diffusion towards A-steps, both effects push towards exclusive
population of A-steps resulting in dendritic growth perpendicular to these
steps. For Pt/Pt(111) there is a slightly smaller barrier for diffusion from
corners to B-steps. This anisotropy is too weak to fully counterbalance the
preferred attachment to A-steps, leading to dendrites with preferred growth
perpendicular to these steps. In agreement with this weak preference, the
trigonal symmetry is less pronounced for that system (see Fig. 3.3a).

The growth of dendrites with trigonal symmetry can be considered as un­
derstood. This growth morphology is generally expected for low temperature
(i = 1) 2D cluster aggregation on hexagonal metal surfaces. Dendritic clusters
undergo several mutations upon increasing the temperature and/or reducing
the flux, i.e., when going to i > 1 conditions. For some systems the branches
begin to grow into random directions, lifting the trigonal symmetry of the low
temperature dendrites [70]; in addition the branches become wider. Despite
a considerable effort, the shape transition from dendritic to random isotropic
growth patterns [68,77,92] is not yet fully understood. Also a quantitative
understanding of the relationship between the degree of edge diffusion and
the branch width is presently lacking. We briefly review the present under­
standing of isotropic fractal clusters. Similar to the dendrites, these patterns
reveal the fractal dimension 1.7 of classical DLA aggregates [68].

Examples of this species are shown in Fig. 3.5. The Au clusters formed
at room temperature on Ru(OOOI) have branches 60 atoms wide and the
Ag aggregate grown at 220 K on Pt(111) has an average branch width of
20± 2 atoms [77]. The cluster branches spread out and meander into random
directions. Formation of partial surface dislocations between fcc- and hcp­
stacking has been suggested to understand the loss of directional growth [10].
This was motivated by the fact that both systems shown in Fig. 3.5 reveal
considerable misfit possibly leading to partial dislocations where strain is
relieved. Each stacking variation from hcp to fcc alters the orientation of
A- and B-steps and thus the branches' preferred growth directions. Regular
stacking faults could thus explain the observed random isotropic growth .
Partial surface dislocations have been observed for Ag/Pt(111) upon a critical
island size [93], which is however beyond the branch width for which the
onset of random growth is observed. It was thus proposed that partials were
generated by kinetics, and a KMC model showed that the transition from
dendritic to random fractal clusters can be generated that way [10]. A second
possible origin for the loss of directional growth is the detachment from l-fold
coordinated corner sites since i > 1. The arguments of corner diffusion and
diffusion paths for attachment to the different step types given above have to
be re-examined under reversible growth. This might well lead to the finding
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Fig.3.5. Examples for random fractals typically following dendrites at elevated
temperatures. (a) STM image of Au islands grown on Ru(OOOl) at room temper­
ature (F = 3.3 x 10- 3 ML/s, (J = 0.30 ML) [68] . The aggregate's branches spread
out into random directions. Although the branches are significantly wider than
those of the DLA clusters, the aggregate's fractal dimension is the DLA value of
1.72. (b) STM image of a Ag fractal grown on Pt(111) at 220 K similarly showing
wide branches that frequently alter their growth direction (F = 1.1 x 10- 3 ML/s,
(J = 0.12 M) [94]

that frequent detachment of one-fold atoms leads to the observed random
growth directions.

The branch width was related to edge diffusion, both by analytic mod­
els [88,76,74] and through KMC simulations [95] . The basic idea underlying
these studies is that the lateral impingement rate I competes with the rate
for an adatom to scan the edge of a compact seed particle. The seed particle
stays compact until the edges reach a critical width w where both rates be­
come comparable. At that point nucleation of protrusions at the edge can no
longer be flattened out and the aggregate becomes unstable upon ramification
through the Mullins-Sekerka instability introduced above. This instability ar­
gument defines the critical cluster size for ramification and equally the mean
branch width taken on by the cluster after ramification. However, the models
presented in the literature disagree on the exact dependence of w on De/I,
where I = F/nx, and De is the ID diffusion rate at the edge. Therefore these
models give contradicting results for the attempt frequencies and barriers for
edge diffusion when experimental data of w(T) (available for Ag/Ag(lll)
and Ag/Pt(lll) [77]) are analyzed. Realistic models have to incorporate a
set of parameters where diffusion barriers are attributed to step atoms de-
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pending on their coordination and the step orientation. Evidently this leads
to the well known problem of models invoking too many parameters to allow
a sensible comparison with experiment. This problem is encountered also in
recent papers dealing with cluster diffusion, a similarly complex issue [96].
Ways out are either to simplify the model, or to use additional input from
calculations to ascribe reasonable values to the barriers. The first attempt
has been made by disregarding the difference between A- and B-steps with
a view to extracting an effective Ee value and its attempt frequency for dif­
fusion between 2-fold coordinated sites along straight steps [10]. The result
(Ee = 370 meV and 110 = 1 X 1013 Hz) is more realistic than the values ob­
tained from the former analysis [77] . The second attempt will certainly follow
in th e near future. Ab initio calculations become feasible for larger systems
allowing the calculation of various energy barriers for adatom displa cement
along cluster edges [97,81,98,91], thus generating valuable input parameters
for KMC simulations. Random fractal islands with wide branches will cer­
tainly be of ongoing interest until we can answer the open question of how
they evolve from dendrites and how their branch width is linked to the edge
diffusion barrier.

With increasing deposition temperature various compact clusters form
on hexagonal substrates. These polygonal clusters are first triangles, whose
orientation is set by the trigonal symmetry of the dendri tes preceding them at
low temperatures. Examples for triangular clusters with preferred orientation
are CojRu(OOOl) [92,99,100], CojPt(l11) [101], and FejAu(l11) [102 ,103].
The triangles are followed at larger deposition temperature by hexagons ,
which can mutate back into triangles before reaching the thermodynamic
equilibrium shape, by further increasing the deposition temperature or by
annealing. The equilibrium shape of a 2D cluster on a trigonal substrate is a
hexagon where , according to the Wulff construction, the different surface free
energies of A- and B-steps are reflected in the lengths of these facets [104].
Since interlayer diffusion generally has different bar~iers for both step types
their respective length, or in the case of triangles their orient ation, can be
decisive for 2D versus 3D growth.

Th e sequence of the various polygonal compact clusters has been reported
for PtjPt(l11) [105], and is reproduced in Fig. 3.6. At 400 K triangles bound
by A-step s were observed, at 455 K hexagons, and deposition at 640 K yielded
again triangles, this tim e bound by B-steps. Finally the clusters attained the
quasi-hexagonal equilibrium shape, which was proven to be independent of
cluster history (compare Figs. 3.6d1 and d2).

Inversion of triangle orientation with increasing deposition temperature
was a puzzle for theorists [107-109,81] until it recently became solved by
a repetition of the experiments under extremely clean evaporation condi­
tions [106]. Taking up the PtjPt(111) experiments once more was motivated
by a discrepancy between results on island orientation and interlayer diffu­
sion, and ab initio calculat ions [36]. The experiments led to the important
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Fig. 3.6. The formation of various polygonal islands during Pt(111) homoepi­
taxy [105,106]. The deposition temperatures are as follows. (a) T = 400 K
(8 = 0.08 ML, 1300 x 1900 A2), (b) T = 455 K (8 = 0.14 ML, 770 x 1100 A2),
(c) T = 640 K (8 = 0.15 ML, 2300 x 3300 A2), (dt) T = 710 K (8 = 0.08 ML,
1540 x 1100 A2), (d2) deposition at T = 455 K as in (b) and subsequent anneal­
ing to 710 K for 1 min (8 = 0.08 ML, 630 x 900 A2). Common deposition flux
F = 1 X 10- 2 MLjs

conclusion that minute amounts of impurities (CO) were responsible for inver­
sion of triangle orientation, Depositing at extremely low CO partial pressure
(pea :'S 5 x 10-12 mbar, see Fig. 3.7) the island shape evolves from den­
drites via fractals with large branches to triangles only bound by B-steps;
the triangles increasein size with increasing temperature but they keep their
orientation [106].

Before we go into the details specific to the system PtjPt(l11), let us
discuss the mechanism generally responsible for triangular cluster shapes on
trigonal substrates. In the kinetic regime , the cluster shape is determined
by the growth rate perpendicular to A and B steps, i.e., by the rate with
which adatoms accumulate at both steps. The slowly growing facets prevail
in the final crystal shape whereas the faster ones disappear during growth, as
is generally the case in crystal growth. There are two temperature regimes,
in each of which the step progression rate is determined by different atomic
processes. At temperatures where diffusion around corners is frozen, and thus
material exchange between both step types inhibited, the diffusion rates along
the two edges will determine the cluster shape. The step type with fast edge
diffusion grows smoothly with few kinks, whereas at the other step edge diffu­
sion is slow and growth involves many kinks. Hence, the first step propagates
only slowly whereas the latter progresses rapidly [105,109]. We note, however,
that this first case can be artificial since barriers for corner crossing are of­
ten quite close to those for edge diffusion [98,91] . Therefore the temperature
regime where corner crossing is frozen but edge diffusion active is small, if it
exists at all. Much more important is the case where corner crossing becomes
activated. The diffusion bias around the corners between A and B-steps, and
the progression of the respective steps, is given by the difference in their



3 Growth of Metal Clusters at Surfaces 83

adatom binding energies, i1EA-B = EA---tc - Ec---tA - Ec---tB + EB---tc (c
denotes the one-fold corner site) [110] . Thus the shape of compact islands, in
the kinetic regime, depends on a small difference of large activation energies.
If both edges bind adatoms equally well compact irregular spherical islands
form, if there is a small energy difference triangles form, their orientation
being given by the sign of the binding energy difference.

Fig. 3.7. Island morphology for 0.17 ML Pt/Pt(l11) under extremely clean evapo­
ration conditions (during evaporation Pt ot < 2.0x 10-11 mbar) [111] . The deposition
temperatures are as follows. (a) T = 200 K, (b) T = 300 K, (c) T = 400 K, (d)
T = 500 K, (e) T = 600 K (630 x 900 A2), image sizes (a-d) 670 x 1340 A2, (e)
1340 x 1340 A2

Accordingly, the triangles with B-steps shown in Figs. 3.7c-e are due
to better binding to A-steps. Note that this is in contradiction with recent
results from theory [91] . The binding energy difference obtained in these
calculations is weak, but it favors population of B-steps, and this is not
in agreement with their prevalence. Triangles with the inverse orientation,
however, are due to minor amounts of CO present during deposition. The
effect of CO adsorption on the energetics and kinetics of edge diffusion has
not yet been explored theoretically.

The example of Pt(111) homoepitaxy shows that the island shape is a
sensitive indicator for small energy differences which can therefore be rather
useful to test ab initio calculations. It is clear that the binding energy dif­
ference between the two step types is a thermodynamic argument, however,
it also determines the diffusion bias around corners in the kinetic regime. In
thermodynamic equilibrium the step formation energy comes into play. The
total step length is then reduced by the formation of quasi hexagons. The
example of Pt(111) homoepitaxy also shows that the effect of defects does not
belong to the past even in careful DRV experiments. Chemically influenced
diffusion is now being systematically addressed for a number of metal/metal
systems [112,113] .
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3.5 Coarsening

Coarsening by Ostwald ripening is a means of preparing compact surface
supported 2D clusters with narrow size distributions and average sizes (N)
adjustable from 3 to 103 atoms [69]. This is of particular importance, since
currently much experimental and theoretical effort focuses on exploring the
evolution of chemical and physical properties of small agglomerations of mat­
ter as a function of the number of atoms they contain (114).
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Fig. 3.8. STM images showing Ostwald ripening in two dimensions as a way to
create compact 2D islands with their size (N) being well defined by the anneal­
ing temperature [69). The starting population of mostly dimers and trimers was
produced via deposition of 0.1 ML Ag onto Pt(111) at 50 K
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Ostwald ripening [115-117] is caused by a more rapid dissociation of
smaller islands in favor of larger ones. Through the availability of surface
microscopy at the atomic level this phenomenon has received considerable
attention in two dimensions [69,118,119].

The starting point for the preparation method is a large density of small
clusters, mostly dimers, prepared by deposition of rv 0.1 ML at a temperature
chosen such that there is little mobility in the time of deposition (D / F < 103) .

In this post-nucleation regime (see Sect. 3.3) monomers diffuse towards each
other mostly after deposition leading to a mean cluster size of (N) rv 3
atoms. The same result is obtained when depositing at temperatures where
diffusion is frozen and subsequently gently annealing the surface to activate
diffusion [54,18] . After preparation of the small clusters , their densities and
thus their average sizes (since e is a known constant) are monitored by STM
as a function of annealing temperature. The Ag clusters on Pt(I11) shown in
Fig. 3.8 are compact spherical until they adopt a quasi-hexagonal shape with
different lengths of the A- and B-facets. This shape can be considered as
the equilibrium shape of a 2D cluster for that system since further annealing
leads to island decay. This is believed to be promoted by the compressive
strain inherent in the clusters [120,121] .

• depositionat 50 K
Ostwaldripening

\
\ (nUcleation. i =I

.\. \
<,

1.5 2 2.5 3

si-cs»

0.5
O'--_'--_L...----JL...----J'-="---''---'
o

1.2

1.4

b)
1.6 ..-----.----..-------,,.-----,,.------,-----,

0.4

0.2

<D 1.0
N-

$" 0.8

:<; 0.6

I ·
r

I
I.,

. 1
• I
I

. 1
I

I
·1,,-

~ .........
jL...--'---'---'----'----I.---JL...--'---'--'----'
50 jOO 150 200 250 300

annealing temperaturer, [K]

a)
woo ..--,..--,--,---,---r--,r-.,....--,-....,-~

Fig. 3.9. Investigation of 2D Ostwald ripening for Ag/Pt(111) by means of
STM [10] . (a) The mean island size (N) stays const ant until it exhibits an ex­
ponential increase due to Ostwald ripening for annealing temperatures Ta > 100 K.
(b) Scaled island size distributions for Ostwald ripening (data from Fig. 3.8, solid
line serves as guide to the eye) are significantly more narrow as compared to nucle­
ation (da shed line theoretical i = 1 scaling curve [12])
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The evolution of the mean island size while annealing shows a plateau
followed by an exponential increase characteristic of Ostwald ripening (see
Fig. 3.9a). The constant regime implies that the most fragile objects in the
population, namely the dimers (and on square lattices also the trimers), nei­
ther dissociate nor diffuse, since both would lead to coarsening. The temper­
ature threshold for the onset of 2D Ostwald ripening thus defines the i = 1
regime and yields the dimer dissociation barrier, which contains the dimer
bond energy Eb via Ediss rv Em + Eb (Eb = 150 ± 20 meV has been inferred
in this way for Ag/Pt(lll) [18]) .

As an advantage to island nucleation, the size distributions obtained from
Ostwald ripening, starting from the exponentially decreasing size distribu­
tions of post-nucleation [54), are significantly sharper. This becomes evident
from inspection of the STM images in Fig. 3.8 and from the size distribu­
tions shown in Fig. 3.9b. The half width at half maximum decreases from
(Y = 0.55 for regular i = 1 nucleation to (Y = 0.3 for coarsening. Similar
to nucleation, the island size distributions obtained from Ostwald ripening
at various temperatures become congruent when scaled the same way as for
nucleation.

3.6 Anisotropic Surfaces

Anisotropic substrates show directional dependence of adatom diffusion rates
and/or of lateral sticking coefficients of adatoms to clusters. Both effects lead
to the creation of elongated clusters, in the extreme case of one-dimensional
chains of atoms (see Figs. 3.10a and 3.lla). The ID structures can be consid­
ered as quantum wires, the physical properties of which are of considerable
scientific interest. Their fabrication with high abundance by MBE growth is
thus highly appreciated.

There are various ways to grow quasi-H) clusters at surfaces. One is step
decoration [122-124) that has advanced as far as the controlled row-by-row
growth at steps of vicinal surfaces [125-127). We focus our present discus­
sion, however, on clusters formed amid substrate terraces. The desired ID or
elongated structures imply the use of anisotropic substrates. Candidates for
metal substrates with diffusion anisotropy are the hex-reconstructed fcc(100)
surfaces of Au, Pt and Ir [128,129). The clusters formed on these surfaces are
rectangles elongated along the direction of fast diffusion [130-133). However,
pure ID structures do not form since sticking to clusters is isotropic on these
surfaces. In addition, cluster formation on the hex-reconstructed surfaces is
associated with lifting the underlying reconstruction and this makes an un­
derstanding on the atomic level difficult. Substrates that permit the growth of
ID strings of atoms, and where cluster formation is easier to understand, are
the (1 x 2) reconstructed and unreconstructed fcc(llO) surfaces. We will con­
centrate on these surfaces where anisotropic diffusion and anisotropic lateral
bonding of adatoms in conjunction lead to real ID clusters .
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Fig. 3.10. (a) STM image showing the (1 x 2)-reconstructed Pt(110) surface
afte r a submonolayer amount of Pt has been deposited at 313 K (image size
97 x 102 A) [134) . (b) Model of the (1 x 2) reconstruction showing two possible diffu­
sion paths for a Pt adatom (A) along the troughs. The first is direct and the second
indirect over fcc and hcp sites on the {111}-oriented ridge. (c) Ab initio-calculation
of the total energy along the reaction coordinate for both diffusion processes (full
lines) . Both diffusion paths are degenerate in activation energy. In the presence of
atomic H this degeneracy is lifted and the direct diffusion path has a considerably
lowered barrier (dash ed lin es) [112]

The clean Pt(llO) surface exhibits a (1 x 2) reconstruction where every
other close-packed atomic row is missing, leading to troughs bound by the
energetically favored {llI}-facets (see Fig. 3.1Ob) . Diffusion of Pt adatoms
on this surface is one-dimensional and occurs by a certain number (rv 10%) of
double jump events , i.e., jumps to second neighbor sites , as revealed from an
analysis of time-lapsed STM images [134] such as the one shown in Fig. 3.IOa.
An adatom (labelled A in Fig. 3.1Ob) has two diffusion paths to move along
the trough, a direct one along the bottom of the trough, and an indirect one
where the atom walks 'up' on the {llI}-facet. There it passes an hcp, an fcc
and another hcp site before it goes down again to the bottom of the trough.
Calculations with DFT (Fig. 3.IOc) showed that both reaction paths have



88 Harald Brune

equal activation energies [112]. The existence of the two diffusion paths has
also been found by molecular dynamics (MD) simulations for self-diffusion on
the (1 x 2)-reconstructed Au(110) surface. These simulations show that the
indirect path is the cause for the long jumps [135]. DFT calculations show
that the degeneracy of paths is lifted by adsorption of atomic hydrogen (see
dashed lines in Fig. 3.lOc). Furthermore it is found that the activation energy
is lowered as compared to the clean case for diffusion of the Pt-H complex
(B and C in Fig. 3.10b) along the bottom of the troughs. In accordance with
the smaller activation energy STM revealed significantly enhanced diffusion
rates for the Pt-H complexes showing up as brighter Pt adatoms in constant
current topographs [112] .

Apart from the lessons regarding the complex pathways of 1D surface dif­
fusion and its sensitivity to adsorbates, the example of Pt/Pt(110)-(1 x 2) also
illustrates the effect of anisotropic sticking on the cluster shape. The clusters
in Fig. 3.10a are 1D strings a few atoms in length. The 1D shape is caused
by the fact that diffusion along troughs of neighboring chains is unperturbed;
the distance between two troughs is large and interaction across the ridge is
weak. In contrast to the negligible lateral sticking coefficient the binding en­
ergy of an atom at the end of an atomic string is large. Small1D clusters have
also been observed for Au, Ni, and Cu deposition on the (1 x 2)-reconstructed
Au(110) surface [17,16,136]. We note that above certain temperatures these
systems involve exchange diffusion leading in heteroepitaxial cases to alloyed
islands and ridges.

The anisotropies of diffusion and sticking are much weaker on the unre­
constructed fcc(110) surfaces since there the troughs are closer and the ridges
between them are less protruding. Nevertheless, it was on the unreconstructed
surface that 1D metal clusters where observed for the first time [69,137] . The
STM image reproduced in Fig. 3.11a shows chains of Cu atoms aligned along
the troughs of the Pd(110) surface. The formation of monoatomic Cu wires
up to 1000 A long was reported for that system, corresponding to aspect
ratios as large as A rv 300 [69] . With increasing deposition temperature, to
values above room temperature, clusters become compact while remaining
elongated along the (110)-direction. Atomic chains were also observed for
Pd [138] and Fe [139] deposition onto Pd(110) .

The mechanism underlying cluster growth for Cu/Pd(110) and in general
on unreconstructed fcc(110) surfaces has been the subject of various models.
A KMC model (see Fig. 3.11c) accounting for the fcc(110) symmetry involves
the following assumptions. Diffusion within a trough adjacent to a chain is
unperturbed (Eh,y = Ee,y = 0.3 eV) whereas adatoms are less mobile along
the short cluster edge (Ee,x = 0.65 eV); cross channel diffusion was allowed
(Eh,x = 0.45 eV) and a net mass transport along the island perimeter to­
wards the short island end was incorporated (corner rounding Ec,y = 0.3 eV,
whereas Ec,x = 0.65 eV). The model reproduced well the temperature de­
pendence of average experimental quantities such as cluster aspect rat io (see



3 Growth of Metal Clusters at Surfaces 89

a) T = 300K b) T= 320K

6345
10001T[K ]

2

500 A

c) d)

66~~.2
<a...

10U
0
0.

'"~

Fig.3.11. (a) STM image of monoatomic Cu chains on Pd(llO) grown at room
temperature (0 = 0.07 ML). (b) Rectangular clusters form upon deposition at
320 K (0 = 0.1 ML, common scale bar for (a) and (b)) [137]. (c) Anisotropic edge
diffusion and sticking are the dominant mechanisms giving rise to elongated islands
on fcc(llO) surfaces . The ball model shows the processes considered in the KMC
simulation (for simulation parameters see text) . (d) Simulated (filled symbols) vs.
experimental (open symbols) cluster aspect ratios [140]

Fig. 3.lld} and density [140] . According to the simulations, the 1D cluster
regime is extended to temperatures far beyond the 1D diffusion regime, lead­
ing to the large chain lengths. This is due to the corner rounding process, i.e.,
to adatoms diffusing along the chains and then attaching via cross channel dif­
fusion to chain ends. The 2D cluster shape at higher temperatures is caused
by transport from short to long island edges competing with the opposite
one. With a second model it was argued that the mechanism leading to the
morphology transition from 1D chains to 2D clusters is not direct diffusion
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around the corner but rather detachment, terrace diffusion and reattachment
to the cluster [141 ,142J .

The essential point to be learned from the KMC simulations is that
anisotropic sticking (or similarly anisotropic adatom diffusion around the
cluster perimeter) is much more important for the cluster shape than dif­
fusion anisotropy. This fact is illustrated by Si/Si(100) where anisotropic
sticking and diffusion anisotropy are turned by 90° to each other. Since the
role of sticking overwhelms that of diffusion, clusters are elongated along the
slow diffusion direction [143J. Nevertheless diffusion anisotropy is essential for
the understanding of island density scaling with flux and temperature. On
the (1 x 2)-reconstructed fcc(110) surfaces diffusion is strictly 1D. Thus there
is no possibility of net adatom flux around the cluster perimeter explaining
the fact that 1D clusters on these surfaces are generally much shorter than
on unreconstructed ones.

3.7 Growth of Cluster Arrays

The strain energy present in heteroepitaxial systems and the surface stress
characterizing clean surfaces can give rise to the formation of weakly incom­
mensurate layers, respectively surface reconstructions. On fcc(111) surfaces
these layers have surface partial dislocations marking transitions between fcc
and hcp-stacking domains . These dislocations (or domain walls) have long­
range mutual repulsive interactions, and this has two general implications.
Firstly, there is a well defined density of dislocations due to the compro­
mise between optimum strain relief achieved through introduction of dis­
locations and their mutual repulsion. Secondly, the dislocations order into
regular patterns. Examples are the herringbone reconstruction of Au(l11)
(see Fig. 3.12a), or dislocation networks (for a general account of strain relief
on fcc(l11) surfaces see [144-146]).

There is clear experimental evidence that for many epitaxial systems the
surface partial dislocations represent strongly repulsive line defects for dif­
fusing adatoms [56,147,58J. Their influence on nucleation can go as far as to
drive the most perfect layer-by-layer growth yet observed [148J. The two in­
gredients, ordering of dislocations into periodic patterns and strong influence
of dislocations on adatom diffusion, can be employed to grow periodic arrays
of almost monodispersed islands [149J . In this section we will discuss results
obtained for nucleation on such patterned substrates.

Our first example is Ni nucleation at the 'elbows' of the Au(lll) (v'3x 22)­
reconstruction. Fig. 3.12a shows the clean Au(111) surface with the (112)­
oriented partials appearing bright since they involve bridge sites. Strain relief
is unidirectional in the (v'3 x 22) unit cell. To achieve overall isotropic strain
relief a well ordered mesoscopic pattern of two domains with alternating
orientation of ±120° evolves on large terraces. The Ni clusters formed at
room temperature deposition are all lined up along the elbows of this so-called
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Fig. 3.12. (a) STM image of the herringbone pattern characterizing the mesoscopic
order of th e Au(111)-(v'3 x 22)-reconstruction [150] . Partial surface dislocations
are imaged 0.20 A higher than fcc areas and thus appear bright . Ni nucleation
on that surface at room temperature takes place exclusively at the elbows of the
reconstruction (b) (B = 0.11 ML) leading to monolayer high Ni islands aligned in
rows along the (112)-directions (c) (B = 0.14 ML) [151] . This preferential nucleation
at elbows is due to exchange of Ni into Au at these sites [152]. (d) The formation
of adislands can be supp ressed by performing adsorption at 350 K giving access to
the embedded Ni islands; they are comprised of 4 to 5 atoms each (B= 0.002 ML)
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herringbone reconstruction pattern (Figs. 3.12b and c). Note that the regular
spacing is accompanied by narrow cluster size distributions. The ordered
nucleation was long believed to be caused by the influence of dislocations
on diffusion. They were thought to generate attractive potential dips at the
elbows [151]. However, the origin of ordered nucleation was revealed by Meyer
et al. to be site selective exchange of Ni atoms with Au surface atoms [152].
The exchange is localized at the elbows since there a close-packed atomic
row terminates, giving rise to Au atoms with reduced lateral coordination
which are especially susceptible to exchange processes. The embedded Ni
clusters each comprising only 4-5 atoms are clearly detected as depressions
in Fig. 3.12d. The site selective exchange is followed by preferential nucleation
of Ni adislands on top of substitutional Ni islands; the adislands appear bright
in Figs. 3.12b and c.

The ordering mechanism present in the NilAu(l11) system is presum­
ably also active for Fe [102,103], CO [153,154J and Rh [155J showing clus­
ters lined up at elbows, too . The argument given by Meyer et al. was that
these elements have a larger surface free energy and heat of sublimation than
Au [152J. Accordingly, for elements with lower values of these quantities such
as Ag [156J and Al [58] the ordering is absent. However, predicting instabil­
ity towards exchange solely on the basis of bulk quantities does not always
work; AllAu(l11) shows exchange at T > 245 K [157,158J . Nevertheless, the
picture is consistent that site selective exchange is generally responsible for
ordered nucleation on the elbows of the reconstructed Au(lll) surface. With
that in mind it is clear that ordering is specific to that surface and to the
elements of the periodic table exhibiting exchange on it.

A more general approach relying on pure adatom diffusion on networks of
dislocations has been suggested [149J . Dislocations confine adatoms by their
repelling them into the unit cell in which they were deposited leading to the
nucleation of exactly one cluster per unit cell. The partial dislocations are a
smooth stacking transition extended over many atoms, as is the repulsion of
adatoms away from the dislocations . In addition, fcc- and hcp-domains often
have different adatom binding energies. Both effects cause clusters to form
on a well defined site within the unit cell, thereby congruently transferring
the order of the template surface to the cluster array.

Figure 3.13 illustrates an example where an array of 2D Ag clusters formed
on the dislocation network of 2 ML Ag on the Pt(lll) surface. The misfit
between Ag and Pt leads to a (25 x 25)-network with surface partials rep­
resenting 'soft' walls, with lower surface atom density, were the compressive
strain is relieved [144J (Fig. 3.13a). Ag nucleation on top of this network
reveals a transition between two rate limiting diffusion processes with an in­
termediate temperature regime where exactly one island forms per unit cell
(see Figs. 3.13b and d). Note that all of the clusters nucleate on the distorted
hexagon of the unit cell implying preferential binding to these fcc-stacking ar­
eas, in agreement with theory [159]. The Arrhenius slopes (Fig. 3.13d) below
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Fig. 3.13. Nucleation of a cluster superlattice on a dislocation network with a
period of 7 nm . (a) STM image of the network of (110)-oriented partial dislocations
formed by the second Ag monolayer on Pt(l11) upon annealing to 800 K. The
inset shows a model of the trigonal strain relief pattern with its fcc- and hcp­
stacking domains. (b) Ag nucleation on this network at T = 110 K yields an island
superlattice (0 = 0.10 ML). (c) Narrow size distributions are associated with the
periodic island spacing (data as full symbols and binomial distribution as full line )
as compared to nucleation on isotropic substrates (dashed line) . (d) Arrhenius plot
of experimental island densities showing the crossover in the rate limiting diffusion
process from intracell diffusion to crossing of dislocations [149]
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and above the plateau give the activation energies for intracell and intercell
diffusion, respectively. From the steeper slope of the latter the repulsive char­
acter of the dislocations becomes apparent. At the plateau intracell diffusion
is fast enough for adatoms to visit the entire unit cell, although their thermal
energy does not yet suffice to cross dislocations and exactly one island forms
per unit cell.

In general there is a correlation between cluster spacings and cluster
sizes [14J. Material deposited onto the area closest to an island is likely to at­
tach to that island . This capture area of an island is its Voronoi polygon. For
equidistant islands these areas are identical thus leading to very narrow island
size distributions. In our example the Voronoi areas are the (25 x 25) network
unit cells. The scaled island size distribution (see Fig. 3.13c) is accordingly
significantly sharper than that obtained for homogeneous nucleation. We note
that the measured standard deviation of 17 = 0.20 (17 equals approximately
half the width at half maximum of the size distribution) represents an upper
bound due to the residual width caused by STM-tip convolution. The theo­
reticallower bound for 17 is given by the case of ideal confinement of adatoms
by infinite barriers. Then the cluster size distribution reduces to the statis­
tics of deposition into the unit cells: for deposition of an average coverage p
into unit cells with size n substrate atoms, the probability of finding k atoms
within a unit cell obeys a binomial distribution. This distribution, when nor­
malized according to Fig. 3.13c, has a standard deviation of (17 = Jq/ np. For
our example (p = 0.1, q = 1- p = 0.9 and n = 625) this yields 17 = 0.12. This
result from confined nucleation compares favorably to the best size distri­
butions currently obtained in self-organized growth of quantum dots, which
have 17 = 0.16 [160]. Due to reduced fluctuations 17 decreases for larger unit
cells and larger coverages. For example deposition of 0.5 ML into (25 x 25)
unit cells leads to extremely sharp island size distributions with 17 = 0.04.
These values refer to island areas, the distribution of island diameters having
only half this width.

The prerequisites for confined nucleation are that dislocations must ar­
range themselves into periodic patterns, they must be repulsive for adatom
diffusion, and there must be no exchange. The first condition is met by nu­
merous heteroepitaxial systems. Well-ordered trigonal dislocation networks
are found in a number of epitaxial metal [38,145,146J and semiconductor sys­
tems [161J. The requirement for surface dislocations to be repulsive is found
to be met by many metal systems . Exchange can be avoided by proper choice
of the template. A Cu template formed on Pt(1l1) [162] was used instead
of Ag to avoid exchange processes for the growth of Co and Fe arrays (see
Fig. 3.14). In addition a low deposition temperature had to be used to avoid
exchange (note that Cu(lll) is unstable upon exchange with Co down to
170 K [163]) leading to the formation of many small clusters which were
subsequently transferred into an ordered array by Ostwald ripening. Moire
structures [164-166] are also possible templates for self-organized growth of
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Fig. 3.14. STM image of a periodic
array of 2D Fe islands (lattice constant
3.6 nm) nucleated on the dislocation
network of the Cu (13 x 13) bilayer on
Pt(lll) (deposition at 60 K, ripening
at 250 K) [149]

cluster arrays. Similar to dislocation patterns they reveal periodic variations
in adatom binding energy. In any of these cases the lattice constant of the ar­
ray will be a fixed number given by the misfit of overlayer and substrate. How­
ever, the lattice constant of 2D alloy layers is a function of the composition
and generally given by Vegard's law. Therefore the misfit and the supercell
size are adjustable as has been shown for AuxNh_x-layers on Ni(111} [165].
This renders alloy layers interesting as templates for ordered nucleation.

We discussed two methods of self-organized growth of almost monodis­
persed, equally spaced nanostructures on substrates with periodic strain-relief
patterns. Whereas the first relies on site specific exchange and risks being
highly system specific, the second involving pure adatom diffusion seems to
be more generally applicable. Since both methods require surface partial dis­
locations or Moire structures that are known to form on hexagonal surfaces
only, it is still a challenge to find a method for creating arrays with square
symmetry.

3.8 Single Crystal Oxide Surfaces

The motivation for studying metal clusters on single crystal oxide supports
is two-fold. The oxide support reduces electronic coupling with respect to
metal or semiconductor surfaces, and metal clusters on oxide surfaces pro­
vide a model system for industrial supported catalysts [167], see also chapter
8 of this book. Such model catalysts can also be created by MOCVD [168]
and by wet impregnation [169]. As in the case of metal/metal systems there
is the need to achieve a detailed understanding of nucleation and growth in
order to create the uniformity in cluster sizes and shapes required to draw
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conclusions from integral measurements of, e.g., reactivity and selectivity in
a heterogeneous catalytic reaction. In the near future it is likely that the
magnetism, electronic structure and superconductivity of 'clusters on weakly
interacting supports will also be studied. Nucleation and growth of metals
on oxides has been intensively studied in the past [167,170-172]. We focus in
this section on two model cases with which we illustrate the role of substrate
preparation, shed light on nucleation kinetics in the presence of attractive
point defects characteristic of single-crystal oxide surfaces, and finally com­
pare the information gained from local probes with that from Transmission
Electron Microscopy (TEM) .

a) b) c)

H H
~~ ~~ ~~

Fig. 3 .15. TEM micrographs of Pd particles epitaxially grown on MgO(100) at (a)
300 K, (b) 433 K, and (c) 673 K, respectively (fJ = 5-10 ML) [173]

The evolution of cluster shape with growth temperature is shown for the
case of Pd/MgO(lOO) in Fig. 3.15. The cluster shape at 300 K is 2D and
the edges are rough, both of which are signatures for kinetically controlled
clusters. Upon deposition at 673 K clusters are truncated half-octahedrons.
This cluster shape is considered to be the thermodynamic equilibrium shape
since the height/base ratio was found to be independent of cluster size [173].
The cluster shape as a Wulff polyhedron gives access to the surface free
energies of the respective facets. For the equilibrium shape to be reached
the adatoms deposited onto the substrate ((J = 5-10 ML) have to be able
to climb up to the cluster tops where they are more strongly bound than on
MgO(lOO). However, equilibrium is only reached for isolated clusters, while
for the coalesced clusters, deviations from the equilibrium shape show that
the system is still to some extent affected by kinetic limitations.
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Fig. 3.16. Arrhenius plot of island densities for Pd deposits on Ar-cleaved
MgO(100) obtained with non-contact AFM (size of images 1000 x 1000 A) [174] .
The solid line is a mean-field rate equation model accounting for defect trapping
(B = 0.1 ML, F = 2.7 X 10-4 ML/s) . See text for model parameters

The cluster density is critically dependent on the preparation of the single
crystal MgO(100) surface. Cleavage in air and subsequent evaporation under
UHV conditions yields a 10-times larger island density than UHV cleavage
and in situ deposition [167J. This is indicative of heterogeneous nucleation
at defects created upon exposure to the ambient atmosphere. On the other
hand, cleavage in Ar atmosphere with subsequent annealing in oxygen (750 K,
P0 2 = 1 X 10- 4 mbar) gives the same densities as UHV cleavage [174J. In­
formation concerning nucleation kinetics for Pd on MgO(100) was obtained
from average cluster densities deduced from AFM images taken as a function
of deposition temperature [174J. The AFM images reproduced in Fig. 3.16
show that cluster nucleation takes place at terraces and only occasionally at
steps. On the other hand, the Arrhenius plot of the island density is clear
evidence for heterogeneous nucleation at defects with large trapping energies.
The trapping defects must thus be located at substrate terraces. There are ab
initio calculations investigating the Pd trapping energies of several possible
defects on MgO(100) terraces; one which seems likely to be involved is an
oxygen vacancy, the so-called neutral Fs-center [175J.

Comparing experimental data with calculations using mean-field nucle­
ation theory including trapping defects (solid line in Fig. 3.16), the relevant
system parameters could be derived. The diffusion energy on the defect-free
MgO(100) terraces must be rather low (Em:::; 0.2 eV) for all the Pd atoms to
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reach the defect sites down to T = 200 K. The length of the plateau towards
higher T defines the minimum trapping energy, Et 2: 1.2 eV. This bound
compares reasonably well with the theoretical value of Et = 1.55 eV [175J.
The knee at 600 K is best fitted by a transition from i = 1 to i = 3, i.e.,
traps remain populated by one Pd atom, but the second and third bound
to it break up while only 4 atoms represent a stable cluster at a trap. The
deduced lateral bond energy of Eb = 1.2 eV lies slightly below the theo­
retical gas phase value which is reasonable on a weakly bonding substrate.
Incomplete condensation starts at 750 K, as evidenced by the decrease in
sticking deduced from AES measurements, and by the final increase in the
slope of log(n x ) vs. liT, obtained in the model for an adsorption energy of
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Fig. 3.11. Pd clusters grown on MOS2 at 623 K. (a) Ex situ image by TEM as
compared to (b) in situ STM image. The effect of tip convolution on the size
distributions (c) in the case of STM imaging is evident [176]
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Ea = 1.2 eV. The parameter set derived for the model system Pd/MgO(100)
constitutes a valid basis for comparison with theory and is a step towards
a quantitative understanding of nucleation and growth in metal/insulator
systems .

The imaging of clusters with local probes enables in situ studies and gives
access to the cluster height. However, the convolution with the tip falsifies
absolute values of the projected surface area, which are reliably obtained by
ex situ TEM. In our example of Pd/MoS2 the convolution is clearly visible
since clusters appear distinctly larger in the STM topograph than they are
in reality (see Fig. 3.17). Accordingly the size distribution derived from STM
is centered at larger average sizes. The effect of tip convolution is expected
to be even more dramatic for AFM images of metal clusters, e.g., on MgO.
Such images have to be taken in non-contact mode to prevent displacement
of the weakly bound clusters by the tip-sample interaction forces appearing
in contact mode. Awareness of the convolution effect when deriving absolute
cluster sizes and size distributions from local probe techniques is therefore
important.

We end our section about metals on insulators by discussing a method
that reduces the width of the cluster size distribution for these systems. It
is based on the fact that the optical absorption coefficient of metal parti­
cles is strongly size dependent. Laser irradiation of clusters (Ag on a quartz
support) with a frequency chosen in resonance with the plasmon modes for
a certain cluster size selectively heats these clusters which then evaporate
atoms and shrink in size. Specific cluster sizes can thereby be reduced or
even totally removed. Successive irradiation with two laser wavelengths re­
moves the smallest clusters and causes a size reduction of the largest ones.
Thus both tails of the size distribution are removed which reduces its width
(to a rv 0.26), as verified by means of AFM and optical extinction spec­
tra [177]. In the sense of leading to better defined cluster sizes the method is
similar to Ostwald ripening of small clusters discussed in Sec. 3.5, although
it is not coarsening because the mean cluster size remains unchanged .

3.9 Conclusion

The presented methods of cluster growth on metal surfaces are transferable
to semiconductor surfaces and possibly also to thin oxide layers. Kinetically
or thermodynamically controlled cluster growth represents an alternative to
the creation of ordered nanostructures at surfaces by lithography, atom op­
tics, colloids, or soft landing of size selected clusters. Self-organized cluster
growth at surfaces will become particularly important for an extension of
basic science and applications towards objects with smaller length scales.
Questions that may be addressed in the near future are chemical reactiv­
ity, transport, and magnetic properties of surface supported clusters evolving
from the quantum confinement of electrons in the clusters . The advantage of
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cluster growth with respect to atomic manipulation with local probes is the
high cluster density enabling access to the clusters' chemical and physical
properties with integrating experimental techniques . In order to get the rel­
evant information from integrating measurements, however, size and shape
uniformity are essential, requiring detailed understanding and control of the
atomic processes underlying cluster growth at surfaces.
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4 Collision of Clusters with Surfaces:
Deposition, Surface Modification and
Scattering

Wolfgang Harbich

4.1 Introduction

In the preceding chapter we saw how clusters are formed on surfaces starting
from atom deposition. Nucleation and aggregation processes determine the
surface morphology and these are governed by diffusion barriers on terraces,
kinks and steps. Cluster formation in this context is strongly determined not
by the minimisation of the total energy of the cluster alone but rather by the
total energy and the energy barriers of the cluster-surface system. These two
are fundamentally different. An example for strongly interacting surfaces is
given below: the binding energy of a silver dimer Ag2 in the gas phase is 1.6
eV [1]' which is a medium strength bond. If this dimer is formed on a Pt(l11)
surface , the energy corresponding to the bond reduces roughly by a factor of
10 [2] . The gas phase structure of Ag7 is a bipyramidal pentagon [3] , while
Ag7 on Pt(111) has been calculated to be a compact two-dimensional island
[4] .

The deposition process itself is different if atoms or clusters land on the
surface . Cluster speed and size can be varied over a wide range giving rise to
new phenomena not accessible within conventional deposition methods. Low
energy cluster beam deposition leads to thin films which clearly keep the
memory of the deposition [5,6]. Energetic deposition of cluster ions has been
shown to give strongly adhering films of high quality [7-11]. Higher energy
cluster deposition leads to shallow implantation and better defined interfaces
[12]. Giant sputtering yields are found at elevated impact energies [13-15].
Even nuclear fusion processes have been reported at the very highest energies
[16] . Clusters are precursors for particular etching and growth procedures on
surfaces [17], see Chap . 9. Energetic rare gas clusters are used to polish insu­
lator surfaces very much like an atomic scale sand blasting machine [18,19].
Charging problems by bombarding insulating surfaces are strongly reduced
since the charge to mass ratio decreases with increasing N.

Energetic cluster impact gives rise to enormous pressures and tempera­
tures [20-26] which are hardly accessible otherwise. The choice of substrate
and cluster material define the reaction partners in cluster collision induced
chemical reactions. The surface can either serve as a hard wall [22] simply
transforming translational kinetic energy into internal energy or participate

Karl-Heinz Meiwes-Broer, Metal Clusters at Surfaces
© Springer-Verlag Berlin Heidelberg 2000



108 Wolfgang Harbich

in the reaction. A nice example is the oxidation of silicon surfaces by ener­
getic oxygen cluster impact [27,28]. This allows oxidation to take place at low
surface temperatures thus preserving the structures formed before.

4.2 Cluster-Surface Collisions: General Remarks

The description of cluster-surface collisions has to take into account a vari­
ety of different phenomena. We can define two timescales in cluster-surface
deposition or scattering experiments: The collision itself which lasts for sev­
eral picoseconds and the evolution of the cluster-surface system with time
(evaporation, diffusion, aggregation) which can extend to hours or even days.
This is illustrated in Fig. 4.1 which shows a molecular dynamics simulation
of a CUlOOO cluster colliding at an energy of 10 keY (vo= 5600 m/s) with a
Cu(100) surface . Most of the collision dynamics is over after 50 ps and we
can consider Fig. 4.1 as the final configuration (configuration 1) of the colli­
sion event. However, from an energetic point of view we expect the minimum
energy as a configuration of an island of monatomic height with (N - M)
atoms, where M is the number of atoms which are ejected from the surface
(configuration 2).

The local temperature of the collision zone after 50 ps is already very
close to the initial surface temperature To. The transition from configura­
tion 1 to configuration 2 takes place via thermally activated processes and
the time t necessary to reach configuration 2 depends on the surface tem­
perature. This time t lies anywhere between nanoseconds and hours, days or
even longer. An example is given in Fig. 4.2 for the system Ag19 / P d(l OO).
Fig. 4.2a shows snapshots of a Ag19 cluster colliding with a Pd(100) surface
at 1 eV/ atom kinetic impact energy. These results have been obtained from
molecular dynamics calculations by Massobrio et al. [4,30]. The collision out­
come is shown in Fig. 4.2a left. The energetic 'ground state' of this system
is given in Fig. 4.2a right. Thermal energy helium scattering experiments
(TEAS)[31] for this system performed as a function of surface temperature
Ts show this transition, which happens around room temperature. The idea
of the method is as follows. Helium atoms at thermal energy are reflected un­
der specular conditions from a surface. The specular reflected intensity 1/10

decreases due to adsorbates (in this case the clusters) on the surface with a
cross section (T which depends on the morphology of the adsorbate. The de­
position curve recorded at T; = 200K can be fitted with the cross section (T A

shown in Fig. 4.2b left. Since the experimental data can be fitted with the so­
called lattice gas model, which describes a statistical distribution of clusters
on the surface, one can further conclude that the cluster-surface morphology
at this temperature is frozen, i.e., no post-collision dynamics takes place in
the time scale of the experiment. At Ts = 300K we see a clear deviation
from the lattice gas behaviour which can be well described by a morphology
change from (T A to (TB .
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Fig.4.1. Molecular dynamics calcu­
lation for a CUlOOO cluster colliding
with a Cu(100) surface . Impact energy
Eo= lO keY. After Moseler [29]

This means that cryogenic surface temperatures are often required to
freeze in all post-collision processes which alter the system under study.'
The present chapter deals as far as it is possible with the description of the
collision dynamics. Experimental results have been obtained in a time window
of seconds to hours after the collision event and tracing the fundamental
processes back is sometimes difficult.

1 Generally liquid nitrogen temperature is considered to be sufficient. This is not
always the case, in particular for the compact metal surfaces like Pt(1l1). The
energy barrier for adatom diffusion amounts to 168 meV [32], which corresponds
to a hopping frequency of 300 Hz at this temperature. Another example is HOPG.
High Ag atom and cluster mobilities have been found at surface temperatures as
low as 50 K [33] .



110 Wolfgang Harbich

a)

o 0 0 0
o 0 0 _0 0

o 0 _0 _0
o 0 _0 _0 _0

0 _0 _0 _0

6' o ~ ~ ~ :~ ~ ~o
i 0oO : ~~OoO

o 0 0 0 0

1'111)

b)

A--_
~

oS
.~ 1.11

~

II.K

II Ill' 2(l' :lUi 4(l' SUI I>4l'

Ti me ('1

1.11

II.K

Fig. 4.2. Molecular dynamics calculations and experiment for a Ag19 collision
with Pd(100) at Eo =leVjatomj (a) time evolution of the collision (side and top
view) and the energetic 'ground state' configuration. After Massobrio et al. [4,30].
(b) Thermal energy helium scattering experiment for the same system at surface
temperatures Ts=200 K corresponding to configuration A (left) and Ts=300 K show­
ing the transformation from configurat ion A to configuration B [31). The deposition
starts at t = 0 and stops at t =500 s. The specular intensity recovers for the higher
surface temperature when the deposition is stopped since the transformation from
U A to U B is not complete.

For the following discussion it is instructive to draw an intuitive picture
of an energetic cluster-surface collision process. When the cluster arrives at
the surface, first the front atoms collide with the substrate atoms and are
abruptly stopped. The cluster atoms further away from the surface still have
their initial velocity and pile up, colliding with the front atoms. This com­
pression leads to an increase in potential energy and internal kinetic energy
(heating) of both cluster and surface. A microscopic shock wave is formed
which propagates through the cluster . Temperatures, densities and pressures
can reach enormous values. Numerical values for an Ar561 cluster hitting a
NaCI(100) surface at 1050 eV (1.86 eVjatom) are 3000K, 1.4 Po and 104 atm
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respectively [23] . For AIN on Cu, the maximum local temperature increase is
found to be proportional to the impact energy per atom and independent of
cluster size [34]. At these temperatures the cluster and the surface around the
impact are molten. The release of pressure leads to bulging up of material on
the rim of the impact area (crater formation), backscattering of atoms and
spreading (deformation and dissociation).

It should be asked whether temperature is still a defined quantity in this
transient process. Betz et al. [34] have made an analysis of the velocity dis­
tribution of the atoms in the heated volume around the impact and found a
Maxwell-Boltzman (MB) distribution for the lower impact energies. Devia­
tions from the MB distribution were found for impact energies of 10 eV/ atom
and this only in the very initial phase of the collision (T < 300fs). As will
become clear later, the concept of a superheated cluster reasonably explains
experimental data.

Another problem consists in classifying cluster-surface collisions. The pa­
rameter space is large. I will try to account for the most important parameters
in order to attribute them to the different collision processes.

• Cluster size N (2:S N :S 105
) .

• Cohesive energies of the cluster Eg~h and surface E~oy' and the bonds
formed between cluster atoms and substrate atoms E~ohs . (It is not the
same to shoot a stainless steel bullet in wax or hit a stainless steel surface
with a sphere of wax). The ratio

Eel
R = coh

E~oh

spans almost 4 orders of magnitude. The extreme cases are not at all
pathological ones. Rare gas clusters are used to smooth metal and semi­
conductor surfaces [35,36] and rare gas surfaces are used as shock ab­
sorbers in softlanding experiments [37,38]. E~~hs is an important param­
eter when softlanding conditions apply (see below). In this case, the im­
pact energy is so small that no considerable bond breaking occurs. If
E~~hs « Eg~h' plastic deformation of the cluster is not favourable similar
to a non wetting behaviour in atom deposition on surfaces.

• Impact energy Eo. The cluster impact energy can be considered as one
of the key parameters in cluster-surface collisions and covers 10 orders of
magnitude from 10-2 to 108 eV. Eo defines to a large extent the transient
temperatures, pressures and densities .

• Impact angle Pin determines the amount of lateral momentum with re­
spect to the surface plane . In collisions of C60 with HOPG for example ,
this lateral component is transformed in rotation of the molecule while
the normal component is responsible for vibrational excitation [39]. Pin

is closely connected to the mass transport of cluster material parallel to
the surface plane and can be considered as one of the key processes in
surface smoothing effects for metal deposits [40].
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• The charge state of the particle. The neutralisation process in cation or
anion deposition is a source of energy which cannot be neglected in low
energy cluster deposition.

• Cluster and surface temperature have to be considered. They become
increasingly important as the cluster size grows and the deposition energy
is reduced. Molecular dynamics simulations [30,41) have shown that the
cluster temperature does not greatly influence the collision outcome for
Ag7 and Ag19/Pd(100). However, if we approach larger cluster systems,
both temperatures play an important role [29). It is clear that a liquid
drop hitting a solid surface behaves quite differently to a solid particle
hitting a liquid surface.

Size N
Impact energy En
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Fig. 4.3. Fundamental pro­
cesses in cluster-surface colli­
sions

The parameters described above will strongly influence the outcome of a
complex collision process. Fig. 4.3 is an attempt to decompose the collision
into fundamental processes. The depicted sequence will be treated step by
step and will serve as a guideline throughout this chapter. The following
processes will be considered:

• Soft landing. The particle sticks at the impact point and keeps its identity.
Collision induced deformation is elastic .

• Ballistic deposition: the transformation of translational kinetic energy
into potential energy leads to plastic deformation of the particle.
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• Fragmentation: the incoming cluster decomposes upon impact. This means
not only that coordination within the cluster is reduced but that bonds
are broken. Fragmentation together with the reformation of new different
bonds will be called cluster impact chemistry.

• Implantation: part of the cluster is implanted in the surface resulting
in an intermixing of cluster and substrate. The depth of implantation
depends strongly on the ratio R defined above and impact energy Eo. If
the incident energy is sufficiently high and R sufficiently large the cluster
can be completely buried in the solid.

• Reflection : the cluster or a cluster fragment is backscattered from the
surface . Information about charge- and energy transfer is obtained.

• Sputtering: substrate and cluster atoms are ejected from the surface. The
overlapping trajectories of the individual cluster atoms lead to highly
nonlinear collision cascades.

• Crater formation: when the cluster increases in size (~ 100 atoms) an
enormous pressure is built up during the collision accompanied by local
melting. The substrate reacts by lateral material transport which induces
crater formation.

• Radiation damage: collision induced displacements are not completely an­
nealed, producing vacancies, interstitials or completely amorphous zones.

These fundamental processes normally do not occur separately but coexist
(except for the first two items) . They become important in a certain range of
impact energy and cluster size. Fig. 4.4 shows a mechanism diagram which is
in close analogy to the one proposed by Averback and coworkers [42] . They
have generated this diagram on the basis of molecular dynamics calculations.
I have added more processes which will be discussed below to complete the
picture. The main parameters in this diagram are the reduced impact energy
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Fig. 4.4. Mechanism diagram
in cluster-surface collisions.
The x-coordinate represents
the relative binding energies
of the surface and the cluster
R = E~~h/E~oh; the y coordi­
nate is the reduced energy (af­
ter [42])
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(per atom of the cluster and cohesive energy of the substrate) and the ratio R
defined above. Small R means that a soft -cluster collides on a hard surface and
large R that a hard cluster impinges on a soft surface. Deposition on a hard
surface at elevated energies leads preferentially to splatting and reflection
while deposition on a soft surface results in penetration of the particle as one
would intuitively expect. Melting, sputtering and radiation damage become
important at higher impact energies while softlanding is restricted to the
lowest impact energies. This diagram, however, should only be used as a
guideline. Cluster size does not appear as a separate parameter. When the
particle size decreases to only a few atoms, implantation for example becomes
easily possible even for very hard substrates. Before going into a more detailed
description of the different processes some remarks on experimental and (to
a lesser extent) 'theoretical' techniques will be added.

4.3 Experimental Considerations

To study energetic cluster-surface depositions two, in the past separate fields,
had and still have to merge: the well established field of surface physics on
one side and the much younger field of cluster physics on the other side. Ex­
perimental control of surface cleanliness, substrate morphologies and surface
temperature which is everyday practice in surface physics is not always an
element of common language in the cluster deposition community. If large
cluster fluxes are employed, as for example in the experiments of Haber­
land on energetic cluster deposition [8-10] or Yamada in surface smoothing
by cluster impact [43] .vacuum requirements are not so strict. On the other
hand, when mass selected clusters are employed, cluster currents which can
be obtained today are still so small that ultra high vacuum conditions are
absolutely necessary. This is particularly true when the surface is held at
cryogenic temperatures Ts S; 77K in order to freeze in diffusion and aggrega­
tion processes , since the sticking coefficient for residual gases in the vacuum
system approaches unity.

Fig. 4.5 shows the ratio of cluster vs. residual gas flux on the surface as a
function of background pressure for the equivalent cluster currents of 0.1, 1
and 10 nA cm- 2 • The 10 nA range is about the limit obtainable today [44­
46] and most of the state-of-the-art mass selected cluster sources operate
well below these values. The two horizontal lines in Fig. 4.5 delimit opera­
tion conditions where we have at least as many clusters deposited as 'dirt'
and where we deposit 10 times as many clusters as residual gas, assuming a
sticking coefficient of one. To obtain larger cluster fluxes than impurities on
the surface, pressures in the low 10-10 mbar range are mandatory.

Cluster sources which are used for deposition experiments are mostly
continuous sources like the gas aggregation source [47], sputter sources [48]
and a mixture of gas aggregation and sputter sources [49], see also Chap .
1 and 9. Only very recently, have pulsed sources, which have a high cluster



Ilr~ ........~"-"-~"'--'-~.......................~........,~"'"
100

1) 10-12 10-11 I(r lO 10.... IO-K Ilr
'

b..sc pressure IrnharJ

4 Cluster-Surface Collisions 115

Fig. 4.5. Ratio of cluster flux to resid­
ual gas flux for 0.1,1 and 10 nA cm- 2

cluster current densities as a function
of base pressure in the vacuum cham­
ber. The shaded area corresponds to
operating conditions in which, as a
lower bound, as many clusters hit the
surface as impurities and in which, as
an upper bound, ten times more clus­
ters than impurities hit the surface for
typical mass selected cluster sources
employed today

density in the pulse but a small duty cycle, been employed [50,46] . These
sources are based on material evaporation following the impact of a high
power laser pulse (laser vaporisation sources, LVPS) [51] or an electrical arc
(pulsed arc ion source, PACIS [52]). Gas aggregation sources have a high mass
flux but only neutral clusters are produced and post-ionisation of the cluster is
rather inefficient. Sputter sources, LVPS and PACIS have the advantage that
charged clusters are produced directly and can be formed into a beam . Sputter
sources which are still the most intense ones for a selected number of elements
and small clusters (N < 20) have the drawback that the ejected clusters
have a rather large energy distribution (~ 10 eV) [53-55] and this prevents
them from forming an energetically well defined beam. This is of particular
importance in softlanding experiments where total deposition energies below
10 eV are desired. An elegant way out of this problem has been devised
in Waste's group [56] and in Anderson's group [57]. The energetic clusters
produced in the sputtering process are thermalized in a helium buffer gas
inside a quadrupole field. This procedure, which has been introduced and
used for many years by Gerlich and co-workers [58,59], leads to a momentum
and spatial compression of the ion beam.

High repetition rates in pulsed sources (LVPS and PACIS) increase the
intensity of this type of source to an amount which makes them suitable for
deposition experiments. These are in my opinion the sources which will be
most often employed in the near future. Unlike sputter or gas aggregation
sources, almost any material can be evaporated, even refractory metals and
the mean cluster size distribution can be adjusted over a wide range by
adjusting the carrier gas pressure, source temperature and nozzle geometry.
Heiz et al. [46] have developed a source which is close to the 'ideal' experiment
supplying mass selected clusters at well defined energies under clean ultra
high vacuum conditions. The energy spread is very small (8E < 1eV) thus
allowing defined collision conditions down to very low energies. For more
detailed information see Chap.S.



116 Wolfgang Harbi ch

4.4 Molecular Dynamics Calculations

Powerful computers tod ay allow us to simulate cluster- surface collisions con­
taining some ten thousand atoms up to impact energies in the high keV
regime. Since this method solves Newtons equat ions for all particles integr at­
ing the trajectories , we can consider this technique as a dynamical microscope
where we get insight into the collision process with femtosecond time resolu­
tion (see Fig. 4.1). Experimentally that much detail could never be expected.
Commercial software is available but the true bottleneck in this type of nu­
merical experiment is the appropriate choice of the interaction potentials.
Detailed experimental information on cluster-surface collision outcomes is
consequently highly desired for testing the potentials employed. Once be­
ing confident in the appropriate choice, MD is a very powerful predictor
for experiments. Here it is much faster and cheaper to set up a computer
experiment than areal one. Still there are a couple of problems connected
to this method: to properly describe the dynamics of all atoms in the sys­
tem, time steps of T ~ 10fs are necessary, and even smaller ones during the
collision phase itself where high energies are still present . This restricts the
method to integration times in the order of ns, which is much shorter than
laboratory time-scales. However, the collision process which lasts a few ps
can be very well described. A further complication arises from the fact , that
an experiment averages over millions of collision events (excepting of local
prob es) while in a MD calculation each run is unique and a large number of
calculat ions have to be performed to obtain reasonable statistics.

4.5 Softlanding

A simple criterion for defining softlanding would be that the cluster sits on
the surface without atom exchange with the surface (no implantation) and
without any collision-induced plastic deformation. This directly implies that
no fragmentation occurs (see Fig. 4.2). Applying this criterion, softlanding
conditions can only be obtained for rather exotic systems, at least for small
clusters. Consider a neut ral cluster of 7 Ag atoms approaching a Pd(100)
surface with essentially zero kinetic energy, just enough for the cluster to
arr ive eventually at the surface. Two energy terms apply in this situation: the
cohesive energy between cluster and surface atoms E~~hs and the difference in
the pot ential energy corresponding to the atomic arrangement of th e free gas
phase clusters and the final cluster shape on the surface, in this case a compact
island of monatomic height. Fig. 4.6 shows results of a MD calculation by
Nacer et al. [4] for AgdPd(100). The kinetic energy of the cluster Tern and th e
temperature 'lint both expressed in units of temp erature (Fig. 4.6a) can be
compared to the collision dynami cs represented as snapshots in Fig. 4.6b. Ag7

approaches the surface with its gas phase structure. When the cluster 'feels'
the surface it accelerates in a short time interval. The maximum temperature
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Tern of 104K corresponds to roughly 1eV of kinetic energy. When the cluster
hits the surface, translational energy is transformed into internal energy and
both surface and cluster are heated. As shown in Fig. 4.6bI, the cluster has
undergone almost no structural change at this point. The relevant energy for
this temperature rise is the adsorption energy of the 3-dimensional cluster to
the surface. The cluster's centre of mass motion is stopped at around 1.7 ps
but heating continues to take place. This is attributed to the structural change
of the cluster, visualised in snapshots II and III. The energy which can be
associated to the formation of bonds and to the structural transformation
is high enough for implantation of cluster atoms into the surface to take
place in 79 % of the simulated collisions for Ag7 and 10% for Ag19. It is
worth mentioning here that implantation at zero kinetic energy is unique to
clusters, since the deposition of thermal atoms does not lead to implantation
(at least for the case of Ag on Pd(100)).

Structural deformation and implantation become also less important when
the cluster size is increased. This can be understood in the following way [4]:
implantation requires a cluster to overcome the exchange barrier which is
0.75 eV for the AgjPd(100) system. The energy available per atom for larger
clusters decreases making the exchange mechanism less and less probable.
Cheng and Landman [21] for example, did not find evidence for implantation
for the system CU147/CU (111) at a total impact energy of 2.610-2 eV which
corresponds to thermal energy. Further on, the acceleration of the cluster due
to the attractive range of the interaction potential leads to a cluster tempera­
ture of about 410 K (starting from room temperature), well below the melting
temperature, resulting in a 3D crystalline structure. No surface damage was
observed in these calculations. Going to even larger clusters leads to soft­
landing closer and closer to the conditions which have been defined above.
The tendency extracted from these selected examples is clear. For R :::::i 1
softlanding with negligible deformation of the cluster can only be obtained
for larger clusters where N 2: 100 can be considered as a yardstick. This
behaviour is not at all surprising if we extrapolate to macroscopic particles
landing at negligible thermal energy on a surface. Intuitively one does not
expect a silver sphere of 1 mm diameter to flatten on a clean Ag(lll) surface
and form an ordered arrangement of epitaxial layers. When the cluster sub­
strate interaction decreases the critical sizes on which softlanding conditions
can be obtained will shift to smaller N . The extreme case are covalent or
metallic clusters deposited in van der Waals solids like the condensed rare
gases or N2 •

Experimental proof can be obtained for softlanding in van der Waals solids
since due to the small cluster substrate interaction, cluster specific (size and
structure) information is accessible [60,61,50]. A nice example from Honea et
al. [50] is shown in Fig. 4.7. Mass selected small silicon clusters were deposited
in solid N2 and subsequently studied by Raman spectroscopy. Raman spec­
troscopy gives access to geometrical information via the vibrational modes of
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the particle. Fig. 4.7 shows the Raman spectra with the corresponding Ra­
man active modes for the geometrical structures shown with each spectrum.
The geometrical structures found are the same as in the gas phase, which
means that softlanding in its most strict form has been achieved. Optical
absorption spectra have been obtained by our group for AgN in Ar for N=2­
40 [60,61]. Each cluster size shows a distinct optical absorption spectrum.
Further analysis of these spectra prove the three dimensional structure of
the clusters similar to the gas phase ones [62]. Impact energies in these de­
position experiments reach from 0.5 eVjatom (Ag40 ) to 10 eVjatom (Agz).
Extrapolating these experiments to 0 eV kinetic energy leads again to true
softlanding conditions in the form defined at the beginning of this chapter. A
further advantage of this technique, which is known more commonly as Ma­
trix Isolation Spectroscopy (MIS) is that the condensation of these substrates
need cryogenic temperatures, freezing in almost all post-collisional dynamics .
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Fig. 4.7. Raman
spectra of SiN in
solid Nz. The spectra
are obtained after
codepositing mass
selected SiN with
Nz on a cryogenic
surface . The bars
on the top of each
graph represent the
Raman active modes
of the structures
shown on the right of
each spectrum. After
Honea et al. [50]
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Limited information, however, is obtained in these experiments on im­
plantation or even substrate damage induced by the collision process. Pho­
toemission studies [63] on small mass selected Ag clusters on rare gases report
considerable sputtering of the substrate for collision energies of 30eV. Apart
from the matrix isolation experiments very limited experimental informa­
tion is available for deposition on real surfaces and conclusive evidence as to
whether softlanding conditions have been obtained does not exist . These ex­
periments are very difficult to perform. Photoemission experiments have been
performed on mass selected cluster deposits at low impact energies [64-66]
(see also Chap. 5). XPS and UPS spectra are not detailed enough to inform
about fragmentation or deformation processes. Local probes (STM, AFM,
TEM) at cryogenic temperatures coupled to mass selected cluster deposition
can in principle provide this information. Considerable effort in this direction
is underway and more data can be expected in the near future.

Indirect confirmation on softlanding has been obtained in some experi­
ments which show very size selective results: the work of Waste and coworkers
on the photographic process initiated by Ag4 deposition [48] (see also Chap.
8), the catalytic activity of small supported size selected clusters [67,46] and
the photoemission results in two photon electron spectroscopy with femtosec­
ond pump and probe lasers of Busolt et al. [68]. In all these experiments a
strong dependence on cluster size in an atom by atom manner is found which
gives confidence that deposition without fragmentation has been achieved.
Plastic deformation or implantation, however, cannot be excluded.

The Lyon group [5,69]deposited larger metal clusters on carbon substrates
as these are suitable for subsequent electron microscopy studies. In most
cases, cluster sizes obtained on the surface are considerably larger than the
cluster size of the beam, induced by surface diffusion and coalescence of the
clusters (see also Chap .3). Under some conditions, however (in particular
when clusters are sufficiently large to suppress merging of small clusters into
large ones), the supported clusters show the same size histogram as the gas
phase ones measured during the same experimental run . Similar results have
been obtained by Hovel et al. [70] and Palpant et al. [71] for larger clusters
deposited at thermal energy. However, it should always be kept in mind that
these experiments have been performed on large clusters which are not size
selected. This means that qualitative but no quantitative information can be
extracted.

If softlanding is defined as a collision outcome allowing for plastic de­
formation of the cluster but no fragmentation and implantation into the
substrate, higher impact energies can be used (see discussion about implan­
tation below). The upper bound of the deposition energy is then defined by
the onset of fragmentation and implantation. All molecular dynamics studies
analysed for this article showed implantation at about 1eV/ atom, regardless
of the cluster-substrate system , while implantation which is not driven by
the cohesive energy of the cluster to the substrate and shape deformation (as
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discussed above) is absent for impact energies below 0.1eV/atom, i.e., well
above thermal energies (rare gas substrates are not considered) . Analysing
fragmentation and implantation processes in more detail as we shall do in
the following, allows us to define an upper bound for softlanding conditions
to be achieved, which is:

Eo < 1 eV/atom (4.2)

Another way to reach controlled softlanding conditions on 'hard' sur­
faces even at hyperthermal energies is deposition into rare gas buffer lay­
ers which have been condensed onto the surface prior to deposition [37,38].

"Hard" landing of Ag7 on Pt(lli)

impact energy 20 eV (2.9 eV per Ag atom)

annealing
) T = 300 K

"Soft" landing of Ag 7 on 10 ML ArlPt(lli)

Dissipation of impact energy into Ar - film

Impact energy 20 eV (2.9 eV per atom), Tdep = 26 K

T=90 K
annealing

T =300K

100 ­
f---l

Fig. 4.8. STM images for hardlanded Ag7 (top) and softlanded Ag7 (bottom) on
Pt(111) . (After Bromann et al. [38))
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Three-dimensional clusters with a small fragmentation rate (see below) can
be obtained when metal clusters are deposited into rare gases at impact ener­
gies Ed ep :::::: 20eV [72,73]. The trick is now to adapt the thickness of the rare
gas layer in such a way that the subsequent evaporation does not lead to dif­
fusion induced aggregation of the clusters before they reach the metal surface.
Experimental proof for this idea, which was theoretically worked out by the
Landman group in molecular dynamics simulations [20], has been obtained
by combining variable temperature STM measurements with mass selected
cluster deposition in rare gas layers [37,38]. Fig. 4.8 shows a comparison of
'hard landed' silver heptamers at 20eV (2.geV jatom) on Pt(111) with 'soft­
landed' Ag7 on a 10 monolayer thick Argon buffer layer on top of Pt(111) at
the same impact energy. It is instructive to compare the cluster experiment
with the deposition of atoms at thermal energies. If the Pt(111) surface is
held at cryogenic temperatures beautiful ramified islands are obtained (see
Chap .3) but on annealing to 300 K, all atoms are finally condensed at the
steps of the Pt(I11) surface. This is not the case in energetic deposition of
Ag7 . Ag7 deposited at 20eV on the uncovered surface at a surface temper­
ature T, = 26K (picture taken at 80 K) results in a random distribution of
clusters with approximately the same size. Annealing the surface to 300K
gives a result very different to thermal deposition. The silver is still concen­
trated within (larger) islands on the terraces which indicates stabilisation of
the particles by implantation. This is very different when the clusters are
slowed down in an argon buffer layer. Heating the surface to 90K results
in complete evaporation of the rare gas and the metal clusters stick to the
surface. The islands are very homogeneous in size rshowing that no cluster
aggregation has taken place and the size distribution should be equal to the
ones obtained in matrix isolation spectroscopy. Annealing to 300 K leads to
complete condensation of the clusters on the Pt steps , identical to thermal
deposition.

4.6 Fragmentation

We define fragmentation by decomposition of the cluster into two or more
constituents. The amount of fragmentation can vary significantly from the
loss of just one atom to complete shattering of the particle upon impact.
Experimental access to fragmentation rates in cluster-surface scattering ex­
periments are obtained by mass spectrometry of the backscattered fragments
[22,74-79]. Two main problems are inherent in these measurements: first , only
a fraction F of the incoming particles is backscattered. F depends strongly on
the system and the scattering geometry and can become very small. In this
case only very few selected trajectories of the total contribute to the mea­
sured signal and these do not have to be representative at all in a statistical
sense. Second, usually charged backscattered particles are detected unless
post-ionisation is performed [80]. The amount of neutralisation can become



4 Cluster-Surface Collisions 123

very important (~ 90%) and the mechanisms of charge transfer are not well
understood, making quantitative analysis difficult. In cluster deposition ex­
periments the surface has to be analysed during or after deposition giving
clear fingerprints of the size distribution. By measuring the size distribution
of the deposit and comparing it to the parent cluster size, the different frag­
mentation channels can be quantified . To my knowledge such experiments
only exist for rare gas supports, where the fingerprint for any particular size
can be obtained by optical spectroscopy, see below.

4.6.1 Clusters Scattering off the Surface

Experiments investigating the scattering of clusters off surfaces at thermal
and hyperthermal energies have been carried out for a variety of chemical
elements from van der Waals to covalent systems. Chatelet and coworkers
have made extensive studies for large (N ~ 1000) ArN, KrN and mixed
clusters scattering offHOPG surfaces at thermal velocities (v = 500m/s) [81­
88]. It is clear that any scattering process at moderate energy with a surface
having a temperature higher than the rare gas condensation temperature
will inevitably lead to complete evaporation of the rare gas. However, the
angular and velocity distribution of the scattered particles give insight into
the energy transfer processes. A cluster which hits the surface at a small angle
glides on the surface in analogy to the well known Leidenfrost phenomenon.
The authors distinguish three different exit channels:

• monomers evaporate from the gliding cluster;
• large cluster fragments leave the surface at angles close to the surface

plane (that means they split from the gliding cluster) ;
• atoms are temporarily trapped to the surface, thermalize and are subse­

quently evaporated with a thermal energy distribution.

Molecular dynamics calculations by Pettersson et al. [89] support this
interpretation.

Diatomic molecules embedded in van der Waals clusters (12" (C0 2)N) frag­
ment upon collision with a surface [77]. The fragmentation rate depends on
N for collision energies extending to 30 eV per Iz molecule. Part of the frag­
mentation events is explained by a molecular wedge effect very much like a
wedge splitting a piece of wood, the CO2 molecules serving as the wedge.

Simple metal clusters scatter off surfaces at low to moderate energies by
monomer loss [90]. Metal clusters interacting with surfaces generally show
more inelasticity, which can be translated into a longer interaction time and
better repartition of the initial translation energy into inner degrees of free­
dom. As a consequence, neutral atoms are evaporated from the scattered
parent cluster ion for simple metals in contrast to small clusters as, for ex­
ample in SbN [91] . The fragmentation patterns found for SbN and BiN in the
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low energy collision range very much reflect the stability of the clusters [91­
93J pointing again to a thermal evaporation process for the collision heated
cluster.

Prominent candidates for covalent clusters colliding with surfaces are the
particularly stable fullerenes, more specifically C60 . Depending on the im­
pact energy, two different fragmentation mechanisms can be distinguished.
At lower collision energies Eo ::; 300 eV even numbered fullerene fractions
like C58 , C56 and so on are found [94], indicating a sequential fragmentation
by dimer evaporation. A typical fragmentation pattern is given in Fig. 4.9.
Fragmentation kinetics has been modelled using a simple unimolecular reac­
tion diagram. An activation energy of 6.6 eV was found for the decomposition
process : cta -7 cts + C2 • In contrast to the 'low energy' process , where C2

fragments boil off the superheated cluster, prompt fragmentation occurs on
impact (shattering) for higher impact energies. As Eo increases , the fragmen ­
tation pattern changes in nature and small carbon clusters CN (2 ::; N ::; 28)
are formed . Beck et al. [94J were able to reproduce their data qualitatively

Fig. 4.9. Fragmentation pat­
tern of 0 60 as a function of
impact energy. After Beck et
a\. [94) .
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using a bond percolation model, taking into account the electron attachment
efficiency. It is worth noting here that we are dealing with a very particular
molecule which is capable of storing an enormous amount of internal energy.

Fragmentation of silicon clusters colliding with silicon and graphite sur­
faces have been investigated by St. John et al. [95J and the Kondow group
[96J using collision energies of 5 eV/atom. Fragment ions of SiN parent ions
were typically SiN/2, indicating that fragmentation proceeds unimolecularly
after the parent ion is scattered from the surface without dissociation. This
is further supported by the fact that about 40 %of the initial energy is found
as translational kinetic energy of the scattered products.

The picture which emerges from these results is the following: at small
collision energies, rapid heating of the cluster leads to evaporation of atoms
or small fragments reflecting the stability of the clusters . This is similar to
the sputtering process where cluster abundance is modulated by the stability
of the clusters. At higher collision energies shattering of the incoming par­
ticle takes place and backscattered fragments are typically small clusters or
cluster-substrate compounds. The scattering scenario is similar for metals
and covalent clusters. Although rather detailed information about the reac­
tion pathways can be obtained from these scattering experiments it should be
kept in mind that scattering off the surface might not be the major channel
but rather deposition on the surface. Information extracted from scatter­
ing always refers to specific collision trajectories, complicated by the charge
transfer mechanism which is not well understood.

4.6.2 Fragmentat.ion Studies on Molecules and Clusters

When the fragments or the fragmented parent ions stay on the surface, which
is the case in most thermal and hyperthermal experiments at normal inci­
dence, experimental information is sparse because of the above mentioned
technical difficulties.

Metal clusters on rare gas substrates are the only systems to my knowl­
edge which have so far supplied quantitative information on fragmentation
F in cluster deposition [62J . The distinct size dependent optical absorption
spectra for AgN allow us to measure the fragmentation rate F as a function
of Eo, N and the substrate material and to deduce on the fragment chan­
nels. Qualitatively, fragmentation decreases as the cohesive energy of the
substrate decreases in agreement with MD calculations by Cheng et al. [20J.
This is shown in Fig. 4.10, where Ag2 and Ag7 have been deposited in differ­
ent rare gases. Clearly discernible in the optical spectra are the well known
atomic s - p transitions centred at 4 eV [97J, which are a clear indication of
fragmentation. The presence of a signal from atoms in Fig. 4.10 further indi­
cates that an important fragmentation channel for metal cluster deposition
on these substrates is the evaporation of atoms from the clusters. We could
indeed show that Ag3 can be deposited up to 100 eV primary energy in Ar
always giving the same ratio Ag2 / Ag1 , which means that up to this energy
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Fig. 4.10. Optical ab­
sorption spectra of Ag2

and Ag7 in different
rare gases. The total
deposition energy is
Ed ep :::::: 20eV. Apart
from the spectroscopic
signatures of the parent
clusters, fragments are
also present , in particular
atoms

the trimer always decomposes in a dimer and a monomer. Quanti tative in­
formation on the fragm entation rate F can be obtained for dimers , as shown
in Fig. 4.11. F has been determined as a function of impact energy for Ag2

in Xe, Kr and Ar. Clearly there is a hierarchy in the fragmentation curves
to lower fragmentation rates with smaller cohesive energy of t he subst rate
(sma ll R) and the minimum values found around 20 eV impact energy are of
the order of F = 20%.2 The surprising result in Fig. 4.11 is that up to 50%
of the incoming dimers survive a collision of 50 eV with the substrate. The
reason for this, as we will see later also for the 'real' solid, is a cage effect
when the dimer (or cluster) is implanted in the solid. Lateral spreading of

2 The levelling off at F = 20% rather than at F = 0 for the lowest deposition
energies is caused by the large energy distribution of the cluster beam used in
these experiments.
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cluster atoms is hindered . The case of a van der Waals solid and in particular
the rare gas is special. The energy deposited by the cluster impact is suffi­
cient to break hundreds of support atom bonds around the impact point. In
a simplified picture, the metal cluster is caged in a small gas ball, as in an
atomic scale gas aggregation source. So even when fragmentation occurs in
this bubble, reaggregation can happen with reasonable probability [98] and
the so called softlanding process is in reality a fragmentation re-aggregation
process. Molecular dynamics calculations have been performed to test this
model [99]. Typical trajectories for a fragmentation-reaggregation process as
well as for a dissociative collision are given in Fig. 4.12 for CU2. in Ar. Besides
the effect discussed above, the "soft" energy transfer from translational into
internal energy has been confirmed by these calculations.

The fragmentation F is expected to depend directly on the bond strength
of the colliding cluster. Fig. 4.13 shows F as a function of the bond energy of
the neutral dimers in different condensed gases. The experimental conditions
are not identical since the data points have been collected from the literature.
Deposition energies vary slightly (10 to 30 eV). Nevertheless, the expected
trend is clearly visible, showing a very strong dependence on the binding
energy.

Quantitative fragmentation data on metallic or covalent surfaces do not
exist to my knowledge. Qualitatively, strong fragmentation is found for Ag7

hitting Pd(lOO) at Eo = 3 eV/atom, while much less fragmentation is found
for Ag19 at Eo = leV/atom [31].

o-o-o-o
25 eY/atom 30 eY/atom

8 20

<' <'
:6

~ 15.,
u u
§ §
t;;

~ 10is 4

5
2

0 5 10 15 20 0 2 4 6 8
Time [ps) Time (ps)

Fig.4.12. MD calculation for CU2 colliding with an Ar surface. The interatomic
distance of the two Cu atoms is plotted as a function of time showing dissociation
and reaggregation (left) and dissociation (right) . After Ratner et al. [99]
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4.7 Implantation

Implantation processes have always been important in ion-surface interac­
tions specially in semiconductor technology. Implantation of clusters instead
of atomic ions opens new ways with better defined interfaces [11) and less radi­
ation damage in hetero nuclear systems. The stability of cluster structures on
surfaces is strongly dependent on the stabilisation of the cluster by implant­
ing some of the cluster atoms into the surface (pinning). The energy range
in which implantation processes are involved is comprised between thermal
energy and MeV/ atom. It was quickly realised that the correlated motion of
the individual cluster atoms give rise to an overlap of the collision cascade.
These effects will be discussed for implantation and more particularly for
sputtering phenomena induced by cluster impact in the next chapter.

One question to be addressed is whether there is a threshold for this
process, which means that at least one of the cluster atoms is embedded in
the surface layer (see Fig. 4.2). This threshold will depend on the material
combination. Referring to Fig. 4.4 we would expect implantation into rare
gases well below Eo = 1 eV while implantation starts at around 3 eV/ atom
in the case of a metal cluster on a metal surface (R ~ 1). The cluster size
will playa role since macroscopic effects, like shock-wave generation are not
active in dimer or trimer depositions. A reasonably good idea for the onset of
implantation (for metallic and covalent systems) is given in Fig. 4.14 which
shows a compilation of MD results from the literature and two experimental
points. Significant implantation sets in at around 1eV/atom and is complete
at around 100eV/atom. The scattering in the data points can be correlated
with the ratio R as discussed above. Quantitative data for implantation in
this energy range have been obtained in our group for Agi-Pd(100) using
Thermal Energy Atom Scattering (TEAS) [100,41) . Implantation yields of 1
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atom per heptamer at 3 eVjatom and 3-4 atoms per heptamer at 14 eVjatom
have been found . These values are in nice agreement with MD calculations for
the same system [101] and followwell the trend in Fig. 4.14. Kaiser et al. [102]
find a size dependent threshold for SbN cluster deposition on HOPG, which
is higher than the values reported in Fig. 4.14. However, their values have
to be considered as upper bounds. Their conclusions are drawn on the basis
of the feasibility of finding particles in the STM images for HOPG at room
temperature and the authors do suspect the presence of intercalated particles
at lower deposition energies, corresponding to almost complete implantation.
The collision trajectory for small clusters hitting the surface depends strongly
on the orientation of the cluster and the impact point, as was shown by
Carroll et al. [103] . The penetration depth and also the damage zone created
by the atoms or small clusters show a large spread corresponding to the large
amount of possible orientations.

Time Evolution Monte Carlo (DYACAT) and molecular dynamics simu­
lations have shown that the penetration of small to medium sized clusters
in metal and covalent cluster-surface systems are always significantly larger
than for the corresponding ions at the same incident velocity [108-112]. This
phenomenon has been explained by a clearing-the-way effect (CLW) were
the 'front ' atoms of the incident cluster push target atoms out of the way.
The CLW is directly related to the collective motion of the cluster atoms.
It depends on the respective masses of cluster (me) and surface (ms ) atoms.
The CLW effect is much more pronounced when me » ms and could not
be observed when me « ms [113] . The implantation depth of the clusters
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decreases with increasing cluster size for the same cluster velocity. This is at­
tributed to a 'multiple collision effect' [109J. The transfer of the initial cluster
momentum to the lateral direction is more effective than in the atom case
due to the enhanced number of collisions between cluster and surface atoms.
Aoki et al. [114,109J find a cube root dependence of the penetration depth
on impact energy for C60 on carbon and ArN(13 :S N :S 3000) on Si(100).
This dependence reflects isotropic energy transport through the solid. Note
that even the rare gas clusters keep a correlated motion when penetrating
into the solid at these elevated energies. The multiple collision effect gets
less important when the cluster energy is further increased since scattering
cross sections decrease. The collision trajectories of the clusters atoms finally
become similar to those of the monomer.

Experimental access to the penetration depth for clusters into substrates
is difficult to come by. An elegant solution has been found in the group
of Kappes [115J . They use a 'chemical developing technique' to measure the
penetration depth of C60 in HOPG . Oxidation only takes place at defect sites
of the HOPG surface in atmospheric oxygen pressure at temperatures below
950 K. Each defect results in a one monolayer deep etch pit of roughly round
geometry. Etching stops when no defect is present in the following layer.
The penetration depth of the fullerenes is then obtained by measuring the
depth of the etch pits with an STM. Fig. 4.15 shows the average penetration
depth as a function of impact energy. Comparing their measurements with
TRIM calculations for monomer penetration they find an increase in cluster
penetration depth by a factor of 1.7 in qualitative agreement with the MD
findings discussed above. Baudin et al. [116J have ~easured the energy loss
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Fig. 4.15. Penetration depth of C60 in HOPG as a function of impact energy. After
Brauchle et al. [115]
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of MeV cto through thin carbon foils. They find an energy loss which is the
same as for a carbon atom having the same impact energy per atom.

The effects discussed above suggest that implantation can be improved
by cluster impact. Yamadas group [12,117J has successfully generated ultra­
shallow (7 nm) implantation profiles by bombarding a Si(100) substrate with
Decaborane (BlOH14 ) .

4.8 Sputtering

Sputtering phenomena for monatomic ions colliding with a surface in the keV
energy regime are well understood on the atomic scale [53-55J. Sputtering
yields for most of the ion target combinations can be described by the linear
cascade theory by Sigmund [118J. Nonlinear effects should be expected when
polyatomic ions are used as projectiles. Nonlinear effects in the sputtering
yield Y means Y(XM ) > MY(Xt}. In fact already more than 20 years ago
experimental evidence for these nonlinear effects by dimer bombardment have
been found [119,120J . Since then an increasing data set has been established
ranging from keV to MeV impact energy [15,19,121,35,122-129]. An example
of such a nonlinear sputtering yield with cluster size is given in Fig. 4.16
which shows the normalised sputtering yield Y/N as a function of impact
energy for AUN with up to 5 atoms per cluster hitting a gold surface [122J .
In this energy range only nuclear stopping has to be considered (in contrast
to electronic stopping which becomes important above 1 Mev'/atom). An
enhancement of Y by a factor of 55 is measured in the maximum between
AU5 and the monomer ion. No saturation effect is found in the experimental
data and one can speculate that even higher enhancement factors apply for
larger clusters.

One of the key words used to explain these effects is 'energy density' due
to the overlap of th e individual trajectories of the impinging cluster atoms,
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which stay close together, at least in the vicinity of the surface. Although
the energy loss of the cluster atoms is reduced with respect to the monomer
at identical velocities, this reduction factor is smaller than the number of
atoms in the cluster and becomes one for very high energies (see above). A
gradual transition from a linear collision cascade to a thermal spike has been
proposed by Thompson et al. [130] and Sigmund et al. [131]. However, so far
no satisfactory agreement has been obtained between model and experiment.

In the case of electronic stopping, quantitative reproduction of the en­
hancement has been obtained by a simple energy density argument. Tomasch­
ko et al. [15] have measured the secondary ion yield of CsI bombarded by ct
(N=I-12) . The authors used the sputtering yield dependence on the energy
density E of the monomer and replaced E by the corresponding cluster value.

It is worth noting that in all cases where emission of larger molecules or
cluster emission has been measured, the enhancement factors increased with
the size of the secondary particle. In other words, cluster impact increases
the probability of emitting clusters instead of monomers as secondary ions.
However, these data have to be considered with some caution since no cor­
rections have been made to the ionisation efficiency of the emitted particles
which can become very important [132].

Apart from the sputtering yield, the angular distribution of sputtered
particles merit some attention. Large lateral components in the sputtered
particles have been reported experimentally [128,35,129,129] and by molecu­
lar dynamics simulations [121,18,127]. Using this 'lateral sputtering effect' the
authors explain the surface smoothing obtained in gas cluster bombardment
of surfaces at normal incidence.

4.9 Thin Film Formation by Energetic Cluster Impact

About 25 years ago Takagi et al. [133] proposed to use energetic clusters
instead of monomer ions in thin film production. The Ionised Cluster Beam
Deposition method (ICBD) has attracted considerable attention since and
some hundred papers have been published. Remarkable results have been
obtained in thin film formation which can be summarised as follows:

• the morphology of thin films can be changed from amorphous to crys­
talline by increasing the acceleration voltage;

• strongly adhering films with low surface roughness can be produced.

An example is the epitaxial growth of aluminium on Si(100) at room tem­
perature, a system with a very large (25%) lattice mismatch [134]. The results
have been explained by phenomenological arguments (adatom migration, high
mass density, low energy/atom deposition) but no clear picture has emerged
and no theoretical or numerical effort was instigated until 1989 [135] . It was
realised that the cluster content in the early ICB sources was very low if ex­
isted at all [136-138]. The situation became even more puzzling when Zuhr
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et al. [139] showed that energetic monomer ions gave equivalent results in
the epitaxial growth of Al on Si(lOO). Systematic work, specifying the cluster
size, has been published more recently by the Haberland group [8-10,49,140­
144] and corroborated by molecular dynamics calculations [7,145,146]. The
technique has been renamed to Energetic Cluster Impact (ECI).

Adherence of the films can be attributed to surface cleaning effects in­
duced by cluster impact and by partial implantation (pinning) of the clusters
in the substrate. The elevated transient temperatures generated locally during
the impact allow for recrystallisation even on room temperature substrates.

The reduction in surface roughness has been attributed to an effect, not
discussed so far. Surface roughness on a microscopic scale can be visualised
as small surface areas which are tilted by <Pin with respect to the surface
plane. It is therefore instructive to discuss the collision mechanism at oblique
impact angles. Moseler et al. [40] have proposed a downhill mechanism which
has been verified experimentally by STM measurements on asymmetrical
crater shapes for oblique cluster impact [128]. The idea is simple. The velocity
component parallel to the surface which depends on <Pin leads to shear stress
on the cluster and results in a net mass flow of cluster atoms. Fig. 4.17 shows
a molecular dynamics calculation of the collision of a Cuzooo cluster with a
Cu(IOO) surface at an incidence angle <Pin = 7°. The memory effect on the
incident angle is clearly visible. The net mass transport leads to a filling of
the protrusions in the case of a rough surface, hence a surface smoothing.
The model shows good agreement with experimental data obtained by AFM
measurements. Closer inspection of Fig. 4.17 shows that not only cluster

1=0 ps

Fig. 4.17. Downhill mass transport in a colli­
sion of CU2000 with Cu(lOO) at an impact angle
of 7° with respect to the surface normal. After
Moseler [29]
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atoms but also substrate atoms are transported downhill. This effect may
also be responsible for the surface smoothing induced by rare gas cluster
impact reported by the Yamada group [129,36J.

4.10 Cluster Impact Chemistry

As already mentioned at the beginning of this chapter, cluster collisions with
a surface can lead to extreme temperatures,

densities and pressures in the cluster and on the surface. Together with
the transformation from translational kinetic energy into potential energy this
may induce bond breaking and formation of new bonds putting forward the
idea to search for chemical reactions induced by cluster impact . Two differ­
ent approaches can be distinguished in the search for cluster-impact-induced
chemical reactions . In the first, followedby the groups of Levine and Even, the
surface is used in a hard cube model as an 'energy transformer' to efficiently
heat the cluster. Molecular dynamics studies as well as experiments have been
performed giving detailed insight into the energy acquisition mechanisms of
th e cluster during collision [22,24-26,79,147-149J. Very recently [22J exper­
imental proof of such homogenous reactions has been given. Iodomethane
clusters were transformed to molecular iodine and trifluoromethane clusters
to molecular fluorine by colliding the parent molecular ions with a p-type
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diamond coated silicon surface. The chemical reaction rates have been found
surprisingly high.

In the second approach heterogeneous reactions between the cluster mo­
lecules and the substrate are addressed. Yamada's group [27] and Jarrold's
group [28] have studied the oxidation of Si by energetic cluster impact at
room temperature. Surface oxidation of silicon at room temperature by ex­
posing the surface to O2 at thermal energies is very inefficient and produces
primarily suboxides SiOx [150]. Surface temperatures Ts > 7000 C are re­
quired to produce stochiometric Si02 surface layers [151]. This problem can
be overcome by energetic cluster deposition. Fig. 4.18ashows the number of
oxidised silicon atoms No as a function of O2 exposure for different impact
energies (measured by XPS). The mean cluster size in these experiments was
1600 oxygen molecules per cluster ion. The efficiency of the oxidation pro­
cess is clearly shown. A steep increase of No at low coverage followed by a
much smaller slope at high exposures is observed. Even more interesting are
the amounts of SiOx and Si02 as a function of exposure and impact energy,
shown in Fig. 4.18b. While the suboxide levels off quite rapidly, Si02 contin­
ues to grow in particular at high impact energies. This is a nice example of
how impact induced heating can drive a chemical reaction.

4.11 Crater Formation and Cluster Impact Induced
Erosion

A cluster which hits the surface at elevated energy (Eo » 1 eV/atom) pene­
trates the surface and exerts a large pressure between the front atoms of the
cluster and the substrate. This pressure is released via the perimeter of the
impact zone which is liquid-like and a crater rim is formed. Moseler [29] has
studied crater formation in MD calculations of a CUN (1000 < N < 3000)
cluster hitting a copper single crystalline surface. The following observations
can be extracted from this study:

• the crater depth increases with the impact energy;
• the form of the crater depends on the crystallographic orientation;
• the form of the crater depends on the impact angle due to mass transport

parallel to the surface;
• the diameter of the crater is not very sensitive to cluster size.

Crater or crater-like formation can be obtained already for very small
cluster sizes. Fig. 4.19 shows an STM image obtained by our group of a
Pt(l11) surface after impact of 1 keY Ag7 . The impacts are characterised
by a central impact region of 10-15 Adiameter. Small, approximately round
islands of ejected substrate atoms decorate the rim of the crater. The overall
diameter of the impact zone is approximately 40 A.

For larger clusters and higher energies, cluster induced erosion takes place.
This effect has been applied by Gspann and coworkers to use cluster impact
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Fig.4.19. STM image of Pt(111) af­
ter the impact of Ag7 at Eo = 1 keV.
Surface temperature Ts = 93K. After
Joedicke [152J

erosion for the production of nanostructures [153-156J. (C0 2 ) N clusters with
N ~ 1000 are accelerated up to 120 keV. Physical erosion as well as chemical
etching processes (Reactive Accelerated Cluster erosion RACE) are active
during the collision, leading to much smoother eroded surfaces than obtained
by sputtering with monatomic ions. Submicron structures with various wall
inclinations have been generated on glass, quartz and diamond films.

4.12 Electronic Processes

So far we have neglected electronic processes during cluster-surface collisions.
They can provide valuable information about the collision dynamics . The im­
pact energy (or better velocity) and the charge state of the colliding cluster
playa decisive role in which kind of electronic processes have to be consid­
ered . Using the Bohr velocity as a reference we can distinguish between the
low energy regime (Eo ~ keV/atom) and the high energy regime (Eo ~

MeV/atom). In the first case the energy loss proceeds via atomic collisions.
Charge exchange processes are important as well as thermionic processes of
the collisionally heated scattered clusters or cluster fragments. In the high en­
ergy range electronic stopping starts to dominate the energy loss mechanism .
Several recent reviews treat this subject [157-159J .

Electronic processes during and after a cluster-surface collision can man­
ifest themselves in different ways:

• photon emission;
• secondary ion emission;
• electron emission.

Most of the literature concentrates on electron emission which will be
briefly reviewed. Electron emission by ion impact is an established field which
is fairly well documented [160]. Focusing first on low energies, two important
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Electron Emission (EE) mechanisms can be distinguished, Potential Emission
(PE) and Kinetic Emission (KE). In a PE process the potential energy of the
projectile is dissipated through a two-electron Auger process and in principle
there is no threshold behaviour for the impact particle velocity. However, the
energy release in the Auger process has to be larger than the binding energy
for the electron which is to be emitted. PE is contrasted with KE, where
the energy to release the electron is provided by the kinetic energy of the
projectile. This channel is inactive below a threshold impact velocity.

Baragiola [158] has reviewed the differences between PE and KE in the
case where clusters or molecules collide with the surface instead of monatomic
ions. The PE mechanism shows a reduced emission yield 'YIN for molecules
or clusters with respect to monatomic ions. In addition, a strong velocity
dependence for 'Y is observed for clusters in contrast to the case for atoms .
Two possible explanations are given. The first concerns resonant electron
capture which becomes more likely, since the number of (empty) excited
states increases as the cluster size increases. De-excitation of the hole left in
the valence band is filled by Auger interband transitions which favour small
energy transfers. This competing process, which explains the reduction in 'Y
for polyatomic molecules also explains the velocity dependence, since higher
impact velocities favour electron capture into the ground state of the ion,
leading to higher 'Y values, as observed experimentally.

Another mechanism which becomes possible in cluster-surface collisions
is electron capture into repulsive states of the molecule. In very slow collisions
this means that electronic energy is transformed into atomic motion, leaving
less energy for the electron emission.

Kinetic electron emission is important in atomic and cluster ion detec­
tion. Secondary electron multipliers are based on this mechanism. Since the
electron yield depends on velocity rather than on energy of the incoming ion,
problems arise in the detection of large clusters . The threshold for kinetic
electron emission (KE) depends on the projectile target combination with
minimum values of Vthr ~ 2 104 m/s [160,158] . One of the most striking find­
ings when clusters are considered is that the apparent threshold for KE de­
creases. Beuhler et al. [161] have measured KE induced by the impact of H20

on copper and aluminium oxide and find thresholds of Vthr = 1.8 104 m] sand
Vthr = 0.9 104 m] s respectively. Even more surprising is the work reported by
Even et al. [162]. The authors report on electron emission induced by 001 4

clusters produced in a supersonic (1.6 103 m] s) expansion. Since the incom­
ing clusters are neutral, PE can be excluded and one can speculate whether
this result is a case of Thermionic Emission (TE) .

Thermionic emission can be considered as a two-step process and is, at
least for low impact energies (no formation of secondary ion clusters) unique
to clusters. The question arises as to whether cooling of the collisionally
heated cluster via electron emission, as from a hot tungsten wire, will be an
active channel. As stated by Thum et al. [163] and references therein, it is
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unlikely that any thermionic emission arises from the hot spot created during
the impact of the energetic ion. The main argument is that the lifetime of
the collision cascade or the thermal spike (r ~ 10-12 s) is too short for this
process to be effective. This is not the case for scattered clusters, cluster
fragments or substrate fragments . Dissipation of internal energy gained by
the collision cannot proceed via the support and is basically restricted to three
cooling mechanisms : a) atom evaporation, b) electron emission (thermionic
emission), c) photon emission (black body radiation) . Which of these three
will be the dominant channel depends strongly on the ratio of the binding
energy to the ionisation potential. While coinage metal clusters like Ag or Au
will cool by atom evaporation, refractory metal clusters like W, Va and in
particular C60 can emit electrons. This has been shown in the gas phase by
laser heating of the cluster [164-168] and also identified as a mechanism in
cluster-surface collisions [169-171]. Cooling by photon emission (black body
radiation) has been shown in the gas phase [172,173] but to my knowledge
not in cluster surface collisions.

The question arises as to whether EE in cluster-surface collisions is de­
termined by electronic processes of the atomic constituents independently or
whether molecular effects play an important role. The relevant quantity here
is the ratio

(4.3)

for the cluster ion Mt;. For hydrogen cluster ion~ a sublinear effect (QN <
1) is found at impact energies (Eo < 300 keY) while QN > 1 for Eo > 300 keY
[174]. The mechanisms involved in these positive and negative molecular ef­
fects are not really understood. Gold clusters (1 < N < 5) colliding with a CsI
surface at impact energies comprised between 30 keV/atom and 6 MeV/atom
always show a sublinear effect increasing with impact energy [175]. The au­
thors explain this behaviour by a reduced cross-section for multiple ionisation.

A nice experiment has been performed by the group of Meiwes-Broer
[176,177] which gives insight into the neutralisation or better charge exchange
dynamics during a cluster-surface collision on a femtosecond time scale. Elec­
tron emission yields 'Y(N,Eo) have been measured as a function of size Nand
impact energy Eo for the impact of negatively and positively charged clusters
on metal and HOPG surfaces (see Fig. 4.20). The authors find in their exper­
iment a monotonic decrease in 'Y(N,Eo) for impact on metal surfaces while
pronounced oscillations are found in collisions with HOPG substrates, which
depend on the impact energy. Although the origin of the electron emission
process is not revealed, detailed information on neutralisation dynamics is ob­
tained. The underlying idea is the following: EE can only happen when the
cluster reaches the surface in its initial charge state. Charge transfer however
can already take place between target and projectile via electron tunnelling.
Even further, the electron is allowed to jump back and forth. Essential for
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0.6 ,.----------, Fig. 4.20. Measured relative electron yield
"Y(N) as a function of cluster size for collisions
between PtiV clusters and HOPG and Al sur­
faces. After Speer et al. [177]
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this ansatz is that the projectile velocities are sufficiently low in order to
provide the time for this tunnelling to happen. In the case of discrete levels
for the two collision partners (which corresponds to zero.bandwidth of the
substrate or a low density of states as in HOPG), resonant or quasi-resonant
tunnelling between the two approaching states takes place, resulting in an
oscillatory behaviour of "( as a function of collision time. The cluster size in
Fig. 4.20 translates into a time scale via the velocity of the incoming clus­
ter . The time dependence of the effect emerges from the broader oscillation
for Eo = 1100 eV impact energy (Fig. 4.20b) compared to Eo = 500 eV
(Fig. 4.20a) . For metal substrates which have a broad bandwidth the ap­
proach results in a monotonic decrease in "((N) again in agreement with
experiment. In the case of finite bandwidth damped oscillations result.
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4.13 Summary and Outlook

Collisions between clusters and surfaces show a rich and complex spectrum
of phenomena. The fundamental difference between atomic and cluster pro­
jectiles can be found in the correlated motion of the atoms which form the
cluster. This correlated motion is valid up to very high impact energies and
only in the range of MeV/atom can we treat the system as if independent
atoms collide with the surface.

. One of the key problems in low energy cluster deposition experiments is
whether the cluster is softlanded or breaks apart upon impact. Deposition of
clusters at thermal energies clearly demonstrate a memory effect resulting in
surface morphologies which cannot be obtained with conventional deposition
techniques. Slightly higher impact energies (Eo > 1 eV/atom) lead to im­
plantation of cluster atoms into the substrate, stabilising the nanostructures
formed. Energetic cluster-surface collisions provide a unique possibility for
increasing the impact energy while keeping the impact velocity constant. In
this way very high energy densities can be obtained close to the surface which
manifest themselves through in giant sputtering yields and cluster-induced
impact chemistry.

A solid understanding of the fundamental processes involved in cluster­
surface collisions can only be obtained by dedicated experiments which are
technically very demanding. The last few years have seen a growing effort in
performing experiments with size selected clusters and well defined supports,
and progress in this field is only a matter of time.
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Top: Platinum clusters produced in a Pulsed Arc Cluster Ion Source (PACIS)
and deposited from a beam onto HOPG. Image size 67 nmx67 nm (left) and
11 nm x l I nm (right). See Chap. 5, Fig. 5.6
Bottom: Silver clusters with sizes between N = 4 X 102 and N = 4 X 103,

grown by condensation in preformed nanopits in HOPG. See Chap. 2, Fig.
2.15
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Top: Pd particles epitaxially grown on MgO(100) at 300 K, 433 K, and 673 K,
respectively. By Henry et al. See Chap. 3, Fig. 3.15
Bottom: Oriented Fe islands on W(llO), grown by self-organisation of Fe
atoms and subsequent annealing. After J . Bansmann, V. Senz, L. Lu, A. Bet­
tac, and K.H. Meiwes-Broer, J.Electr$pectr.Relat.Phenom. 106,221 (2000).
Such nanostructures are interesting systems for magnetic studies, see also
Chap. 7
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Self organisation of silver on Pt(l11), see Chap. 3. Top: Island formation
at different temperatures, Fig. 3.2. Bottom: A dendritic structure grown at
130 K (and 80 K, inset), compared to the results of kinetic Monte Carlo
calculations, see Fig. 3.4
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Top: Photon map of silver islands on W(llO)jC-R(15x3) . 50 nm x50 nm.
Note that also the very small structures (down to 1 nm) emit light during
scanning. 3-dimensional representation of Fig. 5.13 in Chap . 5.
Bottom: Directional dependence of the magnetic switching field of a BaFeCo­
TiO particle with about 20 nm. See Chap . 7, Fig. 7.6



5 Electronic Level Structure
of Metal Clusters at Surfaces

Karl-Heinz Meiwes-Broer

5.1 Introduction

The electronic properties of free metal clusters depend sensitively on the ex­
act number of atoms N, as has been pointed out by de Heer in Chap .I. For
any technical application it is unavoidable to study the influence of a sup­
porting or embedding medium on the electronic level structure. For example,
by conserving the distinct energy spacings of a deposited cluster, it would be
possible to generate a "new surface" with adjustable electronic, and hence,
also optical and chemical properties. Indeed, cluster size dependent surface
reactivities have recently been observed, see the work of Schneider and Heiz
in Chap . 8 and [1,2] . Furthermore, many investigations dealt with N depen­
dent optical absorption of clusters on surfaces or in matrices [3-6] which were
throughout explained by collective electron excitations.

The presence of a surface will significantly influence the electronic level
structure in the cluster (see Fig. 5.1). At a large distance the only common
energy is the vacuum energy, Evae •

Surface Cluster
EVAC - - - - - - - - - - - , \ - - - - - - - - -

_ _ Core
......_.._.. Levels

Fig. 5.1. A metal cluster approaches a conducting surface. How will the presence of
the surface change the electronic level structure? Will the highest molecular orbital
pin to the Fermi level EF?

Karl-Heinz Meiwes-Broer, Metal Clusters at Surfaces
© Springer-Verlag Berlin Heidelberg 2000
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With decreasing separation the energy barrier between cluster and sur­
face will also decrease. Thus the cluster level structure might change when
compared to the corresponding free system. The details of the binding de­
termine whether the highest occupied level in the cluster adjusts to the sub­
strate Fermi energy EF. In this case the contact potential would induce a
local charge accumulation. Also, the core levels might shift. Most theoret­
ical investigations deal with structural properties which are dominated by
the material combination (see preceding chapters) . On a metallic surface the
cluster forms a metallic bond and often likes to wet the substrate. If the
cluster is of the same material as the surface it will form an epitaxial layer.
On a non-metallic and weakly interacting surface clusters might keep their
identity and have structures close to those of the free clusters in vacuum.
The details of the cluster-surface interaction will determine the changes in
geometrical and electronic properties with respect to the unsupported case.
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Fig. 5.2. (a) Kahn-Sham eigenvalues for the NaCl(OOl) substrate (left), for the re­
laxed Nag/NaCl(OOl) system (middle), and the free Nag cluster (right) . The broken
lines correspond to empty levels. The HOMO of the free Nag has twofold degener­
acy which is lifted upon surface contact. (b) Time averaged DOS for the adsorbed
cluster at 350 K (solid curve), and the corresponding distribution for a free Nag at
550 K. After Hakkinen et al. [7]
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Whereas a wealth of theoretical information is available on the electronic
properties of adsorbed atoms and molecules, the level structure of deposited
clusters, on the other hand, has scarcely been considered . In the case of weakly
interacting surfaces , e.g., metal clusters on salt, it is found that the density of
states (DOS) within the cluster is only weakly affected by the presence of the
surface [7]. This is demonstrated in Fig. 5.2 by the Kohn-Sham eigenvalues of
free Nas when compared to those of deposited ones. The corresponding DOS
shows only a slight change in the electronic level structure (see for example
the shifts in cluster levels and the lifting of the degeneracy of the HOMO,
middle of Fig. 5.2a). Even at elevated temperatures the DOS remains clearly
structured (see Fig. 5.2b). As a matter of fact , it can be shown that jellium
clusters on inert surfaces possess either a planar or a 3-dimensional ground
state, but in many cases both geometries are stable and there is a marked
energy barrier between them [8].

For 3-dimensional clusters on surfaces with stronger interactions there
are no theoretical results concerning their electronic level structures. As men­
tioned above, such systems are inherently complex due to the sensitivity of
the DOS on structural change and possible charge transfer processes.

So far most information on the electronic situation in deposited metal clus­
ters has been gained by experimental methods. The main results are briefly
reviewed, which were obtained either by photoelectron spectroscopy, or with
spatially resolving methods, e.g., scanning tunnelling spectroscopy. For the
sake of completeness it should be noted that there is also field emission work
on single metal particles. The Reifenberger group [9] measured the electron
energy distribution from AUN on tungsten tips . The structure was attributed
to energy levels which could be described within the jellium picture.

5.2 Photoelectron Spectroscopy of Deposited Clusters

A very straightforward way to investigate electronic properties is to deposit
the clusters and inspect them by conventional Photo Electron Spectroscopy
(PES). Vacuum ultraviolet light sources like He lamps or synchrotron radi­
ation have to be chosen for the excitation (see also Chap. 2). This method
involves two major problems: (i) with the exception of some transition metals,
the cross section for photoemission close to the Fermi level is often low; (ii) as
a nonlocal method PES probes the underlying substrate as well, so that usu­
ally most of the signal originates from the supporting surface. Consequently
much information has been obtained on the core levels of the deposited clus­
ters, and this can be recorded with high efficiency.

In order to illustrate the problem, in Fig. 5.3 photoelectron spectra are
depicted which were recorded from an uncovered Si02 substrate (dotted
curve), and after deposition of lead clusters from a beam (N~500). After
deposition a strong peak appears at a binding energy of about 18 eV. This
can be assigned to the Pb5d5/ 2 core level. Depending on the cluster size, this
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Fig. 5.3. P hotoelect ron spectra of an uncovered (natural) Si02 probe, dotted
curve , and after deposition of PbN, N~500 . Excit at ion energy hv = 50 eV. Note
the extremely low emission from the lead clusters close to the Fermi level at 0 eV
even for N ~ 500. After Siekmann et al. [10)

peak exhibits a shift to higher or lower values [10] . Close to the Fermi level,
however, only an extremely low electron intensity ,originates from the lead
clusters although large clusters and a substrate with a wide band gap are
chosen, i.e., a low DOS between - 5 eV and the Fermi energy.

As this situation is symptomatic for conventional PES on deposited metal
clusters, many investigations concentrated on the N dependence of the cluster
atom core levels. For clusters on carbon or even insulating materials, as in
Fig. 5.3, core level photoemission is in this case dominated by the effect of fi­
nal state charging, i.e., the photohole cannot be shielded within the short time
of the emission event [11-16]. This effect is illustrated in Chap . 2 on the PES
thresholds of silver particles [17] where the authors show that the neut rali­
sation dynamics of the photo hole is responsible for the missing sharp Fermi
edge. The lack of shielding leads to N dependent core level shifts which can be
discussed in terms of adsorption and cohesive energies [18]. The low electron
intensity close to EF contrasts PES of gas phase lead clusters, which shows
several intense peaks at low binding energies. This is illustrated in Figure 5.4
where small PbNclusters in a beam, were investigated [19] . Similarly, every
lead cluster with a given size has a distinct photoelectron spectrum which
serves as 'fingerprint ' for the detailed electronic structure [20,21]. Cluster
anions of many different materials have been investigated by this method.
Th ey all show distinct material and size specific confinement effects (see also
Chap . 1 where alkali anion PES is shown).
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Fig . 5.4. Photoelectron spectra of mass selected negatively charged lead clusters
in a beam. Excitation energy hv = 5.0 eV. Note that the zero point of the energy
scale has arbitrarily been shifted to the emission onset. For the method see [201 .
After Hector et al. [191

Clearly the gas phase PES at low excitation energies (usually UV lasers
are used with energy from about 4 - 8 eV) reveals the undisturbed electronic
level structure.

On the surface, also other clusters show no or only weak s- or p-derived
emission: for mass selected AUN on carbon, extremely weak and barely inter­
pretable electron intensity was reported by DiCenzo et al. [22]. In the case
of Siekmann et al., who also investigated AUN (on silver) [10], no s-derived
electron intensity could be recorded, instead a very narrow d-peak hints to a
low coordination within the gold cluster.

Clusters of open d-shell metals, on the other hand , do show some interest­
ing features . Roy et al. investigated PtN and PdN on silver where the spin­
orbit split components of the d-level change their separations and centres of
gravity with N [23]. The separation between the spin-orbit components in
PtN and in PdN increase and both components gradually move towards the
Fermi energy. These clusters are strongly bound to the Ag surface, where the
localised adsorbate states are coupled to the delocalised conduction electrons
of silver . The increased spin-orbit splitting reflects the increase in cohesive
energy due to molecular interaction, whereas the shift in the centre of gravity
of the d-emission indicates the trend to metal formation [23]. As a matter of
fact, the strong cluster-surface interaction induces a flattening of the clus­
ters until 2-dimensional systems with monoatomic height are obtained. So
these results do not reflect the electronic level structure of a 3 dimensional
supported cluster.
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Takasu et al. [24] investigated Pd particles on silica without mass selec­
tion. A structureless electron intensity developed within the band gap of the
substrate, gradually approaching the bulk spectrum at high coverages. Weak
d derived emission was observed by Eberhardt et al. [25] for small mass se­
lected PtN on silica; again no clear signature is found close to the Fermi
energy.

Summarising the photo emission work on deposited metal clusters with
conventional techniques it can be stated that up to now there is only little
information available on their electronic level structure. So far nothing simi­
lar to what was observed with PES on mass selected clusters in beams could
be found with deposited metal clusters. One reason for the not so encour­
aging situation is the fragility of the cluster on surface system. Possibly the
irradiation by the vacuum UV radiation leads to a change or even a destruc­
tion/fragmentation of the clusters. From gas phase experiments it is known
that metal clusters can exhibit, at least in certain energy ranges, an enor­
mous photofragmentation cross section with UV light [26]. At the same time,
conventional photoelectron spectroscopy with scanning electron energy anal­
ysers merely records a vanishing fraction of all electrons emitted. Thus the
sample has to suffer a significant radiation dose before a spectrum is recorded
with sufficient statistics (typical sampling time at a synchrotron lies around
in 500 s at a photon flux of about 1012 S-l cm- 2).

In order to significantly reduce the necessary radiation dose deposited
metal clusters were also investigated with time-of-flight (TOF) PES [27]. For
this a pulsed UV light source is necessary. The method of resonant four wave
mixing of dye laser light in mercury vapour and, alternatively, in a mercury
supersonic beam was used. Up to 1012 photons per pulse were generated
within a pulse duration of about 10 ns at a photon energy of 9.9 eV [28]. The
nascent electron pulses enter a 50 em drift tube and their arrival times are
registered. After conversion of the time dependent signal into an energy scale,
electron energy spectra are obtained. Due to the simultaneous registration
of electrons with different energies, the necessary radiation dose is reduced
by four orders of magnitude or more, depending on the chosen resolution .
One result obtained by this method is reproduced in Fig. 5.5. Here, roughly
mass selected lead clusters with broad size distributions were deposited from
a beam on naturally grown Si02 on Si(l11) [29,27]. The spectra show clear
signatures of the cluster deposits which change with the cluster size. In a
first approach these features were assigned to transitions of atomic spin-orbit
split 6p1/2-derived levels. The width L1E of the peak is connected with the
hopping integral VH by the relation L1E = 2· y1VZ. VH , with Nz the mean
coordination number [30]. The mean cluster size N is estimated from the
photo emission thresholds to N ~ 50 (5b) up to N ~ 500 (5e), thus allowing
the determination of Nz and, finally, the hopping integral VH . Depending on
whether 8 - or n-molecular orbitals contribute to the emission, the extracted
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Fig. 5.5. PES of deposited PbN on Si02/Si(I11) at 78 K. The spectra are obtained
by electron TOF spectroscopy with frequency mixed laser radiation at 9.9 eV (pulse
length about 10 ns) . a) Uncovered Si02/Si(111) substrate. b-e) Increasing coverage
with preformed lead clusters. The clusters aggregate on the surface and thus the
analysed lead deposits increase in size. f) Spectrum of a thick polycrystalline Pb
film. From Hector et al. [27]

VH ranges from around 0.2 eV to 0.5 eV, which is close to theoretical values
for alkali-metal clusters [31].

At longer times of exposure the structures in the photoelectron spectra
wash out , a clear sign of radiation damage. It is also interesting to note
that the overall photoelectron intensity increases by one to two orders of
magnitude upon covering the substrate with metal clusters. This raises the
question about the process of photo emission from cluster deposits , a point
which is currently under contention.

In spite of the still limited resolution (mainly due to the electronics used
and the laser pulse length) distinct and intense peaks can be recorded which
originate from the deposited clusters . With the third generation of syn­
chrotrons (e.g., BESSY II), and with UV free electron lasers, powerful pulsed
UV light sources become available to start a promising new approach in
studying the electronic level structure of deposited clusters by time-of-flight
PES .
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Other current investigations use electron TOF as well, but now with ultra­
short (50 - 100 fs) laser light pulses on silver clusters [32] and silver particles
on HOPG [33] . In both investigations collective electron excitations appear
to playa major role where the pump-probe time resolved results give insight
into the charge carrier relaxation processes. As to date , however, no single
electron excitations have yet been observed which would give more insight
into the electronic level structure of those systems.

In the following, we focus more on spatially resolving techniques, and
paying special attention to scanning tunnelling spectroscopy .

5.3 Scanning Tunnelling Spectroscopy and Inverse
Photoemission

Scanning tunnelling microscopy is a suitable method for looking at nano­
meter-sized islands and supported clusters with a resolution on the atomic
scale. It is important to note that no direct information can be obtained on
the local chemical nature. One promising approach involves analysis of the
electronic structure by carrying out Scanning Tunnelling Spectroscopy (STS) .
Here, the current between tip and sample is measured as a function of the
applied voltage . The current strongly depends on the density of states of the
tip and sample and hence, in principle, extracts information about the local
electronic structure and thus the chemical nature.

STS has been widely used for the spectroscopy of surfaces [34,35] , for a
review see [36,37]. Indeed, recent analyses by STS [38] reveal even the vi­
brationallevels of a molecule in surface contact. Most theoretical approaches
use perturbation theory which treats both the tunnelling tip , and the sample
independently. In this representation the total current is proportional to the
local charge density at the Fermi level evaluated at the tip end [39,40]. A
simple picture evolves, whereby the tunnelling current, or more precisely, its
derivative dI/ dU, maps the DOS of the sample whenever the DOS of the tip
displays a smooth energy dependence.

As one goes to decreasing distances and higher lateral resolutions the
tip-sample interaction plays an increasing role, and as a consequence, the
theoretical perturbation breaks down. Now the tunnelling must be treated as
a scattering process where the convolution between the wave functions of the
tip and the sample has to be considered. Up to now, this many particle prob­
lem has been tackled by first-principles local density functional calculations
and the application of Green's functions. A theoretical review and applica­
tions to atomic adsorbates can be found in [41] . As there is yet no theoretical
treatment of the conductivity of a cluster on a surface, we have to look into
related fields, e.g., the physics of metallic atomic size contacts. Recent theo­
retical approaches deal with quantum electronic transport through microcon­
strictions with variable shapes (see Chap . 6 of this book). There it is shown
that the conductance can be quantised due to the geometry of the constric-
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tion , i.e., even without consideration of the chemical nature of the contact.
Along this line, Scherbakov et al. [42] showed that for three-dimensional free
electron - like constrictions the charge transport is quantised. This is evident
from peaks in the calculated dI/dU.

When considering additionally the orbital electronic structure and the lo­
cal atomic environment around the region of constriction, the transmission
eigenvalues are richly structured as a function of energy. This means that
the conductance is strongly connected to the orbitals of the atoms involved,
which gives hope that a measurement of the charge transport through a clus­
ter might yield information about it's electronic structure. Finally, another
feature has to be considered which might be important for the description
of a tunnelling experiment on clusters: in the presence of an electrically in­
sulating layer between cluster and surface, the single electron charging en­
ergy e2 / 2C , with C the capacitance of the cluster, might lead to a voltage
threshold (the Coulomb barrier) below which electron transport is hindered.
With increasing voltage, steps arise (Coulomb staircase) which are caused by
changing the charge on the cluster by successively adding single electrons.
Since the charging energy is inversely proportional to C, the barrier and the
step distances can be increased by choosing smaller clusters. These systems
are therefore serious candidates as a basis for future electronic devices on the
low - nm scale, even at room temperature [43]. On the other hand, however,
single electron experiments on clusters yield only limited information about
their electronic structure, since the process is dominated by the capacitance
C. It is possible that under certain circumstances some substructure on the
plateau of the Coulomb staircase can originate from the electronic structure
of the clusters [44].

In order to summarise the current theoretical situation, it can be stated
that there has been no study which would describe the charge transport
through a deposited cluster on a molecular level. A complete picture has to
include the electronic cluster levels in the given geometry in the presence of
the surface, the influence of the electrical field under the tip (up to 108 Vm-1 )

and possible charging effects.
Notwithstanding the lack of any concrete theory, several experimental in­

vestigations have nevertheless dealt with STS on clusters in order to explore
electronic structure. The first result on mass selected clusters, i.e., SilO on
Au(OOl), shows a pronounced broad minimum in the dI/dU record , due to
a band gap width of about 1 eV [45] . Iron clusters (N ~ 13) on GaAs(llO)
were found to exhibit a gap at the Fermi level which was attributed to the
non-metallic character [46] , whereas for N > 35 the gap closes. Flat gold
clusters on GaAs(llO) give rise to pronounced band gap states [47] . The
dI/dU records of 5 nm palladium clusters on Ti02(llO) show an astonish­
ingly broad low intensity range which is discussed in terms of a large band
gap [48]. Such a large gap, however, is unexpected and cannot be explained
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with current theories. Several further experiments have been reported, none
of which show interpretable details of the electronic structure of the clusters.

In our group we have investigated the electronic structure of metal clus­
ters, mainly PtN, NaN and AgN by STS in ultrahigh vacuum at cryogenic
temperatures [49-51]. Platinum deposits on Highly Oriented Pyrolytic
Graphite (HOP G) are interesting systems for such studies . Clark et al. [52] al­
ready observed weak features in the I-V characteristics of two-dimensional Pt
islands at room temperature. At lower temperatures, however, the resolution
in STS should increase . Therefore we also apply STS to liquid helium cooled
samples . NaN and AgN are prototypes of jellium like clusters, see Chap. 1.
The results presented below give evidence that these systems exhibit a pro­
nounced energy level structure even when in contact with a surface.

Complementary to the STS technique, which gives information about elas­
tic channels in the charge transport, we will also apply STM-induced inverse
photoemission (STIPE) in order to learn about inelastic channels. Using the
high resolution of an STM, this method was first applied by Coombs et al. [53]
and later by Berndt et al. [54-56]. For a recent review see [57]. So far the
physical origin of the light emission during tunnelling is discussed in terms of
plasmon modes which are localised close to the tip and decay via the emis­
sion of light within a broad spectral range . In particular, the noble metals
are known to show intensive light emission. In the context of this book we
will investigate whether the STIPE method is suitable to investigate small
particles and clusters on surfaces. More specifically, we will explore a possible
lower N-limit in the light emission of silver.

5.3.1 Target Preparation and Experimental Methods

The experiments are carried out in an UHV system (about 3 x 10-11 mbar
base pressure) equipped with a low temperature STM (6 K, 55-78 K, RT),
a LEED system, an electron beam evaporator and an UHV transfer sys­
tem for the beam deposited clusters. Both the tip and the sample can be
changed while the system is kept at liquid helium temperature, which con­
siderably reduces the waiting time after a change. The cluster-on-surface
system is prepared either by atom diffusion or by depositing particles from
a beam under UHV conditions. We employ a Pulsed Arc Cluster Ion Source
(PACIS) [58,59,21] which generates clusters with broad size distributions.
Starting at a helium seeding gas pressure of 10-4 mbar in the source cham­
ber, the beam passes several pumping stages until it reaches the prepared
surface with a kinetic energy of about 1 eV/ atom.

Usually, a low coverage is chosen as it ensures the absence of interactions
between the clusters. Note that with several cluster-surface combinations it
is necessary to cool the substrate in order to inhibit diffusion. In the case
of PtN on HOPG, however, the clusters can be stable at room temperature
when pinned to defects or steps. The investigation starts with an imaging of
the sample by STM. Figure 5.6a displays an STM image of platinum clusters
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Fig. 5.6. (a) STM constant height image (67 nm x 67 nm) of Pt clusters on a
HOP G surface. The clusters are generated by the PACIS and deposited under ul­
trahigh vacuum conditions . (b) A close-up showing singleclusters (11 nm x11 nm) .
After [51]

Fig. 5. 7. A deposited Pt cluster on HOPG might induce a pronounced superstruc­
ture in its vicinity, a sign for a strong cluster substrate int eraction. From Bettac[51J

on HOPG for a coverage of about 2 %. The apparent particle size varies
between 0.5 nm and 4 nm in diameter, which, due to the convolution with
the tip shape, exceeds that of the clusters analysed in the mass spectrometer.
Figure 5.6b shows a single Pt cluster with about 15 atoms and two smaller
ones on atomically resolved graphite. Like the measurement of the particle
width , also the height determinations have to be performed with special care
since the cluster DOS usually differs from that of the bare surface.

These small clusters often appear flat and in their vicinity a (J3 x J3)
R30° superstructure is occasionally observed (see Figure 5.7). Similar su-
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perstructures have been found near adsorbed particles and point defects on
graphite [60-63] .

For the STS measurements, either a single cluster is selected and inves­
tigated, or STS spectra are taken at regularly separated positions within
a selected area. At each position , the tunnelling current is recorded while
scanning the sample bias under open feedback conditions. During the inves­
tigations, samples are cooled either to liquid helium temperature, yielding 5
K measured at the sample holder, or to liquid nitrogen temperature.

In the STIPE investigations, the emitted photons are collected by a con­
denser lens inside the vacuum chamber and focused by a second lens outside
the vacuum onto a Peltier cooled photomultiplier tube working in photon
counting mode. During the imaging process the integral photon intensity is
recorded for each scanning point. The energy range of the detected photons
is limited by the sensitivity of the photomultiplier (about 200-700 nm) .

Fig. 5.8. Left: Atomically resolved zig zag structure of the carbon-induced (15x3)
reconstruction of W(llO) . The bright spots are atomic and molecular adsorbates
from the residual gas (area 8 nm x 8 nm) . Right: Ag islands on W(llO)/C-R (15x3)
grown by tempering a thin Ag film (12 nmx12 nm). The island size is adjustable
by varying the deposition flux and the thermal treatment. From Mayer et al. (66)

A W(llO) surface with a carbon-induced (15 x 3) reconstruction [64,65]
is a good substrate to study light emission from silver islands. We prepare
the W(llO) crystal byheating it to about 1000K in DHV at an oxygen
pressure of about 10-5 mbar. Afterwards, the oxygen is removed by flashing
the sample. A further brief flash converts the clean W(llO) surface into the
W(llO)/C - R(15 x 3) (see left side of Fig. 5.8). After this surface treatment,
silver is deposited from an electron beam evaporator. Heating the resulting
thin Ag film at about 700 K yields an island structure (see the right side of
Fig. 5.8) . The island size can be adjusted by choosing the initial film thickness,
the temperature and the heating time . These islands later serve for STIPE
investigations.
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5.3 .2 STS on Platinum, Silver and Sodium Clusters

In this section we present results on STS measurements of different clusters
on HOPG. After deposition, the current-voltage characteristics are obtained
at selected positions on a part of the bare surface and on top of a cluster.
In order to demonstrate the feasibility of the method we start with platinum
where it is know from PES and calculations that a very pronounced peak in
the DOS resides at about 100 meV below EF [67] . In Pt as a metal where the
d-electrons dominate the DOS close to EF, we expect that already quite small
clusters with N ~ 20 -50 should exhibit an energetic level structure close to
that of bulk Pt. Analysing PtN, with N ~ 70, at different locations on one
and the same cluster yields spectra like those in Fig. 5.9. For several local
thicknesses of the cluster the spectra are governed by a single pronounced
peak in dI / dU. There is an approximately linear relationship between peak
intensity and cluster height. Such spectra have to be interpreted in the way
that the intensity for voltages below zero, i.e., for negative bias of the sample,
maps the situation of the occupied sample states (folded with unoccupied tip
states) . At positive voltages, unoccupied sample states are recorded. For an
interpretation of this spectral feature it is instructive to compare with PES
results and calculations of bulk Pt [67]. Obviously the Pt cluster investigated
by STS is large enough to exhibit bulk - like properties. Even the spectral
feature at and below - 0.2 eV finds correspondence to the photo emission
results [67] . The slight spectral shift of the peak in the STS data compared
to PES on a Pt surface could be due to a weakening of the Pt bond which
originates from the decreased coordination or the presence of the surface.
Thus , there are situations like those in Fig. 5.9 where STS on clusters closely
resembles the corresponding PES data.

The main spectral feature of Fig. 5.9 shows a Fano-like profile. Such a peak
shape would result from an electron scattering process where, due to the in­
terference of different channels, certain phase shifts occur[68] . In the case con­
sidered here , the direct transmission establishes one channel and scattering
at the localised state in the Pt cluster a second one. Similarly, Fano-like peak
shapes in STS have been described before on magnetic impurities [69,70]. The
quality of a Fano profile fit to a cluster spectrum is demonstrated in Fig. 5.9
(bottom). According to this fit the two channels (scattering and direct trans­
mission) have about equal probability. With a linewidth of 50 meV the high
spectral sensitivity of the STS method is demonstrated.

Another group of spectra, now recorded on very small beam-deposited Pt
clusters like those in Figure 5.6, shows extremely sharp features, see Fig. 5.10.
Several properties for negatively biased samples can be summarised that are
common for the results of this group: e.g., the separations of the prominent
peaks slightly decrease with increasing height of the clusters; their positions
are not strongly affected by the tunnelling conditions , although, in some
cases, a part of the spectrum changes when going from one cluster to the
other (d. the shift L1); many small spectral features are sensitive to the
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Fig. 5.9. Scanning tunnelling spectra of one Pt cluster at 36 K cluster with N ~ 70,
measured on different positions on the cluster at the given height , and on the pure
HOPG (top) . Bottom: A Fano profile fit to an enlarged section of an STS spectrum
of a cluster with N ~ 130 at 5 K. Fitting paramet ers: width 0.05 eV, position of
the local state at -54.5 meV. From Rank et al. [71]

cluster sizes and the tunnelling parameters. The high energetic resolut ion
as seen in the se spectra requires a low subst rate temperature. At elevated
temperatures (70 K) , the peaks in the conductivity curves broaden, and at
room temperature they are no longer discernible.

In order to understand these richly structured STS spectra, we checked
whether the small size of the cluster might lead to interferences which would
induce a quantisat ion of the electrical conductance. The situation is thus re­
duced to a simple particle-in-a-box problem where the confining pot ential is
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Fig. 5.10. STS spectra recorded over small PtN deposited from a PACIS cluster
beam onto HOPG. Surface temperature 6 K . After [491

made up by the cluster boundaries. For a flat cluster, a quantisation perpen­
dicular to the surface, should give rise to peaks with the largest separations.
In a simple first model, we assumed that the energy levels are quantised due
to a narrow square well potential, where the boundaries originate from the
cluster-surface and the cluster-vacuum interfaces, respectively [49] . Indeed ,
the measured energy separations between the first two prominent peaks (close
to -200 mV and -400 mV) loosely correspond to an inverse height dependence
thus being in accordance with an electron interference picture. Interestingly,
the de Broglie wavelength of a 200 meV electron roughly matches the esti­
mated width of the constriction. Altfeder et al. [72] observed a conductance
quantisation in thin Pb films on Si(111). Their measurements also showed
peaks due to electron interference phenomena.

It should be noted that the spectra of Fig. 5.10 are recorded with a tung­
sten tip which yielded not a completely unstructured Il-shaped HOPG spec­
trum, i.e., due to a special tip configuration, some small peaks and shoulders
are present. It appears that the presence of a Pt cluster greatly enhances
some of the spectral features.

The next example concerns silver clusters on HOPG, now produced by
atom diffusion and self organisation. Like in alkali clusters (Chap. 1) it is
known that free silver clusters exhibit a strongly N-dependent electronic
structure originating from the s-electron confinement. One typical example
of an STS spectrum on AgN with a cluster height of 0.6 nm is depicted
in Fig. 5.11. Whereas the spectrum on the uncovered HOPG shows a clear
parabola shape, on top of the cluster a rich structure appears, consisting of
two basically different features. First, strong peaked intensity at high nega­
tive and positive bias voltages shows up which is separated by a region of
low intensity. This apparent gap changes in width from nearly 2 eV at N~
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10 to about 0.7 eV for a big cluster with a height of 3 nm, i.e., some thou­
sand atoms. Second, with higher sensitivity, a pronounced peaked structure
emerges inside the apparent gap.

0.4
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~

;j

SJi. 0.2::>
32
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Fig. 5.11. STS spectrum of a silver cluster with N-;::;:, 50. Note the richly structured
intensity in the apparent gap. From Jonas et al. (73)

At first glance the gap could be interpreted as being due to the electron
confinement and thus the electronic structure of the silver cluster. On the
other hand, however, effective medium calculations and photoelectron spec­
tra show that the gaps between the occupied and unoccupied levels, i.e., the
HOMO-LUMO gaps, range around 1.2 eV for N=8 and 0.3 eV for N=25
[74,75J. There is no reason why a silver cluster with some hundreds of atoms
should possess an energy gap in the eV range . Thus, only the weak intensity
in the apparent gap can be connected to the cluster's electronic level struc­
ture which might lead to distinct conduction channels . The corresponding
transmission eigenvalues depend on the orbital character of cluster, which, so
far, have not been investigated. With the method demonstrated by Cuevas et
al. [76J it should be possible to calculate the microscopic origin of these STS
spectra. Even the largest clusters with N -;::;:, 500 show no similarities to bulk
silver, clearly indicating that in this size range cluster-specific properties still
prevail.

Another and spectrally more open system are alkali clusters: In Chap. 1 it
was already shown that the KN anion photoelectron spectra exhibit very dis­
tinct and N-dependent peaks and gaps which can be attributed to electronic
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levels. E.g., K19 has 20 electrons and thus it should be a closed shell system.
The corresponding PES shows a distinct gap between the Ip and Id peaks,
see Fig. 1.10 in Chap. 1 of this book. In order to explore whether deposited
alkali clusters have also such a level structure, we prepare NaN on ijOPG
by atomic vapour deposition. Indeed, the resulting STS spectra are in part
richly structured, see Figure 5.12. Again, like in the case of AgN, interesting
spectral features arise from the deposited cluster.

When comparing an STS spectrum to anion PES the fact that the energy
scales are fixed to different zero points has to be considered, i.e., the Fermi
level coincides with zero voltage in STS whereas the gas 'phase PES is pinned
to the vacuum energy. Shifting the spectra accordingly leads to a rough agree­
ment between the STS spectrum in Figure 5.12 and the anion PES on K15
to K19 in Fig. 1.10. Note that in addition to information on occupied cluster

8

6

2

Ol.-L.._--I.__"'-_...l-_--'-__'-_.......

-0.5 0.5

Fig.5.12. STS on two different Na clusters on HOPG, N~15 ...30. Possibly the
minimum at -0.6 eV separates peaks which originate from two closed shells. The
intensity at positive voltage originates from unoccupied levels. The corresponding
spectrum of an uncovered HOPG spot close to the cluster is given in the inset.
T=78 K. From Jonas et al. [73]
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levels, STS also maps unoccupied ones, see the intensity at positive voltage .
At first sight the rough agreement in the PES of free and deposit ed clusters
appears to be astonishing since the gas phase clusters are more or less spheri­
cally shaped whereas the deposit ed ones should be flatt ened and thus show a
different spectrum. Indeed, calculat ions on 2-dimensional alkali clusters prove
that also those systems possess electronic shells [77]. As a result of the now
changed symmetry the closings are found at N=6, 12,20,30,... This situation
is similar to shell filling in a vertical semiconductor quantum dot which has
the shape of a disk with a diameter approximately ten times the thickness.
The energy needed to add electrons shows particular high values when 6 and
12 electrons are in the dot , a clear indication for a shell structure in the two
dimensional system [78]. With density functional calculations it is shown
that such dots exhibit a static spin density-like state [79] .

In summary, whilst the situation for STS on metal clusters is promising,
with a wealth of spectroscopic details obtainable, there are still, as yet, many
features that need further explanation. In particular, the crucial role of the
tip has to be questioned. Even with uncontaminated tips, completely different
results might be obtained due to the different local orbital character.

5.3.3 Photon Maps of Silver Islands

In the following, light emission is studied using STM in order to check whether
this method might give additional information on electronic properties of
nanometer-sized metal structures. The system studied is shown on the left
side of Figure 5.13 by the topographic image of a silver island structure.
The image on the right side displays the corresponding photon map to the
same length scale. Clearly the topography and the light emission show a close
correspondence. Nevertheless, not all parts of islands contribute equally to th e
photon map. For example , the dark area in the topographic image on the left
side corresponds to a well between two islands . The photon map , on the other
hand, shows a significant intensity inside this well which is due to a silver layer
at the bottom. With higher resolution, see the 3-dimensional representation
of this image on the colour plates, also very small light emitting patches down
to 1 nm diameter are resolved. A decreasing particle size leads to a blue shift
of the spectra. Similar to photodepletion and -absorption experiments on gas­
phase mass-selected AgN [26,80,5] we can expect a shift of the spectral peak
into th e UV, down to about 3.8 eV in the case of N ::::J 10.

Insight into the light emitting process might be obtained by a study of
the voltage dependence. Figure 5.14 displays the influence of the gap voltage
on the light intensity observed on a sample with large islands (some hundred
nanometer in lateral size). For a fixed tunnelling current of 1 nA, we scan in
both the forward and the backward direction in order to eliminate a possible
influence of tip and island asymmetries. The emitted light has a maximum
in intensity at 3.5 V, and additionally a shoulder at about 2.6 V is observed .
Our results on Ag islands are in good agreement with measurements on Ag
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0) b)

Fig. 5.13. Silverislands on W(llO)/C - R(15 x 3), area 50nmx50 nm. The islands
are obtained by tempering a thin silver film. Left: Topographic image, maximum
height 5 A, measured at 78 K. Right: Simultaneously measured photon map with a
maximum photon level of about 1000 cps. The 3-dimensional image, see the color
plates, shows that even small spots down to 1 nm can be resolved. Silver tip, bias
3.6 V, 1 nA. From Mayer et al. [66]
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Fig. 5.14. Dependence of the STM-induced light emission from silver islands on
the gap voltage . From Mayer et al. [66]

surfaces by Berndt [57J . The maximum at 3.5 V has also been seen for other
metal surfaces, and appears to be fairly independent of the tip and the sam­
ple materials. Possibly the peak and the strong decrease in intensity which
follows are due to the increased tip-surface distance. In the range between
3 - 4 V, the linear dependence of the gap distance (tip-sample) on the applied
voltage undergoes a transition to a quadratic behaviour resulting in a lower
field enhancement and thus a reduced photon yield. In reference [81J it is
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discussed that the increased intensity at around 2, 6eV could be caused by
the dielectric properties of silver. In this energy range the electronic proper­
ties are dominated by the s-electrons, which in this regime have strong free
electron character. Under these conditions, localised surface plasmon modes
can easily be excited which could lead to an increased photon yield.

So far light emission from silver and silver islands is explained by plasmon
formation which should sensitively depend on the tip radius . Furthermore,
there are many pointers that indicate that other features , apart from plasmon
formation, may play an important role in the observed light emission. In
particular, the nature, geometry and orbital character of the tip govern the
process of light generation. Nevertheless, STIPE is a valuable method for
recording the local chemical nature of very small particles down to the atomic
scale.

5.4 Summary

This chapter aimed at giving a brief glimpse into studies of electronic prop­
erties of clusters at surfaces. Conventional photoelectron spectroscopy so far
yielded only little information on the level structure, which is in contrast
to PES on negatively charged mass selected metal clusters in beams. There,
highly structured spectra with many sharp features reveals that each cluster
with a given size has its own electronic life.

With the scanning tunneling microscope, single clusters at a surface can
be addressed. Two different ways of investigating electronic properties of
nanoscaled metal particles using STM have been presented . Platinum, silver
and sodium clusters on HOPG surfaces clearly show discrete peaks in the tun­
nelling spectra which can, in part, be related to the electronic level structure.
Yet, the STS method itself bears unsolved problems. In a second approach,
STM-induced inverse photo emission serves as a local probe for inelastically
scattered electrons . High levels of light emission and a fairly good agreement
with the topography are observed on Ag islands on W(llO)/C - R(15 x 3).
The intensity of the light emission depends on the applied gap voltage. Even
very small clusters with diameters of only 1 nm emit light. Although elec­
tronic properties due to the confined nature of the islands have not yet been
resolved, a further investigation of the STM-induced light emission from clus­
ters would be fruitful.
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6 Conductance Quantisation
in Metallic Point Contacts

Jan M. van Ruitenbeek

6.1 Introduction

In metallic clusters the electron wave function is confined in all three spacial
dimensions, resulting in a discrete set of energy levels. In quantum wires the
confinement of the electron wavefunction is limited to two spacial dimensions,
which gives rise to the formation of a set of one-dimensional energy bands,
which we refer to as modes, or channels.

The influence of these quantum modes on the properties of metallic
quantum wires has been studied experimentally by forming point contacts
between metal electrodes, using scanning tunnelling microscopes, mechani­
cally controllable break junctions, or related techniques . Where the primary
observation of quantum size effects in clusters was based on cluster abundance
spectra, for metal point contacts there is a somewhat analogous statistical
method, which consists in recording a histogram of conductance values ob­
served for large numbers of contacts. For simple , monovalent metals these
histograms show a number of pronounced peaks close to multiples of the
quantum of conductance, 2e2 / h. .

The interpretation of the histograms is less straightforward compared to
that of the cluster abundance spectra, since the former are the result of a
combination of atomic structural features, and of the quantisation of the
electron states in ID subbands. Various experimental methods have recently
been used to investigate the role of quantised modes in atomic -size contacts.
These include measurements of the mechanical force on the contacts, the use
of characteristic features in the current-voltage relation of superconducting
contacts, measurements of the thermopower, of the voltage-dependence of the
conductance and measurements of the shot noise intensity. With the help of
these methods it can be shown that the conductance of atomic size contact
for simple metals (Au, Na, etc.) is indeed carried by a well defined set of
quantum modes. However, in general the conductance is determined by the
number and character of the valence orbitals of the metal atoms forming the
contact.

A very direct analogy between the physics of metal clusters and the
physics of metallic point contacts becomes visible when recording conduc­
tance histograms for the alkali metals and for contacts larger than just a few
atoms. A large number of peaks is observed, which have the same origin as

Karl-Heinz Meiwes-Broer, Metal Clusters at Surfaces
© Springer-Verlag Berlin Heidelberg 2000



176 Jan M. van Ruitenbeek

the "magic numbers" in cluster abundance spectra. The observations suggest
that the electronic quantum mode structure influences the mechanical sta­
bility of the nanowire, giving preference to those diameters which correspond
to a filled "shell" of conductance modes.

The outline of this chapter is as follows. First a brief introduction is given
of the natural formalism for discussing electron transport in ballistic conduc­
tors: the Landauer theory. After introducing the experimental techniques,
which are used for studying ballistic point contacts in metals, the experimen­
tal observations for the conductance of atomic-scale contacts are presented. In
order to obtain a full description in terms of the quantum modes for conduc­
tance, several recently developed techniques are reviewed, which go beyond
straightforward measurement of the conductance. A brief discussion is given
of an unusual atomic geometry for gold contacts, which evolve into a chain
of freely suspended atoms. Then shell filling effects in sodium nanowires are
discussed in the context of the influence of the conductance modes on the
total energy of the system. The chapter ends with an outlook on promising
new developments.

6.2 Landauer Theory for Ballistic Conductance

The metallic point contacts and nanowires, which we will consider, are all
of atomic size, much smaller than all characteristic scattering lengths of the
system. In particular, the electron mean free path for elastic scattering on de­
fects and impurities near the contact is assumed to be much longer than the
contact size. The only elastic scattering considered is the scattering by the
walls forming the boundary of the system . Also, it is assumed that the prob­
ability for scattering events, which change the spin and phase of the electron
wave function, is negligible. Followingthe standard approach (for reviews, see
[1-3]) we will assume that the system can be schematically represented as in
Fig. 6.1. The connection between the ballistic system and the outside world is
represented by electron reservoirs on each side of the contact, which are held

Reservoir
-eV/2

N M
Reservoir

+ eV/2

Fig. 6.1. Schematic representation of a ballistic point contact . The reservoirs on
the left and right fully absorb the incoming electron waves. The lead on the left
has a width, which admits N conductance channels, and the one on the right has
M channels



6 Conductance Quantisation in Metallic Point Contacts 177

at a pot ential difference eV by an external voltage source. When the leads
connecting the reservoirs to the contact are straight wires of constant width,
there is a well defined number of conducting modes in each of these wires,
say Nand M for the left and right lead, respectively. In a free electron gas
model the modes are simply plane waves, which can propagate in the current
direction (to the left and right) and are standing waves in the perpendicu­
lar directions. The modes can be labelled by an index corresponding to the
number of nodes in the perpendicular direction. The numbers Nand Mare
limited by the requirement that the energy of the modes is lower than the
Fermi energy. The conductance of the system can now be simply expressed
as [1-3], -

2e2

G = hTr(ttt) , (6.1)

where e is the electron charge, h is Planck's constant, and t is an N x
M matrix with matrix element tm n giving the probability amplitude for an
electron wave in mode n on the left to be transmitted into mode m on the right
of the contact. It can be shown that the product matrix t t t can always be
diagonalised by going over to a new basis, consisting of linear combinations of
the original modes in the leads. Further, the number, Ne , of non-zero diagonal
elements is only determined by the number of modes at the narrowest cross
section of the conductor [4,5]. Equation (6.1) thus simplifies to

(6.2)

where Tn = Itn nl
2 and the index refers to the new basis.

Under favourable circumstances, all transmission probabilities, Tn, can
be close to unity. As an example , for a smooth ("adiabatic") and long wire
the modes at the narrowest cross section couple exclusively to a single mode
at either side of the contact , and the expression for the conductance further
simplifies to

G = NeGo , (6.3)

where Go = 2e2
/ h is the conductance quantum. For increasing diameter of

the contact the number N; increases each time a new mode fits into the
narrowest cross section. This number is limited by the requirement that'
the kinetic energy for motion in the perpendicular direction is smaller than
the Fermi energy. For a 2-dimensional (2D) system this can be expressed as
(li2/ 2m)(ITNe / W)2 < EF, with W the width of the contact, which leads to
N; = Int(2W/ AF) , with AF the Fermi wavelength. For a 3D metallic contact
N; ~ (ITR/AF )2, with R the contact radius. This quantisation of the conduc­
tance was first observed in experiments on 2D electron gas devices by van
Wees et al. [6] and by Wharam et al. [7], where AF ::= 400 Ais much larger
than th e atomic scale.
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Fig. 6.2. Schematic top and side view of the mounting of a MCB, where the metal
to be studied has the form of a notched wire (1), which is fixed onto an insulated
elastic substrate (3) with two drops of epoxy adhesive (4) very close to either side of
the notch. The substrate is mounted in a three-point bending configuration between
the top of a stacked piezo element (5) and two fixed counter supports (2). This setup
is mounted inside a vacuum can and cooled down to liquid helium temperatures.
Then the substrate is bent by moving the piezo element forward. The bending
causes the top surface of the substrate to expand and the wire to break at the
notch . Typical sizes are L == 20 mm and u == 0.1 mm

6.3 Experimental Techniques

The experimental tools for fabricating atomic-scale contacts are mostly based
on a piezoelectric actuator for the adjustment of the contact size between two
metal electrodes . Standard Scanning Tunnelling Microscopes (STM) are of­
ten used for this purpose [8-10]. The tip of the STM is driven into the surface
and the conductance is recorded while gradually breaking the contact by re­
tracting the tip. The first experiment of this type was reported by Gimzewski
and Moller [11].

A practical tool for the purpose of studying metallic quantum point con­
tacts is the Mechanically Controllable Break-junction (MCB) technique [12].
The principle is illustrated in Fig. 6.2. By breaking the metal, two clean fra c­
ture surfaces are exposed, which remain clean due to the cryo-pumping action
of the low-temperature vacuum can. This method circumvents the problem
of surface contamination of tip and sample in STM experiments, where a
UHV chamber with surface preparation and analysis facilities are required
to obtain similar conditions. The fracture surfaces can be brought back into
contact by relaxing the force on the elastic substrate, while a piezoelectric
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element is used for fine control. The roughness of the fracture surfaces results
in a first contact at one point, and experiments usually give no evidence of
multiple contacts. In addition to a clean surface, a second advantage of the
method is the stability of the two electrodes with respect to each other. From
the noise in the current in the tunnelling regime one obtains an estimate of
the vibration amplitude of the vacuum distance, which is typically less than
10-3 A. The stability results from the reduction of the mechanical loop which
connects one contact side to the other, from centimetres, in the case of an
STM scanner, to '" 0.1 mm in the MCB.

Conductance properties of atomic-size contacts can even be studied by
still simpler methods. When breaking the contact between two regular wires
under ambient conditions [13] or switching a commercial relay [14] and when
recording the evolution of the conductance with a time resolution of the order
of microseconds, the conductance can be observed to decrease by atomic steps
during the last stages of the contact breaking. Such methods allow.rapid
accumulation of histograms of conductance values for a large number of such
scans.

6.4 Conductance of Atomic-Scale Contacts

Figure 6.3 shows some examples of the conductance measured during break­
ing of a gold contact at low temperatures, using an MCB device. The con-
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Fig. 6.3. Three typical recordings of the conductance G measured in atomic size
contacts for gold at helium temperatures, using the MCB technique. The electrodes
are pulled apart by increasing the piezo-voltage . The corresponding displacement
is about 0.1 nm per 25 V. After each recording the electrodes are pushed firmly
together, and each trace has new structure. (After J .M. Krans [15])
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Fig. 6.4. Three examples of the conductance measured in atomic size contacts for
an aluminium MCB junction at 4.2 K, as a function of the piezo-voltage. (After
[16])
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Fig. 6.5. The conductance for a platinum junction at 1.3 K as a function of piezo­
voltage for two successive scans. (After [16])

ductance decreases by sudden jumps, separated by plateaux, which have a
negative slope, the higher conductance the steeper. Some of the plateaux are
remarkably close to multiples of the conductance quantum, Go; in particular
the last plateau before loosing contact is nearly flat and very close to 1 Go-
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Closer inspection, however, shows that many plateaux cannot be identified
with integer multiples of the quantum unit, and the structure of the steps is
different for each new recording . Also, the height of the steps is of the order
of the quantum unit, but can vary by more than a factor of 2, where both
smaller and larger steps are found. Drawing a figure such as Fig. 6.3, with grid
lines at multiples of Go, guides the eye to the coincidences and may convey
that the origin of the steps is in quantisation of the conductance. However, in
evaluating the graphs, one should be aware that a plateau cannot be farther
away than one half from an integer value, and that a more objective analysis
is required. Still, it is clear that we can use these fairly simple techniques
to produce and study atomic-scale conductors, for which the conductance is
dominated by quantum effects. The interpretation of graphs as in Fig. 6.3
will be the subject of this and the following sections.

The fact that the atomic structure and orbital character of the electron
modes is important for an interpretation of the conductance can already be
deduced by comparing the conductance curves for various metals. Figure 6.4
shows three examples of conductance curves for aluminium atomic -size con­
tacts, and Fig. 6.5 shows results for platinum. In both cases, in particular
for aluminium, we find that many plateaux have an anomalous slope: the
conductance increas es when pulling the contact, in contrast to the results for
gold. For aluminium, the last plateau before breaking is still close to one unit
of conductance, but one frequently observes the conductance diving below
this value, and then recovering to nearly 1 Go, before contact is lost. Plat­
inum , on the other hand, has a last conductance value, which is usually of
order two times larger and also the size of the jumps is somewhat larger.

For all metals t'he transition between the plateaux is very sudden and
sharp. Such sudden transitions would not be expected in a model which
describes the conductance in terms of a set of conduction modes, which are
gradually pinched-off by reducing the contact diameter. Indeed , the jumps
find their origin in sudden rearrangements of the atomic structure of the
contact [17,18]. Upon stretching of the contact, the stress accumulates elastic
energy in the atomic bonds over the length of a plateau. This energy is
suddenly released in a transition to a new atomic configuration, which will
typically have a smaller contact size. Such atomic-scale mechanical processes
were first described by Sutton and Pethica [19] and by Landman et al. [20].

The first direct proof for atomic rearrangements at conductance steps
was provided in an experiment by Rubio , Agrait and Vieira [21], where the
conductance for atomic-size gold contacts was measured simultaneously with
the force on the contacts (Fig. 6.6). The stress accumulation on the plateaux
and the coincidence of the stress relief events with the jumps in the conduc­
tance can be clearly distinguished. Presently, the experiment has only been
reported for gold at room temperature. At low temperatures, the evidence for
the atomic structure related nature of the jumps comes from analysis of the
dynamic behaviour of the jumps. Generally, hysteresis is observed in the posi-
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Fig. 6.6. Simultaneous measurement of force and conductance on atom scale point
contacts for Au. The sample is mounted on a cantilever beam and the force between
tip and sample is measured by the deflection of the beam using an Atomic Force
Microscope (AFM). The measurements are done in air at room temperature. (From
[21])

tion of the jumps when retracing the curve immediately after a jump is found
(Fig. 6.7). When increasing the bath temperature or the current through the
contact (which indirectly heats the contact) the width of the hysteresis is
seen to gradually decrease until it is reduced to zero, and spontaneous jumps
between the two conductance values are observed, which have a thermally
activated behaviour [18,22,23]. These observations find a natural interpreta­
tion in terms of jumps between two distinct atomic configurations for the
contact, separated by an energy barrier. Various recent molecular dynamics
simulations confirm this scenario [4,24-27].
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Fig. 6.7. Measurements
of the conduct ance for an
atomic-size gold contact while
sweeping the piezo-voltage
forward and back over a single
step. Th e curves have been
recorded at three different
temperatures while main­
taining the sweep centred
around the same jump. Clear
hysteresis of the order of
0.1 A is observed at 2.2 K.
At 3.1 K the hysteresis is
half as large , and at 4.2 K it
has disappeared. (After J.M .
Krans [22])
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6.5 Histograms of Conductance Values

The atomic configuration of a contact adjusts itself in response to the ex­
ternally applied stress, and evolves depending on the starting configuration
of the contact at larger size. The fact that each conductance curve differs in
many details from previous curves reflects the fact that the atomic configura­
tion of the contact for given conductance is different in each run . However, as
observed in the previous section, there appears to be a certain preference for
conductance values near integer multiples of the quantum unit. For gold near
1 Go this is immediately obvious from the examples in Fig. 6.3. A general
and objective method of analysis was introduced [28,29], which consists in
recording histograms of conductance values encountered in a large number of
runs. Figure 6.8 shows a histogram for gold measured using a room temper­
ature STM under UHV conditions [30). Up to four peaks are found centred
near the first four multiples of Go. For sodium in a low temperature exper­
iment using the MCB technique, a histogram with peaks near 1, 3, 5 and 6
times Go was observed [29) . Figure 6.9 shows a similar result for potassium.
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Fig. 6.8. Histogram representing the relative weight which each conductance value
has in the experiments. The histogram is constructed from 227 conductance curves
recorded while breaking Au contacts, using an STM under UHV at room temper­
ature. (From [30])

The fact that peaks near 2 and 4 Go are absent points at an interpretation in
terms of a smooth, near-perfect cylindrical symmetry of the sodium contacts.
Sodium indeed forms a very good approximation to a free electron system,
and the weakly bound s-electrons strongly reduce surface corrugation. This
is also why the best abundance spectra for clusters, with pronounced features
at magic numbers have been obtained for the alkali metals [31]. For a model
smooth, cylindrically symmetric contact with continuously adjustable con­
tact diameter [32,33], the conductance increases from zero to 1 Go as soon
as the diameter is large enough, so that the first conductance mode is oc­
cupied. When increasing the diameter further, the conductance increases by
two units because the second and third modes are degenerate. The modes are
described by Bessel functions (assuming a hard wall boundary potential) and
the first mode is given by the m = 0 Bessel function, which is not degenerate.
The second and third modes are the degenerate m = ±1 modes, followed by
m = ±2 for further increasing contact diameter. The next mode which will
be occupied corresponds to the second zero of the m = 0 Bessel function,
and is again not degenerate. Thus the conductance for such a contact should
increase by 1, 2, 2 and 1 units, producing just the series of conductance values
observed in the sodium experiment. The slight shift of the peaks in Fig. 6.9
below the integer values can be attributed to an effective series resistance
due to back-scattering on defects near the contact. Model simulations [34] of
the histogram are in close agreement with the experiment, including the shift
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Fig. 6.9. Histogram of conductance values, constructed from G(Vp)-curves mea­
sured for potassium at 4.2 K with an MCB device, involving several thousand
individual measurements. The char acteristic sequence of peaks (G = 1,3,5 ,6) is
regarded as a signature for conductance quantisation. (From [38])

of the peaks. The fact that gold histograms show peaks at all the first four
quantum values may be explained by a stronger deviation from cylindrical
symmetry in gold, which then lifts the degeneracy of the modes. Model sim­
ulations are indeed able to reproduce the shape of the gold histograms [30].

Not all metals show such pronounced histogram peaks near integer con­
ductance values. The most clear-cut results are obtained only for monovalent
metals. The alkali metal s Li, Na and K show a histogram structure as repre­
sented by Fig. 6.9, although for Li the shift of the peaks is somewhat stronger
[38]. The noble metals Cu, Ag and Au show histograms as in Fig. 6.8 [14]. The
details such as the shift in position, the width and relative height of the peaks
can be different depending on the experimental conditions [14,30,29,35-37].
Most other metals only show a rather broad first peak , which reflects the con­
ductance of a single atom contact (see below). This peak can generally not
be identified with an integer value of the conductance; for example niobium
shows a wide peak centred near 2.5 Go (Fig. 6.10) and similar results have
been obtained for Pb [39] . On the other hand there are a few examples of
multivalent metals, which show pronounced peaks in the histograms , among
which aluminium [40]. As we shall discuss below, the histogram for Al throws
doubt upon a straightforward interpretation of the histogr am peaks in terms
of conduct ance quantisation. For some systems other th an simple metals ev­
idence has been obtained for preferred conductance values near multiples of
the quantum of conductance (carbon nanotubes, semimetals, metal oxides,
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etc.). These will not be discussed here, since the nature of the contact and the
mechanism of contact formation is expected to be very different from that in
ordinary metals.

When we assume that the contact breaking process produces any effec­
tive contact diameter with equal probability, then the histograms represent
a derivative of conductance with respect to the effective diameter of the con­
tact. It is instructive to calculate the integral of the histogram, as was first
done by Gai et al. [35] . Fig. 6.11 shows such a curve, obtained from a gold
histogram similar to the one shown in Fig. 6.3. This curve is to be compared
to conductance traces obtained for 2D semiconductor devices [6,7], for which
the width of the contact can directly and continuously be adjusted by the
gate electrostatic potential. Compared to the latter, the conductance steps
in Fig. 6.11 are poorly defined, with the exception of the first conductance
quantum. Moreover, we will show that the first quantum feature results from
the fact that our assumption mentioned above is not valid. The effective
diameters produced during contact breaking are strongly influenced by the
possible atomic configurations. As we will argue below, the step at 1 Go,
corresponding to the strong peak in the histogram for gold, results from the
formation of a chain of gold atoms during the last stages of contact breaking.
Disregarding the first step in Fig. 6.11, we find that the conductance is not
strictly quantised, as the probability of finding a contact with a conductance
of, e.g., 2 Go is only twice that of finding 1.5 Go. However, the conductance
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Fig. 6.10. Histogram constructed from 2400 individual conductance curves for a
niobium sample. Each curve was recorded while stretching the contact to break,
using the MCB technique at a temperature of 10 K, which is just above the su­
perconducting transition temperature. The conductance was measured using a DC
voltage bias of 20 mY. (From B. Ludoph [39])
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is still determined by the quantum states, as described in Sect. 6.2 and is
carried by a limited number of modes. We will show below how the quantum
nature for monovalent metals is revealed by a tendency for the modes to open
one-by-one as the contact becomes larger.

6.6 The Character of the Conductance Modes Through
a Single Atom

Instead of discussing the average properties of many contacts, we now con­
centrate on the simplest configuration, a single atom bridging the electrodes
at either side, and consider the question of what the conductance for this
atomic configuration will be. Ideally, we would like to know the number of
modes contributing to the conductance and the transmission probability, Tn
for each of these. From a measurement of the conductance alone we can­
not obtain this information, since the conductance gives only the sum of
Tn. Scheer et al. [41] have introduced a method which allows us to obtain
this information from experiment. The method exploits the non-linearities in
the current-voltage characteristic for contacts in the superconducting state.
Other techniques, which give more limited information on the contribution
of the various modes, will be discussed at the end of this section.

6.6.1 Subgap Structure in Superconducting Contacts

The principle of the method introduced by Scheer et al. can be illustrated
by considering first a contact having a single mode with low transmission
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Fig. 6 .11 . Curve obtained by integrating a gold histogram similar to Fig. 6.3 (from
A.I. Yanson [38])
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probability, T « 1. For T « 1 we have essentially a tunnel junction, and the
current-voltage characteristic for a superconducting tunnel junction is known
to directly reflect the gap , .1, in the density of states for the superconductor
[42]. As illustrated in Fig. 6.12a no current flows until the applied voltage
exceeds 2L1je (where the factor 2 results from the fact that we have identical
superconductors on both sides of the junction), after which the current jumps
to approximately the normal-state resistance line. For eV > 2L1 single quasi­
particles can be transferred from the occupied states at EF - .1 on the low
voltage side of the junction to empty states at EF + .1 at the other side. For
eV < 2.1 this process is blocked, since there are no states available in the
gap.

However, when we consider higher order tunnel processes a small current
can still be obtained. Figure 6.12(b) illustrates a process, which is allowed
for eV > .1 and consists of the simultaneous tunnelling of two quasiparticles
from the low bias side to form a Cooper pair on the other side of the junction.
The onset of this process causes a step in the current at half the gap value,
V = 2Llj2e. The height of the current step is smaller than the step at 2Llje by
a factor T, since the probability for two particles to tunnel is T 2 . In general,
one can construct similar processes of order n , involving the simultaneous
transfer of n particles, which give rise to a current onset at eV = 2Lljn with
a step height proportional to T " , An example for n = 3 is illustrated in
Fig. 6.12c. This mechanism is known as multiple particle tunnelling and was
first described by Schrieffer and Wilkins [43]. It is now understood that this
is the weak coupling limit of a mechanism which is referred to as multiple
Andreev reflection [44-49]. The theory could only be tested recently, since
it requires the fabrication of a tunnel junction having a single tunnelling
mode with a well-defined tunnelling probability T . For atomic size niobium
tunnel junctions the theory was shown to give a very good agreement [50,51],
describing up to three current steps, including the curvature and the slopes,
while the only adjustable parameter is the tunnel probability, which follows
directly from the normal state resistance.

Since the theory has now been developed to all orders in T [45-49], Scheer
et al. [41] realised that this mechanism offers the possibility of extracting
the transmission probabilities for contacts with a finite number of channels
contributing to the current, and is ideally suited to analysing atomic size
contacts. Roughly speaking, the current steps at eV = 2Lljn are proportional
to I:T;:' , with m the channel index, and when we can resolve sufficient details
in the current-voltage characteristics, we can fit many independent sums of
powers of Tm's. When the Tm's are not small compared to 1, all processes to
all orders need to be included for a description of the experimental curves. In
practice , the full expression for the current- voltage characteristic for a single
chann el from theory [46-49] is numerically evaluated for a given transmission
probability Tm (Fig. 6.13, inset) , and a number of such curves are added
independently, where the Tm 's are used as fitting parameters. Scheer et al.
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Fig. 6.12. Illustration of the Multiple Particle Tunnelling (MPT) , or Multiple An­
dreev Reflection (MAR) processes. In each of the three diagrams the available
quasi-particle states as a function of energy (vertical axis) at both sides of the
tunnel barrier are given in the semiconductor representation. Dark grey are the
occupied states, light grey the unoccupied states and the line in the middle of the
gap represents the Cooper pair energy, which is separated by an energy .1 from
the occupied and the unoccupied states. Applying an external electrical potential
V across the junction shifts the states on the left side of the junction up by an en­
ergy eV with respect to those in the right electrode. The ordinary superconducting
tunnelling process is given in (a), which shows that a voltage V > 2.1/e is required
for single quasi-particles to cross the junction. The probability for tunnelling of a
particle, determined by the transparency of the barrier, is T. This gives rise to the
familiar jump in the current at eV = 2.1 in the current-voltage characteristic of a
superconducting tunnel junction. When we consider higher order processes, the next
order is represented in (b) . This can be described as two quasi-particles crossing
simultaneously to form a Cooper pair in the right electrode (MPT) . Alternatively,
the process can be regarded as an electron-like quasiparticle falling onto the barrier,
which is reflected as a hole-like quasiparticle, forming a Cooper pair on the right
(MAR). The two descriptions are equivalent, and give rise to a current step in the
current-voltage characteristic of the junction at eV = 2.1/2. The probability for
the process is T 2

, since it requires the crossing of two particles. (c) shows the third
order process, which involves breaking up a Cooper pair on the left, combining it
with a quasiparticle, to form a Cooper pair and a quasiparticle on the right. It is
allowed for eV > 2.1/3 and has a probability T 3

tested their approach first for aluminium contacts [41]. As shown in Fig. 6.13,
all current-voltage curves for small contacts can be very well described by the
theory. However, the most important finding was that at the last "plateau"
in the conductance, just before the breaking of the contact, typically three
channels with different T's are required for a good description, while the
total conductance for such contacts is of order 1 Go, and would in principle
require only a single conductance channel. Contacts at the verge of breaking
are expected to consist of a single atom , and this atom would then admit
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Fig. 6. 13. Cur rent-voltage characteristics for four atom-size contacts of aluminium
using a lithographically fabricated mechanically controllable break junction at
30 mK (symbols). The right inset shows the typical variation of the conductance, or
total transmission T = GIGo, as a function of the displacement of the electrodes,
while pulling, and is similar to the curves for aluminium shown in Fig. 6.4. The
bar indicates the approximate length scale. The data in th e main panel have been
recorded by stopping the elongation at the last stages of th e contact (a-c) or just
after the jump to the tunnelling regime (d) and then measuring the current while
slowly sweeping the bias voltage . The current and voltage are plotted in reduced
units, el l G.tJ. and eVI.tJ. , where G is the normal state condu ctance for each con­
tact and Ll is the measured sup erconducting gap , Llle = (182.5 ± 2.0)IJ.V. The left
ins et shows the current-voltag e characterist ics obtained from first-principles the­
ory for a single channel junction [46-49] with different values for the transmission
probability T (from bottom to top : T=O .l , 0.4, 0.7, 0.9, 0.99, 1). The full curves
in th e main panel have been obtained by adding several theoretical curves and
opt imising the set of T values. The curves are obtained with : (a) three channels,
T1=0 .997, T2=0.46 , T3=O.29 with a total transmission 2:Tn =1.747, (b ) two chan­
nels, T1=O .74, T2=O.11, with a total transmission 2:Tn =0 .85, (c) three channels,
T 1=0.46, T2=0.35, T3=0.07 with a total transmission 2:Tn = 0.88. (d) In the tun­
nelling range a single channel is sufficient, here 2:Tn = T 1=0.025. (From Scheer et
al. [41])

three conductance channels, but each of the three would only be partially
open, adding up to a conductance close to 1 Go . This very much contradicts
a simple picture of quantised conductance in atomic size contacts, and poses
the question as to what determines the number of channels through a single
atom.
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6.6.2 Valence-Orbital-Based Description of the Conductance
Modes

Cuevas, Levy Yeyati and Martin-Rodero [5] constructed a model to explain
these results, using a tight binding calculation, for a geometry of two atomic
pyramids touching at the apex through a single atom . They argue that it
is very important to make the tight binding .calculation self-consistent, by
which they mean that local charge neutrality is maintained at each atomic
site , by iteration and adjustment of the site energy for each individual atom
in the model configuration. Figure 6.14 shows the results of their calcula­
tions of the density of states and the transmission probability for the various
channels as a function of energy. They find that the conductance channels
can be described in terms of the atomic valence orbitals. Aluminium has a
configurat ion [Ne]3s23p1 , and a total of four orbitals would be available for
current transport: one s orbital and three p orbitals, Px, Py and pz. They
identify in their calculation three contributions, one which originates from
a combination of sand pz orbitals (where the z coordinate is taken in the
current direction), and two smaller identical contributions labelled Px and Py.
The degeneracy of these two channels is due to the symmetry of the problem,
and can be lifted by changing the local environment for the central atom. The
fourth possible channel, an antisymmetric combination of sand pz, is found
to have a negligible transmission probability. Thus, their calculation confirms
the experimental observation by Scheer et al. that three channels contribute
to the conductance for a single aluminium atom. It was also found that the
total conductance for the three channels is of order 1 Go. The results are
very robust against changes in the atomic configurat ion; only the total con­
ductance varies somewhat between different choices for the atomic geomet ry.
The qualitative features of the model agree with ab initio calculations for
single atom contacts and a simplified structure for the environment [52-55].

The analysis , both theoretical and experimental, was extended to other
metals [5,56], by which it was shown that the number of conductance channels
for an atom of a given metallic element depends on the number of valence
orbitals. Figure 6.15 shows conductance curves, similar to those in Fig. 6.3, for
Pb, AI, Nb and Au, where at each point in the figure current-voltage curves
as in Fig. 6.13 were recorded and fitted in order to determine the number of
channels involved. This number of channels is indicated along the curves in
Fig. 6.15. The number is constant over a plateau in the conductance, where
th e transmission probability for every mode changes gradually. At the steps
in th e conductance the number of channels involved is usually found to jump
to a smaller number. In tunnelling range, when the contact is broken and the
distance is larger than 0.2 nm, the current-voltage characteristics can in all
cases be described by a single channel, with a transmission probability which
is given by the tunnelling resistance. The number of channels found for the
smallest contacts, just before the jump to tunnelling is 1 for Au, 3 for Al and
Pb, and 5 for Nb. Note that gold is not a superconductor, and a special device
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Fig. 6.14. Localised orbital model for electrical conduct ion through one-atom con­
tacts. The atomic valence levels (vertical bars above the figures) develop into bulk
conduction bands (a) and (b) for Al and Pb, respectively. The panels (c) and (d)
dep ict schem atically the local density of states (LDOS ) in eV- 1 at the central atom
of the model geometry for a single atom contact. The global energy dependence of
the transmission coefficient s Tn is shown in (e) and (f) . The dotted lines indicate
the position of the Fermi level. The sp. mode is the best transmitted for both
materials. The px and Pv modes are degenerate due to the symmetry of the model
geometry. (From [5,56])

was fabricated which allowed the use of proximity induced superconductivity
[56] . The device is a nanofabricated version of a break junction, having a
thick superconducting aluminium layer forming a bridge with a gap of about
100 nm. This small gap was closed by a thin gold film in intimate contact
with the aluminium. Superconducting properties were thereby induced in the
gold film, and by breaking the gold film and adjust ing an atomic size contact,
the same subgap analys is could be performed . Both the Al and Au junctions
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Fig.6.15. Conductance curves measured as a function of contact elongation for
AI, Pb, Nb and Au. The number of channels contributing to the conductance was
determined at each point in the curves by recording the current-voltage relation
and fitting the curves with the theory for superconducting subgap structure. The
numbers along the curves in the figure indicate the number of channels obtained in
this way. The number is constant over a plateau, and usually jumps to a smaller
value at the steps in the conductance. (From [56])

were measured at temperatures of 100 mK, far below the superconducting
transition temperatures. Pb and Nb were measured at 1.5 K.

The number of channels and the total conductance at the last plateau
before breaking found in the experiment agree very well with the theory, for
which the results can be summarised in the following way. Single atom con­
tacts for monovalent metals, including the noble metals Cu, Ag and Au, and
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the alkali metals, have a single valence orbital available for current trans­
port, giving rise to a single channel with a transmission probability close to
unity. The total conductance for such contacts is thus expected to be close
to 1 Go. The experiment for gold shows indeed a single channel, but the to­
tal conductance is a factor 2-3 smaller than predicted. This was tentatively
attributed to the strong scattering in the nano-fabricated device, and other
techniques, which will be discussed below, have found more close agreement
with the predicted total conductance of 1 Go . For s-p metals, including Al
and Pb, three channels give a noticeable contribution to the current. The
fourth channel, i.e., the antisymmetric combination of sand pz is always
nearly closed. The total transmission depends on the number of valence elec­
trons. Pb has 4 valence electrons while aluminium has only three, and this
has roughly the effect that the Fermi energy in Fig. 6.14 is shifted up to the
peak in the Px,Py channel for Pb . The total conductance for Pb is found to
be nearly 3 Go in the calculations, while the conductance at the last plateau
for lead does indeed start close to three quantum units , dropping to lower
values upon further stretching of the contact. Niobium is a d-metal with a
configuration [Kr]4d45s1 having 6 valence orbitals: 1 sand 5 d. The the­
ory again predicts one combination with a negligible contribution and that
the remaining five channels should add up to a total conductance of about
2.8 Go, again in good agreement with the experiment. The overall agreement
is good, but some variation is observed between contacts and the information
is obtained on a limited number of contacts. Below techniques are discussed
which give less detailed information, but directly show the average properties
of the contacts, and confirm the picture presented here.

6.6.3 Further Experimental Techniques

Three other methods have recently been introduced in order to investigate the
number of channels contributing to the conductance of atomic size contacts:
the measurement of shot noise, conductance fluctuations and thermopower.

Shot noise is the result of the discrete character of the current due to the
passage of individual electrons. It was originally found in vacuum diodes, and
first discussed by Schottky in 1918 [57]. The passage of individual electrons
can be regarded as a delta function of the current with time . The total current
is the sum of a random distribution of such delta functions , giving a time
averaged current I, and a frequency spectrum of fluctuations which is white
(up to very high frequencies), with a noise power equal to 2eI. This shot
noise can be observed, e.g., in tunnel junctions.

For a perfect ballistic point contact, in the absence of back-scattering,
i.e., all channel transmission probabilities are either 1 or 0, the shot noise
is expected to vanish [58-63]. This can be understood from the wave nature
of the electrons, for which the wave function extends from the left bank
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to the right bank of the contact without interruption. When the state on
the left is occupied for an incoming electron, it is occupied on the right
as well and there are no fluctuations in this occupation number . In other
words, the incoming electron is not given the choice of being transmitted
or not, it is always transmitted when it enters an open mode. In order to
have noise, the electron must be given the choice of being reflected at the
contact. This will be the case when the transmission probability is smaller
than 1 and larger than O. In single-channel quantum point contacts, shot
noise is predicted to be suppressed by a factor proportional to T(l - T),
where T is the transmission probability of the conductance channel [58-62].
This quantum suppression has recently been observed in point contact devices
in a 2-dimensional electron gas [64,65] . For a general multichannel contact
the shot noise power is predicted to be

(6.4)
n

Since this depends on the sum over the second power of the transmission coef­
ficients, this quantity is independent of the conductance, G = Go L:: Tn, and
simultaneous measurement of these two quantities should give information
about the channel distribution.

When measuring shot noise on atomic size point contacts [66] it is nec­
essary to work at low temperatures in order to reduce thermal noise, and to
shield the contact carefully from external mechanical and acoustic vibrations.
Using two sets of preamplifiers in parallel and measuring the cross-correlation
of the noise for the two signals eliminates the noise of the preamplifier. Ex­
perimental results for shot noise in gold point contacts for a number of con­
ductance values are shown in Fig. 6.16. From the two measured parameters,
G and PI, one can determine at most two independent transmission probabil­
ities. Instead, the results in Fig. 6.16 are compared to models which assume a
certain evolution of the values for Tn as a function of the total conductance,
G. The full curve shows the simplest model, where all Tn are either 0 or 1,
except for a single partially open channel , so that the total conductance is
given by GIGo = N -1 + TN' The figure shows that the experimental data
closely follow this behaviour, in particular at low conductance. In order to
estimate the contribution of additional partially open channels the broken
curves show the expected behaviour for an evolution of the channel trans­
missions as illustrated in the inset . It shows that the deviation from a model
with the channels opening one-by-one is only 10% between 1 and 2 Go, and
about 20% between 2 and 3 Go . The scatter in the data points is larger
than the experimental error because each point was measured on a different
contact, which can have a very different set of transmission values, and a
purely systematic behaviour is not expected. Although we cannot determine
each individual transmission value, we obtain information from the property
that the noise increases the more channels are partially transmitted. The
minimum possible noise for a given conductance value is represented by the
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Fig.6.16. Measured shot noise values for 27 gold contacts at 4.2K with a bias
current of 0.9 !lAoComparison is made with calculations in the case of one single
partially transmitted mode (full curve) and for various amounts of contributions
of other modes according to the model described in the inset (dashed curves). In
the limit of zero conductance, these curves all converge to full shot noise, i.e.,
2.9x10- 25 A2/Hz. (From [66])

full curve in Fig. 6.16, corresponding to a single partially open channel. The
broken curves give an impression of the other partially open channels .

There is a very strong suppression, down to 2% of the full shot noise
value, for G = 1 Go. It needs to be stressed that this holds for gold contacts.
There is a fundamental distinction between this monovalent metal and the
multivalent metal aluminium, which shows no systematic suppression of the
shot noise at multiples of the conductance quantum, and the intensities lie
between 0.3 and 0.6 times 2eI for G close to Go [66] .

Conductance Fluctuations. Interference between electron trajectories
scattering on defects near atomic size metallic contacts, gives rise to domi­
nant contributions to the second derivative of the current with respect to bias
voltage V, i.e., in dG/dV. This effect has the same origin as the well-known
Universal Conductance Fluctuations (UCF) in diffusive mesoscopic conduc­
tors [67] . It was studied for point contacts an order of magnitude larger than
the atomic size by Holweg et al. [68,69] and by Ralph et al. [70] , and the the­
ory was developed by Kozub et al. [71]. In experiments on gold contacts [72]
it was found that this voltage dependence is suppressed near multiples of the
quantum value of conductance, n(2e2/h) . By applying a constant modulation
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voltage at frequency wand measuring the current with lock-in amplifiers si­
multaneously at wand the second harmonic 2w the conductance and its
derivative can be obtained during conductance scans as in Fig. 6.3. From the
combined data sets of many such curves one can construct a conductance
histogram together with the average properties of dG/ dV . It was found that
dG/ dV for a given conductance value has a bell-shaped distribution centred
around zero and that the width of this distribution has a systematic variation
with conductance. Figure 6.17 shows the standard deviation of the deriva­
tive of the conductance with bias voltage O"GV = ((dG/dV)2) , obtained from
3500 curves for gold, where the conductance and the derivative of the con­
ductance were measured simultaneously as a function of contact elongation.
The conductance histogram for the same set of data is shown in the lower
panel.

The data for O"GV display pronounced minima for G near multiples of Go.
A similar effect can be recognised in the numerical calculations of Maslov et
al. [73]. The explanation for this quantum suppression of the conductance
fluctuations as presented in [72] is illustrated in the inset of Fig. 6.17. The
contact is modelled by a ballistic central part, which can be described by a
set of transmission values for the conductance modes, sandwiched between
diffusive banks, where electrons are scattered by defects characterised by an
elastic scattering length leo An electron wave of a given mode falling onto the
contact is transmitted with probability amplitude t and part of this wave is
reflected back to the contact by the diffusive medium, into the same mode,
with probability amplitude an « 1. This back-scattered wave is then reflected
again at the contact with probability amplitude r n, where Tn = Itnl

2 =
1 -ITnI

2
• The latter' wave interferes with the original transmitted wave. This

interference depends on the phase difference between the two waves, and this
phase difference depends on the phase accumulated by the wave during the
passage through the diffusive medium. The probability amplitude an is a
sum over all trajectories of scattering, and the phase for such a trajectory of
total length L is simply kL, where k is the wave vector of the electron. The
wave vector can be influenced by increasing the voltage over the contact,
thus launching the electrons into the other electrode with a higher speed.
The interference of the waves changes as we change the bias voltage, and
therefore the total transmission probability, or the conductance, changes as a
function of V . This describes the dominant contributions to the conductance
fluctuations, and from this description it is clear that the fluctuations are
expected to vanish either when t; = 0, or when r« = O.

Elaborating this model Ludoph et al. obtained the following analytical
expression for 0"GV ,

2.71 e Go (ti/Te ) 3/4 L
O"GV = -- T;(l - Tn) ,

tikFvFV1 - cos-y eVm n

(6.5)
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Fig . 6. 17. (a) Standard deviation of the voltage dependence of the conductance
versus conductance for 3500 curves for gold. All data points in the set were sorted
as a function of the conductance after which the rms value of dG/dV was calcu lated
from a fixed number of successive points . The circles are the averages for 300 points,
and the squares for 2500 points. The solid and dashed curves depict t he calculated
behaviour for a single partially-open channel and a random distribution over two
channels respectively. The vertical lines are the correcte d integer conductance values
(see text). (b) Conductance histogram obtained from the same dat a set . The peak in
the conductance histogram at Go extends to 53000 on the y-scale. (Inset) Schematic
diagram of the configuration used in the analysis . The dark lines with arrows show
the paths, which contribute to the conductance fluctu ations in lowest order. (From
[72])

where kF and VF are the Fermi wave vector and Fermi velocity, respectively,
Te = le/VF is the scattering time . The shape of the contact is taken into ac­
count in the form of the opening angle 'Y (see the inset in Fig. 6.17), and Vm
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is the applied voltage modulation amplitude. The full curves in Fig. 6.17a are
obtained from (6.5), assuming a single partially-open channel at any point,
i.e., assuming that channels open one-by-one as the conductance increases. In
agreement with the results discussed above, the conductance for the smallest
gold contacts is very well described by this simple approximation. The ampli­
tude of the curves is adjusted to fit the data, from which a value for the mean
free path is obtained, Ie = 5 ± 1 nm. Similar experiments [72,74] for copper
and silver and for sodium also show the quantum suppression of conductance
fluctuations observed here for gold, while for aluminium or niobium it is not
observed.

The back-scattering, which produces the conductance fluctuations , has a
second observable effect, namely on the average conductance, as opposed to
the fluctuating part. This effect is seen as a shift to lower conductance of the
minima in O"GV, and can be described to lowest order by an effectiveresistance
in series with the contact. This shift has been taken into account in the cal­
culation of the curves in Fig. 6.17a. Also in the interpretation of conductance
histograms, a phenomenological series resistance is often taken into account
in order to describe the shift of the peaks to lower values [29,14,36,37]. The
estimate of the mean free path obtained from this series resistance is indeed
consistent with the value obtained by fitting expression (6.5) to the data.

Thermopower. Further information on the quantum transport properties
of atomic size contacts, again for gold, has been obtained from thermopower
experiments using a modified MCB technique [75] . By applying a constant
temperature difference over the contacts, the thermally induced potential
could be measured simultaneously with the conductance. Large thermopower
values were obtained, which jump to new values simultaneously with the
jumps in the conductance. The values are randomly distributed around zero
with a roughly bell-shaped distribution, in contrast to what was expected
from elementary free electron gas models [76] . The thermopower was shown
to result from the same mechanism as the conductance fluctuations, and
the theory was adapted to describe the results . The experimental results
were found to follow the law obtained from this defect-scattering model, and
quantum suppression of the thermopower was indeed observed. By fitting
the curves, a value for the mean free path was obtained which was in close
agreement with the value from the conductance fluctuations. Since the two
experimental techniques are very different, and the typical energy scales for
the effects are at least an order of magnitude apart (this scale is set by
the modulation voltage amplitude, 20 mV, in one case and the temperature,
rv10 K, equivalent to ~ 1 mV, in the other) , these results give strong support
for the description and interpretation presented above.
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6.6.4 Implications for Conductance Curves and Histograms

Let us first focus on results for the monovalent metal, gold, which has been
most studied. The results obtained from superconducting subgap structure,
shot noise measurements, conductance fluctuations and thermopower are in
agreement and show that the conductance for the smallest contacts of mono­
valent metals (gold) is carried by a single mode. For increasing contact size
it is found that the transmission for the first mode goes to unity, before the
second mode opens, then the second mode goes fully open, before the third
opens , and so on. This property of atomic size contacts has been described
as "saturation of the channel transmission" [72] . This property holds to very
good approximation (a few percent) up to G = lGo, but deviations increase
to 20% admixture of the next channels at G =4Go.

It is interesting to compare the positions of the maxima in the conduc­
tance histogram and those for the minima in (1GV in Fig. 6.17. It appears
that these positions do not all coincide, which is most evident for the peak
in the histogram at about G = 1.8Go. The histograms give preferential con­
ductance values, which may reflect a quantisation effect in the conductance
as a function of contact diameter, but also a preference for forming contacts
of certain effective diameters. Such preferential contact diameters may be ex­
pected based on the fact that the contact is only a few atoms in cross section,
which limits the freedom for choosing the diameter. It appears that at least
the peak at 1.8 Go in the histogram for gold arises from this atomic geome­
try effect. Although the shot noise and conductance fluctuation experiments
both show that the conductance for gold contacts with G ~ 2Go is carried by
two nearly perfectly transmitted modes, this conductance is not preferred, as
evidenced by the conductance histogram.

This observation amplifies the arguments given in the discussion of Fig.6.l1
where it was argued that it is not appropriate to describe the conductance
for gold as being quantised. There is no pronounced preference for conduc­
tances near multiples of Go, with the exception of 1 Go , which is due to a
special property of gold contact in that it forms chains of atoms at the last
stages of contact elongation (see below). Of course, the conductance is a true
quantum property in the sense that it is carried by only a few well-defined
modes , but the transmission for these modes can add up to any value of the
total conductance. Moreover, we identify a property for these contacts, called
the saturation of channel transmission, which describes the tendency for the
conductance modes to open one-by-one.

For s , s-p and s-d metals the results for the subgap structure on the
smallest contacts agree with the predictions of the tight binding model of
Cuevas et al. under the assumption that the last plateau, before the jump
to tunnelling, consists of a single atom contact. The agreement between the
predicted number of channels and the number obtained from the fits of the
current- voltage curves, thus confirm the assumption that the contacts consist
of a single atom at the last stage of the contact elongation. The results on shot
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noise and conductance fluctuations for AI, where no quantum suppression was
found, confirm the results by Scheer et al. that the conductance near G = 1 Go
cannot be described by a single mode. We conclude that a saturation of
channel transmission is not observed for AI, and is expected to be absent in
all metals other than simple s-metals, Despite this apparent lack of a simple
quantum mode structure, the conductance histogram for aluminium shows
pronounced peaks near the first three or four multiples of Go [40], albeit
considerably shifted from perfect integers. A natural interpretation for the
first peak in the histogram, which is consistent with the findings above, would
be that it arises from a reproducible last contact configuration of a single
atom, with a conductance close to 1 Go and three channels involved in the
conductance. In thihense, the histogram peak would arise purely as a result
of atomic structure. 11 analogy, the other peaks are also expected to relate

I

to atomic structure, although it is less evident what this structure should be.
I

In the simplest approach one could imagine that the 'peaks correspond to 1,
2, 3 and 4 atoms in the contact cross section.

Further support for the model of valence orbitals as a basis for the con­
ductance channels comes from the anomalous slope of the plateaux of the
conductance for aluminium, where conductance increases as the contact is
stretched ( Fig. 6.4). Calculations of the conductance through a single atom,
within the tight binding model discussed above, as a function of the bond dis­
tance of the atom with its neighbours, reproduce the anomalous dependence
of conductance on distance [77] . For gold a nearly flat dependence is found,
while for Pb the conductance decreases with increasing elongation, again in
agreement with the observations. The anomalous slopes for Al are also found
for larger contacts, and have been explained in terms of the stress-dependence
ofthe electronic band structure [78]. It appears that this property of the band
structure is conserved in contacts down to the atomic scale.

6.7 Chains of Atoms

All evidence shows that for a single atom contact for monovalent metals the
current is carried by a single mode, with a transmission probability close
to one. Guided by this knowledge, in experiments on gold Yanson et al.
[79] discovered that during the contact breaking process the atoms in the
contact form stable chains of single atoms, up to 7 atoms long. Independently,
Ohnishi et al. [80] discovered the formation of chains of gold atoms at room
temperature in a combined STM and transmission electron microscope, where
an atomic strand could be directly seen in the images. Currently, the only
material for which this chain formation is observed is gold. It is interesting
that for silver the effect is much less pronounced and copper does not seem
to show it at all.

Some understanding of the underlying mechanism can be obtained from
molecular dynamics simulations. Already before the experimental observa-
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Fig. 6.18. Atomic configuration obtained during the last stages of breaking of a
nanowire in a molecular dynamics simulation for gold, using a bath temperature of
12 K. (From [81])

tions, several groups had observed the spontaneous formation of chains of
atoms in computer simulations of contact breaking [81-83). Figure 6.18 shows
the results obtained by Serensen et al. for gold. The authors caution that the
interatomic potentials used in the simulation may not be reliable for this un­
usual configuration. However, from these studies we may learn more about
the atomic configuration sequences producing the chains, and they form a
good starting point for more advanced model calculations.

Such chains constitute the ultimate one-dimensional metallic nanowires.
The current is carried by a single mode, with a transmission probability,
which is somewhat below 1 due to back-scattering, but can be tuned to unity
by adjusting the stress on the junction. The chains sustain enormous currents,
up to 80 I-lA, due to the ballistic nature of the electron transport [79) . More
work is needed to elucidate the mechanism of chain formation , what limits the
length of the chains, and why it works best for gold. Further unusual atomic
configurations may be found, according to model calculations by Giilseren
et al. [84) , who show a series of "weird wire" structures depending on the
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number of atoms in the cross section of the wires and on the metallic element
involved.

6.8 Quantum Forces and Shell Structure in Alkali
Nanowires

Apart from their role in determining the electronic transport properties of the
contacts, the quantisation of the wave functions may also affect the energy of
formation of the contact. In direct analogy with the effect of electronic shell
closing on the formation energy of clusters [31J, one expects that specific
contact diameters will be stabilised by the formation of quantum modes.
Several groups have recently presented model calculations on this problem,
mostly considering free electrons confined by a hard wall potential [86-91J.
Local density calculations taking the atomic structure into account have also
appeared [92-94J. There appears to be a consensus on the magnitude of the
force fluctuations which may result from this mechanism, which is of the
order of 1 nN, and is comparable to the force jumps for the smallest contacts
observed in Fig . 6.6. Some authors argue that the jumps observed in the
conductance as a function of contact stretching should therefore be considered
as being the result of the underlying electronic quantum modes . However, in
the experiment many conductance steps are found which are much smaller,
or much larger, than a conductance quantum, and all steps show similar
mechanical and dynamic behaviour. In addition, the conductance steps in
monovalent metals look similar to those in sp or sd metals, where such simple
description definitely breaks down. Experimental methods will have to be
developed to test a possible quantum-mode-based atomic force mechanism.
One possibility is to measure the charge, or the work function of the nanowire,
which is expected to fluctuate in unison with the force within this simple free
electron gas picture [87,90).

While the contribution of quantum modes to the force in the smallest con­
tacts is still under debate, a newly observed phenomenon for larger contacts
provides strong evidence for quantum force fluctuations. In a recent study
of conductance histograms for sodium, potassium and lithium up to conduc­
tances much larger than shown in Fig. 6.9, Yanson et al. [85] observed a large
number of additional peaks (Fig. 6.19). The peaks are not as sharp as the
ones associated with conductance quantisation at low conductance (Fig. 6.9)
and cannot be identified with multiples of the conductance quantum. The
peaks become more pronounced as the temperature is raised to about 80 K,
and the position of the peaks is seen to be periodic in the square root of the
conductance, as illustrated in Fig. 6.20.

The interpretation of the phenomenon is based on fluctuations in the
density of states as a function of energy (or equivalently as a function of
diameter) for a free electron gas inside a cylindrically symmetric wire. At the
points where a new mode (the bottom of a l-dimensional subband) crosses
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the Fermi energy, the density of states shows a 1/ VE - En singularity. These
singularities are smeared out by the finite length of the wire and would not
have a very pronounced effect were they homogeneously distributed. However,
the symmetry of the wire gives rise to a bunching of the singularities, which
can be associated with the electronic shells in metal clusters . The resulting
density of states fluctu ations have been analysed by Stafford and coworkers
[86,90], by Yannouleas et al. (88) and by Hoppler and Zwerger (91) . The
fluctuations in the density of states result in local minima in the total energy
for the nanowire, and the stable wire diameters predicted from this model
are in fairly good agreement with the observed periodic peak structure in the
histograms (85) .

It was found that a direct comparison with cluster magic numbers is possi­
ble. One can calculate the effective cluster radius from the magic numbers for
sodium clusters (31) (see Chap. 1) Nm = 8,20, ..., 1500 using Rm = rsN;,(3,
where rs is the Wigner- Seitz rad ius of the atom. Then the conductance of
a nanowire with these magic rad ii can be found using the semi-classical ex­
pression [33], Gm = GO(71"Rm / AF)2(1 - AF/,rrRm ) . The square root of the
conductance values obtained in th is way are plotted against the shell number
m and compared to the histogram peak positions in Fig. 6.20. A striking
agreement is observed, which is believed to result from the fact that the
dominant fluctuation terms in the density of states can be described in terms
of the lowest order semi-classical trajectories inside the system [95,96,91) .
These trajectories (diametrical, triangular and square orbits inscribed inside
the sphere and cylinder, respectively, c.f. Chap. 1) are the same for clusters



6 Conductance Quantisation in Metallic Point Contacts 205

12

C\J 10 I Sodium I II Ii-- II.....- ~
0 •o 8 •

--- •o i
6 iii..........

iI
4 liil

i~
2 ~Ii

00 2 4 6 8 10 12 14 16 18 20

Shell number
Fig. 6.20. Square root of the positions of the maximain Fig. 6.19, JGi/GO, versus
the shell number (open squares). The experimental peak positions are compared to
the expected positions derived from the magic numbers of metallic clusters (closed
circles). (From [85])

and nanowires. However, the agreement in Fig. 6.20 is better than expected
since the relative contribution of each of the trajectories for the two systems
should be different. Further work is needed to clarify the details of the shell
structure in nanowires .

6.9 Discussion and Outlook

With the developments of the last few years a microscopic understanding of
atomic-scale electrical transport properties is beginning to grow. A coherent
picture of conductance modes in a single atom derived from atomic valence
orbitals is obtained, which finds strong support in the experimental observa­
tions for various metallic elements . For contacts of several atoms, monovalent
metals demonstrate saturation of channel transmission, which is a very in­
teresting experimental observation, but is not yet fully understood on the
microscopic level. Also, the nature of peaks in the histograms is still not fully
resolved: quantisation plays a role but not exclusively. This is evident from
the histograms for aluminium, in combination with the channel numbers ob­
tained from subgap structure, shot noise and conductance fluctuations. The
peak at 5 Go in sodium is stronger than expected from a simple free electron
nanowire model, and the peak below 2 Go in gold does not correspond to
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the position of the conductance quantum, even after correction for a series
resistance, as was seen in conductance fluctuation experiments.

It seems clear that a full understanding of the structure in conductance
histograms requires a description of the mechanical evolution of the atomic
structure of the contacts. It is possible that conditions such as temperature or
bias voltage must be taken into account [97] . Much has been learned already
from molecular dynamics calculations, but new experimental tools are prob­
ably essential. Promising developments come from two groups, which have
recently shown transmission electron microscopy images with atomic resolu­
tion of contacts that can be controlled in situ [80,98,99] . By simultaneous
measurement of the conductance while observing a single atom contact in
the electron micrograph, Ohnishi et al. clearly confirmed that a single atom
gold contact has a conductance close to 1 Go.

The question of the effect of the conductance modes on the force in metal­
lic contacts will, without doubt, receive a lot of attention in the near future .
A related question at present being considered is whether the increased den­
sity of states at specific wire diameters may be lifted by deformation of the
shape of the wire cross section (in analogy to the Jahn-Teller effect) [87] or
by a spontaneous magnetisation [100]. Many other open questions promise
new and interesting developments in this area of physics. The dynamics of
atomic structures, seen as two-level fluctuations , have not received sufficient
attention. A related problem concerns the interaction with the electric cur­
rent and the heating of the contact [101]. The observed chain formation for
gold may lead to a deeper understanding of bonding forces on the atomic
scale. We may be able to produce much longer atomic wires, which will open
a new field for study of purely one-dimensional solid state physics.
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7 Magnetism of Nanometer-Sized Particles
and Clusters

Wolfgang Wernsdorfer

7.1 Introduction

Since the late 1940s, nanometer-sized magnetic particles have generated con­
tinuous interest as the study of their properties has proved to be scientifically
and technologically very challenging. In particular it was recognised that the
ferromagnetic state, with a given orientation of the particle moment, has a
remanent magnetisation if the particle is small enough. This was the starting
point of huge permanent magnets and magnetic recording industries. How­
ever, despite intense activity during the last few decades, the difficulties in
making nanoparticles of good enough quality has slowed the advancement
of this field. As a consequence, for 50 years, these applications concentrated
above and then near the micrometer scale. In the last few years, this has
no longer been the case because of the emergence of new fabrication tech­
niques which have led to the possibility of making small objects with the
required structural and chemical qualities. In order to study these objects
new techniques were developed such as magnetic force microscopy, magne­
tometry based on micro-Hall probes or micro-SQUIDs. This led to a new
understanding of the magnetic behaviour of nanoparticles, which is now very
important for the development of new fundamental theories of magnetism
and in modelling new magnetic materials for permanent magnets or high
density recording.

In order to put this chapter into perspective, let us consider Fig. 7.1 which
presents a scale of size ranging from macroscopic down to nanoscopic sizes.
The unit of this scale is the number of magnetic moments in a magnetic
system. At the macroscopic level, magnetism is governed by domains (Weiss
1907) and domain walls. Magnetisation reversal occurs via nucleation, propa­
gation and annihilation of domain walls (see the hysteresis loop on the left in
Fig. 7.1 which was measured on an elliptic CoZr particle of 1 urn x 0.8 urn,
and a thickness of 50 nm). Size and width of domain walls depend on the
material of the magnetic system, on its size, shape and surface, and on its
temperature [1] . The material dependence of the domain walls has motivated
the definition of two length scales: (i) the domain wall width 8 defined by
8 = JAIK and (ii) the exchange length>' defined by x= VAlMs where A
is the exchange energy, K is the crystalline anisotropy constant and Ms is
the spontaneous magnetisation. Qualitatively, the first definition shows that
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Fig. 7.1. Scale of size which goes from macroscopic down to nanoscopic sizes. The
unit of this scale is the number of magnetic moments in a magnetic system (roughly
corresponding to the number of atoms). The hysteresis loops are typical examples
for a magnetisation reversal via nucleation, propagation and annihilation of domain
walls (left), via uniform rotation (middle), and quantum tunnelling (right)

anisotropy energy favours a thin wall, while th e exchange energy favours
a thick wall. For very small crystalline anisotropy, the first definit ion sug­
gests an infinite domain wall widt h which has a large total energy. This is
due to the magnetostatic energy term which can be reduced by subdividing
the ferromagnetic crystal into domains. Therefore, for very small crystalline
anisotropy, the domain wall width is of the order of magn itude of the A. Both
length scales can range from sub-micrometer scales in alloys to atomic scales
in rare earth systems.

When the system size is of the order of magnitude of 0 and A, the forma­
tion of domain walls requires too much energy, i.e., the magnet isation remai ns
in the so-called single domain stat e. Hence, the magnetisat ion has to reverse
mainly by uniform rotation (see hysteresis loop in t he middle of Fig . 7.1).
In t his chapter, we discuss mainly this size range where the physics is rather
simple.

For system sizes well below 0 and A, one must take into account the band
structure of spins which are complicated by band structure modifications at
the particle's boundaries [2] .

At the smallest size (below which one must consider individual atoms and
spins) there are either free clusters made of several atoms [3,4] (see Chap . I)
or molecular clusters which are molecules with a central complex containing
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magnetic atoms. In the last case, measurements on the Mn12 acetate and FeB
molecular clusters showed that the physics can be described by a collective
moment of spin S = 10. By means of simple hysteresis loop measurements,
the quantum character of these molecules showed up in well defined steps
which are due to resonance quantum tunnelling between energy levels (see
hysteresis loop on the right in Fig. 7.1).

_In the following sections, we review the most important theories and ex­
perimental results concerning the magnetisation reversal of single-domain
particles and clusters. Special emphasis is laid on single particle measure­
ments avoiding complications due to distributions of particle size, shape etc.
Measurements on particle assemblies has been reviewed in [5]. We mainly
discuss the low temperature regime in order to avoid spin excitations.

In Sect. 7.2, we briefly review the commonly used measuring techniques.
Among them, electrical transport measurements, Hall probes and micro­
SQUID techniques seem to be the most convenient techniques for low tem­
perature measurements. Section 3 discusses the mechanisms of magnetisation
reversal in single domain particles at zero Kelvin. The influence of tempera­
ture on the magnetisation reversal is reported in Sect. 7.4. Finally, Sect. 7.5
shows th at for very small systems or very low temperature, magnetisation
can reverse via tunnelling.

7.2 Single Particle Measurement Techniques

The dream of measuring the magnetisation reversal of an individual magnetic
particle goes back to the pioneering work of Neel [6] . The first realisation was
published by Morrish and Yu in 1956 [7]. These authors employed a quartz­
fibre torsion balance to make magnetic measurements on individual microm­
eter sized 7 - Fe20 3 particles. With their technique, they wanted to avoid the
complication of par ticle assemblies which are due to different orientations of
the particle's easy axis of magnetisation and particle-particle dipolar interac­
tion. They aimed to show the existence of a single-domain state in a magnetic
particle. Lat er on, other groups tried to study single particles but the exper­
imental precision did not allow a detailed study. A first breakthrough came
via the work of Knowles [8] who developed a simple optical method for mea­
suring the switching field, defined as the minimum applied field required to
reverse the magnetisation of a particle. However, the work of Knowles failed
to provid e quantitative information on well defined particles. More recently,
insights into the magnetic properti es of individual and isolated particles were
obtained with the help of electron holography [9], vibrating reed magnetom­
etry [10], Lorentz microscopy [11,12], and magnetic force microscopy [13,14].
Most of the studies have been carri ed out using magnetic force microscopy
at room temperature. This technique has an excellent spatial resolution but
dynamical measurements are difficult due to the sample-tip interaction .
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Recently, magnetic nanostructures have been studied by the technique of
magnetic linear dichroism in the angular distribution of photoelectrons or
by photoemission electron microscopy [15J. In addition to magnetic domain
observations, element-specific information is available via the characteristic
absorption levels or threshold photoemission.

Only a few groups were able to study the magnetisation reversal of individ­
ual nanoparticles or nanowires at low temperatures. The first magnetisation
measurements of individual single-domain nanoparticles and nanowires at
very low temperatures were presented by Wernsdorfer et al. [16J. The detec­
tor (a Nb micro-bridge-DC-SQUID) and the studied particles were fabricated
using electron-beam lithography. Coppinger et al. [17J indirectly investigated
the magnetic properties of nanoparticles by resistance measurements. They
observed the two-level fluctuations in the conductance of a sample contain­
ing self-organising ErAs quantum wires and dots in a semi-insulating GaAs
matrix. By measuring the electrical resistance of isolated Ni wires with di­
ameters between 20 and 40 nm, Giordano and Hong studied the motion
of magnetic domain walls [18,19]. Other low temperature techniques which
may be adapted to single particle measurements are Hall probe magnetom­
etry [20,21J, magnetometry based on the giant magnetoresistance [22,23J or
spin-dependent tunnelling with Coulomb blockade [24J . At the time of writ­
ing, the micro-SQUID technique allows the ~ost detailed study of the mag­
netisation reversal of nanometer-sized particles [25,26J. The followingsection
reviews the basic ideas of the micro-SQUID technique.

7.2.1 Micro-SQUID Magnetometry

The Superconducting Quantum Interference Device (SQUID) has been used
very successfully for magnetometry and voltage or current measurements in
the fields of medicine, metrology and science [28,29]. SQUIDs are mostly fab­
ricated from a Nb-AIOx-Nb trilayer, several hundreds of nanometers thick.
The two Josephson junctions are planar tunnel junctions with an area of at
least 0.5 IJ.m2 . In order to avoid flux pinning in the superconducting film
the SQUID is placed in a magnetically shielded environment. The sample's
flux is transferred via a superconducting pick up coil to the input coil of the
SQUID. Such a device is widely used as the signal can be measured by simple
lock-in techniques. However, this kind of SQUID is not well suited to mea­
suring the magnetisation of single submicron-sized samples as the separation
of SQUID and pickup coil leads to a relatively small coupling factor. A much
better coupling factor can be achieved by coupling the sample directly with
the SQUID loop. In this arrangement, the main difficulty arises from the fact
that the magnetic field applied to the sample is also applied to the SQUID.
The lack of sensitivity to a high field applied in the SQUID plane, and the de­
sired low temperature range led to the development of the micro-bridge-DC­
SQUID technique [26J which allows us to apply several teslas in the plane of
the SQUID without dramatically reducing the SQUID's sensitivity.
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Josephsonjunctions

Fig. 7.2. Drawing of a planar Nb micro-bridge-DC-SQUID on which a ferromag­
netic particle is placed . The SQUID detects the flux through its loop produced by
the sample magnetisation. Due to the close proximity between sample and SQUID
a very efficient and direct flux coupling is achieved

The planar Nb micro-bridge-DC-SQUID can be constructed by using stan­
dard electron beam lithography, and the magnetic particle is directly placed
on the SQUID loop (Fig. 7.2) [16]. The SQUID detects the flux through its
loop produced by the sample magnetisation. For hysteresis loop measure­
ments, the external field is applied in the plane of the SQUID, so that the
SQUID is only sensitive to the flux induced by the stray field of the sam­
ple magnetisation. Due to the close proximity between sample and SQUID,
magnetisation reversals corresponding to 103 fLB can be detected, i.e., the
magnetic moment of a Co nanoparticle with a diameter of 2-3 nm.

7.3 Mechanisms of Magnetisation Reversal
in Single Domain Particles at Zero Kelvin

As already briefly discussed in the introduction, for a sufficiently small mag­
netic sample it is energetically unfavourable for a domain wall to be formed
at remanence. The specimen then behaves as a single domain. For extremely
small particles, the magnetisation should reverse by uniform rotation of mag­
netisation. For somewhat larger particles, the curling reversal mode should
be dominant [1]. For even larger particles, magnetisation reversal occurs via
a domain wall nucleation process starting in a rather small volume of the par­
ticle. In the following, we discuss in detail the uniform rotation mode which
is used in many theories, in particular in Neel, Brown and Coffey's theory of
magnetisation reversal by thermal activation (Sect. 7.4) and in the theory of
macroscopic quantum tunnelling of magnetisation (Sect. 7.5). In this section,
we neglect temperature and quantum effects.

7.3.1 Magnetisation Reversal by Uniform Rotation

The model of uniform rotation of magnetisation, developed by Stoner and
Wohlfarth [30], and Neel [31], is the simplest classical model describing mag-
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Fig. 1.3. Angular dependence of the Stoner-Wohlfarth switching field hsw

H~w/Ha (7.2). This curve is often called the 'Stoner-Wohlfarth astroid'

netisation reversal. One supposes a particle of an ideal material where ex­
change energy holds all spins tightly parallel to each other, and the magneti­
sation does not depend on space. In this case, the exchange energy is constant,
and does not enter energy minimisation. Consequently, there is competition
only between the anisotropy energy of the particle and the effect of the ap­
plied field. The original study by Stoner and Wohlfarth assumed only uniaxial
shape anisotropy which is the anisotropy of the magnetostatic energy of the
sample induced by its non-spherical shape. Later on, we will see that Thi­
aville has generalised this model for an arbitrary effective anisotropy which
includes any magnetocrystalline anisotropy and even surface anisotropy [32] .
The energy of a Stoner-Wohlfarth particle is given by

E = KV sin2 ¢ - JLoMs V H cos(¢ - B) , (7.1)

where KV is the uniaxial anisotropy energy constant which depends on
the shape of the particle, V is the volume of the particle, Ms is the sponta­
neous magnetisation, H the magnitude of the applied field, and ¢ and Bare
the angles of magnetisation and applied field respectively, with respect to the
easy axis of magnetisation. The potential energy of (7.1) has two minima sep­
arated by an energy barrier. For given values of Band H, the magnetisation
selects the angle ¢ which minimises the energy. This position can by found by
equating to zero the first derivative with respect to ¢ of (7.1): dEjd¢ = O.
The second derivative provides the condition for maxima and minima. The
magnetisation reversal is defined by the minimal field value at which there is
no energy barrier between the metastable minimum and the stable one, i.e.,
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(7.2)

at dEId¢ =d2EId¢2 = O. A short analysis gives the angular dependence of
this field , called the switching field H2w (Fig. 7.3) :

)

3/ 2
H~w = Hal (sin2

/
3 B+ COS

2/3 B ,
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where Ha = 2K/(J.LoMs) is the anisotropy field.
The 'hysteresis loops have to be calculated numerically. The result is seen

in Fig. 7.4 showing the component of magnetisation in the direction of the ap­
plied field, i.e., MH = Ms cos¢. Such loops are often called Stoner-Wohlfarth
hysteresis loops. It is important to note that single particle measurement tech­
niques do not measure this component MH. For example for the micro-SQUID
technique, with the easy axis of magnetisation in the plane of the SQUID and
perpendicular to the current direction in the SQUID wire (Fig. 7.2), one mea­
sures a magnetic flux which is proportional to Ms sin ¢ (Fig. 7.5).

The main advantage of this classical theory is that it is sufficiently simple
to add some extra features to it, as presented in the following.

7.3.2 Generalisation of the Stoner-Wohlfarth Model

The original model of Stoner and Wohlfarth assumed only uniaxial anisotropy
with one anisotropy constant (one second order term) . This is sufficient to de­
scribe high symmetry cases like a prolate spheroid of revolution or an infinite
cylinder. However, real systems are often quite complex and the anisotropy
is a sum of mainly shape (magnetostatic), magnetocrystalline and surface
anisotropy. Shape anisotropy can be written as a biaxial anisotropy with two
second order terms. Magnetocrystalline anisotropy is in most cases either
uniaxial (hexagonal systems) or cubic, yielding mainly second and fourth or­
der terms. Finally, in the simplest case, surface anisotropy is of second order.
One additional complication arises because the various contribut ions of the
anisotropies are aligned in an arbitrary way with regard to each other. All
these facts motivated a generalisation of the Stoner-Wohlfarth model for an
arbitrary effective anisotropy, this was done by Thiaville [32). It is a geo­
metrical method to determine the switching field for all angles of the applied
magnetic field yielding the critical surface of switching fields, and to calculate
the particle energy.

The main interest in Thiaville's calculation is that measuring the critical
surface of the switching field allows one to find the effective anisotropy of the
nanoparticle. Knowledge of the latter is important for temperature depen­
dent studies (Sect. 7.4) and quantum tunnelling investigations (Sect. 7.5).
Knowing precisely the particle shape and crystallographic axis allows one to
determine the various contributions to the effective anisotropy.

7.3.3 Experimental Verification

In order to demonstrate experimentally the uniform rotation mode, the an­
gular dependence of the magnetisation reversal has often been studied (see
references in [1]). However, a comparison of theory with experiment is diffi­
cult because magnetic particles often have a nonuniform magnetisation state
which is due to rather complicated shapes and surfaces , crystalline defects ,
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Fig. 7.6. Three-dimensional angular dependence of the switching field of a BaFeCo­
TiO particle [33] with a diameter of about 20 nm . The anisotropy field is Ha ~ 0.4 T

and surface anisotropy. In general , for many particle shapes the demagnetisa­
tion fields inside the particles are nonuniform leading to nonuniform magneti­
sation states [1] . An example is presented in Fig. 7.5 which compares typical
hysteresis loop measurements of an elliptical Co particle, fabricated by elec­
tron beam lithography, with the prediction of the Stoner-Wohlfarth model.
Before magnetisation reversal, the magnetisation decreases more strongly
than predicted because the magnetic configuration is not collinear as in the
Stoner-Wohlfarth model , but presents deviations mainly near the particle
surface. The angular dependence of the switching field agrees with the Stoner­
Wohlfarth model only for angles e>> 0° where non-linearities and defects
playa less important role. It is therefore important to choose a proper sys­
tem which minimises nonuniform magnetisation states. This can by done by
choosing a system in which one particular anisotropy contribution is domi­
nant.

For example, the magnetisation reversal in a single-crystalline nanowire, of
a material with low magnetocrystalline anisotropy, is dominated by uniaxial
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Fig. 7.7. Angular dependence of the switching field of a cobalt cluster of 3 nm in
diameter. The astroid shape obtained is predicted by the model of uniform rota­
tion of magnetisation proposed by Stoner and Wohlfarth (see Fig. 7.3). The inset
displays a high resolution transmission electron microscopy micrograph of a 3 nm
Co cluster with a f.c.c. structure

shape anisotropy as shown by measurements on a Fe wire of 20 nm diameter
and 200 nm length [34].

Another example are BaFeO nanoparticles which have a dominant uni­
axial magnetocrystalline anisotropy. Figure 7.6 shows the three dimensional
angular dependence of the switching field measured on a BaFeO particle of
about 20 nm. Although this particle has a simple critical surface being close
to the original Stoner-Wohlfarth astroid (7.2), it cannot be generated by the
rotation of a 2D astroid. However, taking into account the shape anisotropy
and hexagonal crystalline anisotropy of BaFeO, good agreement with the
Stoner-Wohlfarth model is found [35].

Finally, nearly spherical nanometer sized clusters are also nice model sys­
tems as ellipsoids favour uniform magnetisation inside the particle. Figure 7.7
shows the angular dependence of the switching field of a Co cluster of 3 nm in
diameter. The cluster was elaborated by a laser vaporisation source which al­
lows us to work in the Low Energy Cluster Beam Deposition regime (clusters
do not fragment when they arrive on the substrate, see also Chap. 4) [36].
For these clusters, surface anisotropy also makes a significant contribution, in
addition to magnetocrystalline and shape anisotropies. This renders clusters
very attractive for future studies.
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7.4 Influence of Temperature on Magnetisation
Reversal

7.4.1 Superparamagnetism - Neeb-Brown Model

The thermal fluctuations of the magnetic moment of a single-domain fer­
romagnetic particle and its decay towards thermal equilibrium were intro­
duced by Neel [6] and further developed by Bean and Livingston [38], and
Brown [39]. For an assembly of independent particles, the influence of tem­
perature on the magnetisation state is called superparamagnetism. In the
absence of magnetic anisotropy and without an applied magnetic field, the
magnetic moments of the particles are randomly oriented. The situation is
the same as for paramagnetic atoms, leading to a Curie behaviour in the
magnetic susceptibility and to the Brillouin function for the field dependence
of magnetisation. The only difference is that the magnetic moments of the
particles are much larger than those of the paramagnetic atoms. Therefore,
the quantum mechanical Brillouin function can be replaced by the classical
limit for larger magnetic moments, namely the Langevin function.

These properties do change however as soon as magnetic anisotropy is
present which establishes one or more preferred orientations of the particle's
magnetisation. In Neel and Brown's model of thermally activated magneti­
sation reversal, a single domain magnetic particle has two equivalent ground
states of opposite magnetisation separated by an energy barrier which is
due to shape and crystalline anisotropy. The system can escape from one
state to the other by thermal activation over the barrier. Just as in the
Stoner-Wohlfarth model, they assumed uniform magnetisation and uniaxial
anisotropy in order to derive a single relaxation time. Neel supposed fur­
ther that the energy barrier between the two equilibrium states is large in
comparison to the thermal energy kBT which justified a discrete orienta­
tion approximation. Brown criticised Neel's model because the system is not
explicitly treated as a gyromagnetic one [39] . Brown considered the mag­
netisation vector in a particle to wiggle around an energy minimum, then
jump to the vicinity of the other minimum, then wiggle around there before
jumping again . He supposed that the orientation of the magnetic moment
may be described by a Gilbert equation with a random field term which is
assumed to be white noise. On the basis of these assumptions, Brown was
able to derive a Fokker-Planck equation for the distribution of magnetisation
orientations. Brown did not solve his differential equation. Instead he tried
some analytic approximations and an asymptotic expansion for the case of
the field parallel or perpendicular to the easy axis of magnetisation. More
recently, Coffey et al. [40] found by numerical methods an exact solution of
Brown's differential equation for uniaxial anisotropy and an arbitrary ap­
plied field direction. They also derived an asymptotic general solution for the
case of large energy barriers in comparison to the thermal energy kBT. In
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the following, we consider a simplified version of the Neel-Brown Model and
propose three techniques to check the validity of this model.

7.4.2 Experimental Methods

7.4.2.1 Waiting time measurements. The waiting time method corre­
sponds to magnetisation relaxation measurements on assemblies of particles.
In this case, the decay of magnetisation is often logarithmic in time, due
to the broad distribution of switching fields. For individual particle studies,
waiting time measurements give direct access to the switching probability
(Fig. 7.8). At a given temperature, the magnetic field H is increased to a
waiting field Hw near the switching field H~w ' Next, the elapsed time un­
til the magnetisation switches is measured. This process is repeated several
hundred times, yielding a waiting time histogram. The integral of this his­
togram yields the switching probability. Finally, the switching probability is
measured at different waiting fields Hw in order to explore several barrier
heights, and at different temperatures.

According to the Neel-Brown model , the probability that the magnetisa­
tion has not switched after a time t is given by:

P(t} = e-t / T
, (7.3)

and 7 (inverse of the switching rate) can be expressed by an Arrhenius
law of the form:

7(T, H} =70eE(H )/ kB T , (7.4)

where 70 is the inverse of the attempt frequency. A simple analytical
approximation for the field dependence of the energy barrier E(H} is:

(7.5)

(7.6)

where Eo is the energy barrier at zero field, and e is defined as a reduced
field difference value. It can be shown that the exponent Q is in general equal
to 1.5 [41]. Using the Stoner-Wohlfarth analytical expressions of E(H} [30],
we can show numerically that Q is near 1.5 [26] and increases up to a value of
2 (more frequently cited in the literature) if the applied field forms an angle
smaller than a few degrees with the easy axis of magnetisation.

7.4.2.2 Switching field measurements. For single particle studies, it is
often more convenient to study magnetisation reversal by ramping the applied
field at a given rate and measuring the field value as soon as the particle
magnetisation switches. In this case, the switching process is characterised
by a distribution of switching fields (Fig. 7.8) evaluated by Kurkij drvi [42]
and Garg [43] . The most probable switching field Hsw is given by:

o ( [kBT (CT)] 1/01)Hsw = Hsw 1 - Eo In veOl - 1 '
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Fig. 7.8. Scheme of three methods for studying escape from a metastable poten­
tial well: waiting time and telegraph noise measurements give direct access to the
switching time probability P(t), whereas switching field measurements yield his­
togr ams of switching fields.

where c = kaH2w/(roexEo) and v is the field sweeping rate. The width of
the switching field distribution is given by:

o 1 (kBT) 1/01 [kBT (CT)]{l-a) / a
cr ';:::! H - -- --In - -

sW ex Eo Eo VE a - 1
(7.7)

7.4.2.3 Telegraph noise measurements. At zero applied field, a single
domain magnetic particle has two equivalent ground states of opposite mag­
netisation separated by an energy barrier. When the thermal energy kaT
is sufficiently high, the total magnetic moment of the particle can fluctuate
thermally, like a single spin in a paramagnetic material.

In order to study the superparamagnetic state of a single particle, it is sim­
ply necessary to measure the particle's magnetisation as a function of time.
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This is called telegraph noise measurement as stochastic fluctuations between
two states are expected. According to the Neel-Brown model , the mean time
T spent in one state of magnetisation is given by an Arrhenius law of the
form of (7.4). As T increases exponentially with decreasing temperature, it
is very unlikely that an escape process will be observed at low temperature.
However , applying a constant field in direction of a hard axis (hard plane)
of magnetisation reduces the height of the energy barrier (Fig. 7.8). When
the energy barrier is sufficiently small, the particle's magnetisation can fluc­
tuate between two orientations which are close to a hard axis (hard plane)
of magnetisation.

The time spent in each state follows an exponential switching probability
law as given by (7.3)-(7.5) with a = 2. Note that for a slightly asymmetric
energy potential, one switching probability can be so long that two-level
fluctuation becomes practically unobservable.

7.4.3 Experimental Evidence for the Neal-Brown Model

The Neel-Brown model is widely used in magnetism, particularly in order
to describe the time dependence of the magnetisation of collections of parti­
cles, thin films and bulk materials. However until recently, all the reported
measurements, performed on individual particles, were not consistent with
t he Neel-Brown theory. This disagreement was attributed to th e fact that
real samples contain defects, ends and surfaces which could play an impor­
tant, if not dominant , role in the physics of magnetisation reversal. It was
suggested that the dynamics of reversal occurs via a complex path in con­
figuration space, and that a new theoretical approach is required to provide
a correct description of thermally activated magnetisation reversal even in
single-domain ferromagnetic particles [14,44]. Similar conclusions were drawn
from numerical simulations of the magnetisation reversal [45,46].

A few years later , micro-SQUID measurements on Co nanoparticles showed
for the first time a very good agreement with the Neel-Brown model by using
waiting time, switching field and telegraph noise measurements [47,37,48]. It
was also found that sample defects , especially sample oxidation, playa crucial
role in the physics of magnetisation reversal.

One of the important predictions of the Neel-Brown model concerns the
exponential not-switching probability P(t) (see (7.3)) which can be measured
via waiting time measurements. At a given temperature, the magnetic field
is increased to a waiting field Hw which is close to the swit ching field. Then ,
the elapsed time is measured until the magnetisation swit ches. This process
is repeated several hundred times, in order to obtain a waiting time his­
togram. The integral of this histogram gives the not-switching probability
P(t ) which is measured at several temperatures and waiting fields Hw • The
inset of Fig . 7.9 displays typical measurements of P(t) performed on a Co
nanoparticle. All measurements show that P(t) is given by an exponent ial
function described by a single relaxation time T.
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Fig.7.9. Scaling plot of the mean switching time T(Hw , T) for several waiting
fields E; and temperatures (0.1 s < T(Hw , T) < 60 s) for a Co nanoparticle. The
scaling yields TO ~ 3 X 1O-9s. Inset: examplesof the probability of not-switchingof
magnetisation as a function of time for different applied fields and at 0.5 K. Full
lines are data fits with an exponential function: P(t) = «":

The validity of (7.4) is tested by plotting the waiting field Hw as a function
of [Tln(T /To)]2 /3. If the Neel-Brown model applies, all points should collapse
onto one straight line (master curve) by choosing the proper values for TO'

Figure 7.9 shows that the data set T(Hw , T) falls on a master curve provided
TO ~ 3 X 1O-9s . The slope and intercept give the values Eo = 214000 K and
H~w = 143.05 mT. The energy barrier Eo can be approximately converted
to a thermally "activated volume" by using V = Eo/(J.LoMsH~w) ~ (25 nm)"
which is very close to the particle volume estimated by SEM. This agreement
is another confirmation of a magnetisation reversal by uniform rotation. The
result of the waiting time measurements are confirmed by switching field and
telegraph noise measurements [47,37,48]. The field and temperature depen­
dence of the exponential prefactor TO is taken into account in [49].

7.5 Magnetisation Reversal by Quantum Tunnelling

Studying the boundary between classical and quantum physics has become
a very attractive field of research which is known as 'mesoscopic' physics
(Fig . 7.1). New and fascinating mesoscopic effects can occur when charac­
teristic system dimensions are smaller than the length over which the quan­
tum wave function of a physical quantity remains sensitive to phase changes.
Quantum interference effects in mesoscopic systems have, until now, involved
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Fig. 7.10. Schematic viewof the FeB molecule. The large open circlesrepresent iron
atoms; full, hatched, and empty small circlesstand for oxygen, nitrogen and carbon
atoms, respectively. The spin structure of the S = 10 ground state is schematised
by the arrows [53]

phase interference between paths of particles moving in real space as in
SQUIDs or mesoscopic rings. For magnetic systems, similar effects have been
proposed for spins moving in spin space, such as magnetisation tunnelling
out of a metastable potential well, or coherent tunnelling between classically
degenerate directions of magnetisation [50,51J.

We have seen in the previous sections that the intrinsic quantum character
of the magnetic moment can be neglected for nanoparticles with dimensions of
the order of the domain wall width 0 and the exchange length A, i.e., particles
with a collective spin of S = 105 or larger. However, recent measurements
on molecular clusters with a collective spin of S = 10 suggest that quantum
phenomena might be observed at larger system sizes with S >> 1. Indeed,
it has been predicted that macroscopic quantum tunnelling of magnetisation
can be observed in magnetic systems with low dissipation. In this case, it is
the tunnelling of the magnetisation vector of a single-domain particle through
its anisotropy energy barrier or the tunnelling of a domain wall through
its pinning energy. These phenomena have been studied theoretically and
experimentally [51J.

7.5.1 Molecular Clusters

Magnetic molecular clusters are the final point in the series of smaller and
smaller units from bulk matter to atoms. Up to now, they have been the most
promising candidates for observing quantum phenomena since they have a
well defined structure with well characterised spin ground state and magnetic
anisotropy. These molecules are regularly assembled in large crystals where



7 Magnetism of Nanoparticles 227

all molecules often have the same orientation. Hence, macroscopic measure­
ments can give direct access to single molecule properties. The most promi­
nent examples are a dodecanuclear mixed-valence manganese-oxo cluster with
acetate ligands, Mn12 acetate [52], and an octanuclear iron(III) oxo-hydroxo
cluster of formula [Fes02(OHh2(tacn)6]s+, Fes [53), where tacn is a macro­
cyclic ligand (Fig. 7.10). Both systems have a spin ground state of S = 10,
and an Ising-type magneto-crystalline anisotropy, which stabilises the spin
states with M = ±10 and generates an energy barrier for the reversal of the
magnetisation of about 67 K for Mn12 acetate and 25 K for Fes.

Fes is particularly interesting because its magnetic relaxation time be­
comes temperature independent below 360 mK showing for the first time
that a pure tunnelling mechanism between the only populated M = ±10
states is responsible for the relaxation of the magnetisation [54).

The simplest model describing the spin system of Fes molecular clusters
(called the giant spin model) has the following Hamiltonian:

H = -DS; + E (S; - S;) + gll-Bll-oS, H . (7.8)

Sx, Sy, and Sz are the three components ofthe spin operator, D and E are
the anisotropy constants, and the last term of the Hamiltonian describes the
Zeeman energy associated with an applied field H . This Hamiltonian defines
a hard, medium, and easy axes of magnetisation in x, y and z directions,
respectively. It has an energy level spectrum with (2S+1) = 21 values which,
to a first approximation, can be labelled by the quantum numbers M =
-10, - 9, ..., 10. The energy spectrum, shown in Fig. 7.11, can be obtained by
using standard diagonalisation techniques of the [21 x 21) matrix describing
the spin Hamiltonian S = 10. At H = 0, the levels M = ±10 have the lowest
energy. When a field H is applied, the energy levels with M << 0 increase,
while those with M >> 0 decrease. Therefore, different energy values can
cross at certain fields. It turns out that for Fes the levels cross at fields given
by ll-oHn ~ n 0.22 T , with n = 1,2,3.... The inset of Figure 7.11 displays the
details at a level crossing where transverse terms containing Sx or Sy spin
operators turn the crossing into an 'avoided level crossing'. The spin S is 'in
resonance' between two states when the local longitudinal field is close to an
avoided level crossing.

The effect of these avoided level crossings can be seen in hysteresis loop
measurements (Fig. 7.12). When the applied field is near an avoided level
crossing, the magnetisation relaxes faster, yielding steps separated by plate­
aus. As the temperature is lowered, there is a decrease in the transition
rate due to reduced thermal-assisted tunnelling. The hysteresis loops become
temperature independent below 0.35 K demonstrating quantum tunnelling
at the lowest energy levels.

The energy gap at an avoided level crossing, the so-called 'tunnel split­
ting' .1, can be tuned by an applied transverse field via the SxHx and SyHy
Zeeman terms. It turns out that a field in the H x direction (hard anisotropy
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Fig.7.11. Zeeman diagram of the 21 levels of the S = 10 manifold of Fes as a
function of the field applied along the easy axis (7.8). From bottom to top, the
levels are labelled with quantum numbers M = ±1O, ±9, ...0. The levels cross at
fields given by J.LoHn '" n 0.22T, with n = 1,2,3.... The inset displays the detail
at a level crossing where the transverse terms (terms containing Sx or/and Sy spin
operators) turn the crossing into an avoided level crossing. The greater the gap Ll,
the higher is the tunnel rate

direction) can periodically change the tunnel splitting L1. In a semi-classical
description [55,56], these oscillations are due to constructive or destructive in­
terference of quantum spin phases of two tunnel paths [57]. Such interference
effects have been observed for the first time in Fes clusters [58]. Furthermore,
parity effects were observed when comparing the transitions between differ­
ent energy levels of the system [58] which are analogous to the parity effect
between systems with half integer or integer spins [59,60] . Hence, molecular
chemistry has had a large impact on research into quantum tunnelling of
magnetisation on molecular scales.

7.5.2 Individual Single-Domain Nanoparticles

This section focuses on Magnetic Quantum Tunnelling (MQT) studied in
individual nanoparticles or nanowires where the complications due to dis­
tributions of particle size, shape, and so on are avoided. The experimental
evidence for MQT in a single-domain particle or in assemblies of particles is
still a controversial subject. We shall therefore concentrate on the necessary
experimental conditions for MQT and review some experimental results. We
start by reviewing some important predictions concerning MQT in a single­
domain particle.
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Fig. 7.12. Hysteresis loops of a single crystal of Fes molecular clusters at different
temperatures. The longitudinal field (z-direction) was swept at a constant sweeping
rate of 0.014 TIs . The loops display a series of steps, separated by plateaus. As the
temperature is lowered, there is a decrease in the transition rate due to reduced
thermal assisted tunnelling. The hysteresis loops become temperature independent
below 0.35 K, demonstrating quantum tunnelling at the lowest energy levels

On the theoretical side, it has been shown that in small magnetic par­
ticles , a large number of spins coupled by strong exchange interaction, can
tunnel through the energy barrier created by magnetic anisotropy. It has
been proposed that there is a characteristic crossover temperature Te below
which the escape of the magnetisation from a metastable state is dominated
by quantum barrier transitions, rather than by thermal over barrier activa­
tion . Above Te the escape rate is given by thermal over barrier activation
(Sect. 7.4).

In order to compare experiment with theory, predictions of the crossover
temperature T; and the escape rate rQT in the quantum regime are relevant.
Both variables should be expressed as a function of parameters which can
be changed experimentally. Typical parameters are the number of spins S,
effective anisotropy constants, applied field strength and direction, etc. Many
theoretical papers have been published during the last few years [51]. We
discuss here a result specially adapted for single particle measurements, which
concerns the field dependence of the crossover temperature Te .

The crossover temperature Te can be defined as the temperature where
the quantum switching rate equals the thermal one. The case of a magnetic
particle , as a function of the applied field direction, has been considered by
several authors [61-63]. We have chosen the result for a particle with biaxial
anisotropy as the effective anisotropy of most particles can be approximately
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Fig. 7.13. Normalised crossover temperature Tc as given by (7.9), and for several
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described by strong uniaxial and weak transverse anisotropy. The result due
to Kim can be written in the following form [63] :

. / I cos () 1
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/
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Tc (()) f'oJ /-lOH"c
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/
4
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2
/

3
) 1+ I cos() 12/ 3 '

where /-loH" = K,,/Ms and /-loH.l. = K.l./Ms are the parallel and trans­
verse anisotropy fields given in tesla, K" and K.l. are the parallel and trans­
verse anisotropy constances of the biaxial anisotropy, () is the angle between
the easy axis of magnetisation and the direction of the applied field, and
c = (1 - H/H2w). Equation (7.9) is valid for any ratio a = H.l./H". The
proportionality coefficient of (7.9) is of the order of unity (Tc is in units of
Kelvin) and depends on the approach used for calculation [63]. Equation (7.9)
is plotted in Fig. 7.13 for several values of the ratio a. It is valid in the range
"fi < () < n /2- "fi.

The most interesting feature which may be drawn from (7.9) is that the
crossover temperature is tunable using the external field strength and di­
rection (Fig. 7.13) because the tunnelling probability is increased by the
transverse component of the applied field. Although at high transverse fields,
T; decreases again due to a broadening of the anisotropy barrier. Therefore,
quantum tunnelling experiments should always include studies of angular de­
pendencies. When the effective magnetic anisotropy of the particle is known,
MQT theories give clear predictions with no fitting parameters. MQT could
also be studied as a function of the effective magnetic anisotropy. In prac­
tice, it is well known for single particle measurements that each particle is
somewhat different . Therefore, the effective magnetic anisotropy has to be
determined for each particle (Sect. 7.3.2).
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Finally, it is important to note that most of the MQT theories neglect
damping mechanisms. We discussed the case of ohmic damping in [49] which
is the simplest form of damping. More complicated damping mechanisms
might play an important role. We expect more theoretical work on this in
future.

7.5.3 Single-Domain Nanoparticles and Wires
at Low Temperatures

In order to avoid the complications due to distributions Of particle size, shape,
and so on, some groups have tried to study the temperature and field depen­
dence of magnetisation reversal of individual magnetic particles or wires.
Most of the recent studies were done using Magnetic Force Microscopy at
room temperature. Low temperature investigations were mainly performed
via resistance measurements (Sect. 7.2).

The first magnetisation measurements of individual single-domain nano­
particles at low temperature (0.1 K < T < 6 K) were presented by Wernsdor­
fer et al. [16]. The detector (a Nb micro-bridge-DC-SQUID, see Sect. 7.2.1)
and the particles studied (ellipses with axes between 50 and 1000 nm and
thickness between 5 and 50 nm) were fabricated using electron beam lithog­
raphy. Electrodeposited wires (with diameters ranging from 40 to 100 nm and
lengths up to 5000 nm) were also studied [26]. Waiting time and switching
field measurements (Sect. 7.4.2) showed that the magnetisation reversal of
these particles and wires results from a single thermally activated domain
wall nucleation, followed by a fast wall propagation reversing the particle's
magnetisation. For nanocrystalline Co particles of about 50 nm and below
1 K, a flattening of the temperature dependence of the mean switching field
was observed which could not be explained by thermal activation. These
results were discussed in the context of MQT. However, the width of the
switching field distribution and the probability of switching are in disagree­
ment with such a model because nucleation is very sensitive to factors like
surface defects, surface oxidation and perhaps nuclear spins. The fine struc­
ture of pre-reversal magnetisation states is then governed by a multivalley
energy landscape (in a few cases distinct magnetisation reversal paths were
effectively observed [25]) and the dynamics of reversal occurs via a complex
path in configuration space.

Coppinger et al. [17] used telegraph noise spectroscopy to investigate two­
level fluctuations (TLF) observed in the conductance of a sample containing
self-organising ErAs quantum wires and dots in a semi-insulating GaAs ma­
trix. They showed that the TLF could be related to two possible magnetic
states of a ErAs cluster and that the energy difference between the two states
was a linear function of the magnetic field. They deduced that the ErAs clus­
ter should contain a few tens of Er atoms. At temperatures between 0.35 K
and 1 K, the associated switching rates of the TLF were thermally activated,
whilst below 350 mK the switching rate became temperature independent.
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Tunnelling of the magnetisation was proposed in order to explain the observed
behaviour.

Some open questions remain: what is the object which is really probed
by TLF? If this is a single ErAs particle, as assumed by the authors, the
switching probability should be an exponential function of time. The pre­
exponential factor T01 (sometimes called attempt frequency) was found to
lie between 103 and 106 S-l whereas expected values are between 109 and
1012 S-l. Why must one apply fields of about 2 T in order to measure two-level
fluctuations which should be expected near zero field? What is the influence
of the measurement technique on the sample?

By measuring the electrical resistance of isolated Ni wires with diameters
between 20 and 40 nm, Hong and Giordano studied the motion of magnetic
domain walls [18]. Because of surface roughness and oxidation, the domain
walls of a single wire are trapped at pinning centres. The pinning barrier de­
creases with an increase in the magnetic field. When the barrier is sufficiently
small, thermally activated escape of the wall occurs. This is a stochastic pro­
cess which can be characterised by a switching (depinning) field distribution.
A flattening of the temperature dependence of the mean switching field and
a saturation of the width of the switching field distribution (rms deviation
0") were observed below about 5 K. The authors proposed that a domain wall
escapes from its pinning site by thermal activation at high temperatures and
by quantum tunnelling below Tc '" 5 K.

These measurements pose several questions: what is the origin of the pin­
ning centre which may be related to surface roughness, impurities, oxidation
and so on? The sweeping rate dependence of the depinning field, as well as the
depinning probability, could not be measured even in the thermally activated
regime. Therefore, it was not possible to check the validity of the Neel-Brown
model [6,39] or to compare measured and predicted rms deviations 0". Finally,
a crossover temperature T; of about 5 K is three orders of magnitude higher
than T; predicted by current theories.

Later, Wernsdorfer et al. published results obtained on nanoparticles syn­
thesised by arc discharge, with dimensions between 10 and 30 nm [37]. These
particles were single crystalline, and the surface roughness was about two
atomic layers. Their measurements showed for the first time that the mag­
netisation reversal of a ferromagnetic nanoparticle of good quality can be
described by thermal activation over a single-energy barrier as proposed by
Neel and Brown [6,39] (see Sect. 7.4.3). The activation volume, which is the
volume of magnetisation overcoming the barrier, was very close to the par­
ticle volume, predicted for magnetisation reversal by uniform rotation. No
quantum effects were found down to 0.2 K. This was not surprising because
the predicted cross-over temperature is T; '" 20 mK. The results of Werns­
dorfer et al. constitute the preconditions for the experimental observation of
MQT of magnetisation on a single particle.
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Just as the results obtained with Co nanoparticles [37], a quantitative
agreement with the Neel-Brown model of magnetisation reversal was found
on BaFe12-2xCOxTix019 nanoparticles (0 < x < 1) [48] , which we will call
BaFeO, in the size range of 10 - 20 nm. However, strong deviations from this
model were evidenced for the smallest particles containing about 105J.LB and
for temperatures below 0.4 K. These deviations are in good agreement with
the theory of macroscopic quantum tunnelling of magnetisation.

The measured angular dependence of Tc(B) is in excellent agreement with
the prediction given by (7.9) (Fig. 7.14) . The normalisation value Tc(45°) =
0.31 K compares well with the theoretical value of about 0.2 K.

Although the above measurements are in good agreement with MQT the­
ory, we should not forget that MQT is based on several strong assumptions.
Among them, there is the assumption of a giant spin , l.e., all magnetic mo­
ments in the particle are rigidly coupled together by strong exchange inter­
action. This approximation might be good in the temperature range where
thermal activation is dominant but is it not yet clear if this can be made for
very low energy barriers. Future measurements will tell us the answer.

The proof for MQT in a magnetic nanoparticle could be the observation
of level quantisation of its collective spin state. This was recently evidenced
in molecular Mn12 and Fes clusters having a collective spin state S = 10
(Sect . 7.5.1). Also the quantum spin phase or Berry phase associated with
the magnetic spin S = 10 of the FeBmolecular cluster was evidenced [58] . In
the case of BaFeCoTiO particles with S = 105 , the field separation associated
with level quantisation is rather small: t:::..H = Ha/2S rv 0.002 mT. Future
measurements should focus on the level quantisation of collective spin states
of S = 102 to 104 and their quantum spin phases.
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8 Physical Chemistry of Supported Clusters

Deli Heiz and Wolf-Dieter Schneider

8.1 Introduction

Scientists have always tried to classify and systematise their observations in
order to extract trends or even propose simple models for the understanding
of their results with the aim of predicting properties of new materials. As
early as in the 19th century this strategy led to the discovery of the peri­
odicity of oxide formation for different elements by D.l. Mendelejev [1] and
shortly afterwards he presented the first Periodic Table in his presentation
"On the relation of the properties to the atomic weights of the elements" at
the Russian Chemical Society in 1869 [2]. Today we know that the laws of
quantum mechanics are responsible for the beautiful order of the elements of
our universe and this Periodic Table is used to predict chemical and physical
properties of the elements. In a chemical compound the atoms try to acquire
a closed shell electronic structure and this is the reason for the high reac­
tivity of the alkalines or halides or for the inertness of rare gases. Today it
is possible to construct a Periodic Table of a single element , e.g., sodium,
because atoms of-an element can form clusters or particles with pronounced
periodicities in their chemical and physical properties as a function of their
size, shape and form. Sodium clusters were first produced by the groups of
Schumacher [3] and Knight [4] in the early eighties , see Chap . 1. They dis­
covered striking discontinuities in the mass spectra at magic numbers (of Na
atoms per cluster) 8, 20, 34, and 40 and achieved a fundamental understand­
ing of these abundance spectra within the jellium model [4-7], well known
to nuclear physicists. In this way the electronic shell structure of small alka­
line clusters was established. By analogy with the classic Periodic Table an
"Electronic Periodic Table" for clusters can be constructed simply by filling
the electronic shells in the different periods (Fig. 8.1). We find monovalent
clusters, like Na3' Nag, and Na19 or halide-like clusters, like Na7 and Nan
which might reveal enhanced reactivities. This simple analogy suggests that
for small clusters, where the electronic structure is dominant in changing the
cluster's properties, a new and exciting chemistry is waiting to be discovered.

More recently, the group of Martin [8] succeeded in forming and detecting
sodium particles with sizes up to several thousand of atoms. Again distinct
periodicities in the cluster stabilities were discovered. For clusters larger than
about Na1500 geometrical packing of atoms into closed shells dominates the

Karl-Heinz Meiwes-Broer, Metal Clusters at Surfaces
© Springer-Verlag Berlin Heidelberg 2000
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Electronic Periodic Table: Free NaN Clusters

Shell Monovalent Closed shells
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Fig. 8.1. Electronic Periodic Table (above) for small sodium clusters. The periods
(Is, 2p, 2s,...) are defined by the electronic shells obt ained within thejellium model.
The first group in this table is formed by the monovalent clusters with an expected
high chemical reactivity. The closed shell clusters Na2, Nas , Na20 , Na40 are also
found in the mass spect rum (below) [3] as magic numbers indicating high chemical
st ability
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observed shell structure [9]. In fact, for sodium, shell closings can be cor­
related with the construction of Mackay icosahedra [10] . In the proposed
"Geometric Periodic Table" of the particles (Fig. 8.2) the closed shell parti­
cles behave like rare gas particles [11]. In this size range the bulk electronic
structure is already fully developed and it is the geometry, i.e., the decreasing
step and kink density within a period proceeding towards geometrical shell
closing which characterises the particles and which is mainly responsible for
the changing chemical properties as a function of size.

Th ese 'Periodic Tables' provide the framework for a classification of size
effects in supported clusters and particles. Here we define aggregates con­
sisting of less than hundred atoms as clusters and larger ones as particles.
We will show that for supported clusters and particles the intrinsic differ­
ences in their electronic and geometric properties are indeed important for
an understanding of the observed size effects. The examples presented reveal
that for the relatively large sizes, step and kink densities directly influence
the kinetics of a catalytic reaction. For very small and size-selected clusters
on surfaces the characteristic electronic structure of each cluster size directly
changes the potential energy surfaces, e.g., binding energies and activation
energies, along a catalytic reaction path.

Clusters composed of a few or a few tens of atoms or molecules are also
promising building blocks for future intelligent nanomaterials as they reveal
peculiar properties different both from individual atoms and molecules and
from bulk materials. The rapid progress in nanoscience and nanotechnology
reveals innovative possibilities for potential applications of clusters in mate­
rial science, e. g., the miniaturisation of electronic devices, the development of
highly selective sensors, or the fabrication of selective and efficient catalysts.
Clusters are also known to play important roles in crystallisation , liquefac­
tion , and phase separation. Their physical and chemical properties, however,
in spite of ongoing and very active research, have not yet been thoroughly
understood. Of special interest is the variation of the catalytic activity of a
cluster as function of its size. Small gas phase clusters exhibit pronounced
variations in their physical and chemical properties as the number of metal
atoms in the cluster is varied [12]. These results suggest that supported clus­
ters, i.e., clusters stabilised on solid surfaces, in functionalised matrices or on
micromechanical devices may also display novel and distinct cluster size de­
pendencies. A basic understanding of the characteristics of the clusters, such
as structure, reactivity, physical and chemical properties, as well as their in­
teraction with the support will open fascinating routes to design catalysts or
chemical sensors with tailored properties and complex functions for technical
applications.

For example, the active components in the control of automotive pollu­
tion are small platinum, palladium and rhodium particles supported on oxide
surfaces . Here the catalytic oxidation of carbon monoxide is one of the most
important steps. The conversion of CO and O2 into CO2 in the gas phase has
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Geometric Periodic Table : Free NaN Particles
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Fig. 8.2. Geometric Periodic Table (above) and mass spectra (below) for large
sodium particles ionised at two different wavelengths A. The periods are defined
by K, the shell number of the Mackay icosahedra, see Eq. 7 in Chap. 1. Along a
period K the corresponding shell is filled. Note that the closed shell numbers are
found as intensity minima in the sodium mass spectrum [8J. For the closed shell
clusters the density of steps is changed within the group directly influencing the
catalytic properties (see text)
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a free enthalpy of >- 280 kJ /mol and is therefore thermodynamically allowed.
However, in order to initiate this reaction, the activation energy for the disso­
ciation of O2 has to be overcome, and it is the task of the catalyst to reduce
this energy. Studies on single crystals, on supported particles as well as on
real catalysts revealed many details about this catalytic process. On highly
coordinated Pt atoms, like a Pt(lll) single crystal, carbon monoxide can
be oxidised at low temperature (160 K) [13-15]. In this case, oxygen atoms
produced during the dissociation process of O2 on the surface oxidise carbon
monoxide. In such a mechanism oxygen atoms react with CO before they
reach the energy minimum of the oxygen-surface interaction potential and
therefore no additional activation for the actual oxidation step is needed [13].
A second reaction channel on Pt(lll) involves chemisorbed oxygen atoms,
which oxidise adsorbed CO at temperatures higher than 200 K. This mecha­
nism can also be observed on low coordinated platinum sites , e.g., the ones on
a Pt(355) surface [16,17] and the oxidation temperature of this mechanism is
sensitively dependent on the character of the reactive site [16]. In addition to
this rather detailed picture of the energetics of the process, a complex spatial
and temporal pattern was discovered for this seemingly simple reaction [18] .
Studies on Pt(100) and Pt(llO) surfaces revealed a complicated modification
of the overall CO-oxidation caused by an adsorption induced change in the
surface structure, which leads to oscillations during the reaction [19].

Real catalysts for the oxidation of CO consist of highly dispersed metal
particles on refractory metal oxides [20-22]. Besides changes in reactivity
due to the existence of different crystalline facets on particles [23,24] a few
nanometres in size, very small clusters consisting only of a few atoms should
show pronounced size effects in their catalytic behaviour. This IS caused by
the changing coordination number in different geometric structures and/or
th e changing electronic structure as a function of cluster size. Such a size­
dependent variation in the chemical properties was observed in several gas
phase studies, where reactivities of small metal clusters were investigated.
Berces et al. [26] measured absolute rate coefficients for the reaction of NbN

clusters (N = 2-20) with H2 and N2 at different temperatures, confirming
the low reactivities of Nbs, NblO , and Nb16 measured in earlier experiments
[25,27]. They recognised an anticorrelation of the reactivity with an effective
ionisation potential of the cluster that includes the polarisation of the charge
on the cluster cation. Consequently reactivities of such small clusters are di­
rectly related to their intrinsic electronic properties. This correlation between
the electronic structure and the reactivities of niobium clusters was also ob­
served experimentally by Kietzmann et al. [28]. These authors estimated the
gap between the Highest Occupied Molecular Orbital (HOMO) and the Low­
est Unoccupied Molecular Orbital (LUMO) from photo electron spectra and
observed closed shells and a large HOMO-LUMO gap for the unreactive clus­
ter sizes. In addition, Berces et al. [26] observed clearly biexponential kinetic
plots , indicating the presence of different isomers with distinct reactivities.
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They suggested that in addition to electronic effects, steric effects also play
a decisive role in determining cluster reactivities.

Supported clusters on well characterised oxide surfaces are of primordial
interest in modelling the high complexity of real catalysts. This concept has
been introduced by Poppa [29]. The important questions to be answered are
the role of intrinsic size effects which are closely related to structure sensitive
or insensitive catalytic reactions and the influence of the cluster support on
the physical chemistry of such small clusters. One key to finding the optimum
cluster size and material for a specific catalytic reaction is the atom-by-atom
understanding of the electrophilic character of the deposited cluster, i.e., the
energy and symmetry of the HOMO and/or LDMO in a one electron picture
as a function of size and structure. Another key is to find the specific particle
morphology which stabilises the optimum density of steps and kinks for a
particular catalytic reaction. In this way one may be able to build designer
catalysts by judicious choice of material, size, structure, and support.

There exist excellent recent reviews on various aspects of supported model
catalysts. For the interested reader we recommend specifically Henry [31] con­
cerning surface science studies of supported model catalysts. Decomposition
of organometallic precursors [32] and wet impregnation [33] close to those
used for industrial catalysts have also been reviewed recently [34]. Nucle­
ation and growth of metals on oxides have been treated by Poppa [29], Lad
[35], and Campbell [36]. Deposition methods and characterisation techniques
with emphasis to non-DHV preparation techniques can be found in [34,37].
The preparation, characterisation and properties of oxide surfaces are well
documented in recent books [38,39] and review papers [40,41].

The present review is organised as follows. Section 8.2 presents a few se­
lected examples of size-distributed supported particles containing a few hun­
dred atoms, in order to highlight the trends found for their catalytic activity
and for the influence of the cluster support on their physical chemistry. Sec­
tion 8.3 focuses on the relatively small number of existing experiments on
size-selected, supported clusters consisting only of a few to a couple of tens
of atoms. Some of these experiments are chosen to illustrate specifically the
possibilities and challenges in this rather young but highly exciting field in
cluster science. As far as possible, recent developments in the theoretical un­
derstanding of well defined catalysts and the resulting implications for the
development of real industrial catalysts will also be addressed . .

During the remainder of this review the reader should be well aware of the
inherent difficulty of our subject, highlighted by R. P. Feynman. "A chemical
reaction is indeed the physical process of rearranging electrons and atoms,
resulting in the transformation of molecules. Chemistry is the most compli­
cated physics, the highest physics, unattainable for physicists to understand.
The reason is that too many electron-electron and electron-nuclear time­
dependent interactions are involved in a chemical event" .
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8.2 Supported Size-Distributed Model Catalysts

There is growing activity in modelling disperse metal catalysts by studying
systems consisting of size-distributed metal particles on well characterised
oxide surfaces. In the following we review briefly the key methods used in
the preparation and characterisation of small supported particles. We then
discuss a few selected examples which emphasise different aspects of the chem­
ical activity of small particles: (i) a size-effect in the CO dissociation on small
Rh-particles, (ii) a size- and site-effect in the catalytic oxidation of CO on
Pd-particles, and (iii) a size-effect in the catalytic oxidation of CO on small
Au-particles.

8.2.1 Preparation and Characterisation

Model catalysts can be prepared by evaporating metal atoms on an oxide sur­
face. Different particle sizes can be grown by changing the growth kinetics.
The work of Frank et al. [42] represents a typical example for this approach.
Their model catalysts consist of a NiAI(llO) single crystal covered by a thin
oxide layer onto which Rh metal is evaporated under control of the substrate
temperature and the metal vapour flux [22,20]. This allows the preparation of
relatively narrow particle size distributions of metal deposits. Scanning probe
techniques as well as electron diffraction have been applied to determine the
size, shape and height of the metal particles and, from their density, the num­
ber of atoms per particle is obtained [44,45]. Since these model systems have
been prepared under ultrahigh vacuum conditions, the chemical composition
of the substrate and of the supported particles is well controlled, a situation
not easily achievable for real catalysts.

Modern micro- and nano-fabrication methods provide a new avenue to
prepare controlled model catalysts, which realistically mimic real supported
catalysts [46,47]. Such catalysts consist of two dimensional (2D) arrays of
active catalysts deposited on active or inactive support materials which have
been structured by electron beam lithography and lift-off techniques. Particle
size, shape, separation and support can be systematically varied. With this
approach Pt particles in a size range 10-500 nm have been deposited on
alumina, ceria and silica.

Recently, a novel and very interesting method for the preparation of al­
most monodisperse supported metal nanoparticles has been found [48]. It
relies on substantial narrowing of broad size distributions through irradia­
tion with short laser pulses (7 ns) by exploiting the size dependent optical
absorption coefficient of the metal particles. Successive irradiation by apply­
ing two laser wavelengths completely removes the smallest particles of the
distribution and causes a size reduction of the largest particles. Finally, only
particles with diameters in a very narrow size interval remain on the surface.
In this way Ag particles with mean diameters of 10 nm and size distributions
with standard deviations of 0.13 have been obtained.
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8.2.2 CO Dissociation on Supported Rh Clusters

In a heterogeneous catalytic process the chemisorption of molecules repre­
sents the starting point for an understanding of catalytic properties of small
particles. Due to the technical importance, but also because of experimental
considerations, carbon monoxide is the most commonly used adsorbate, com­
pared to O2 , H2 , and NO, in the investigation of chemisorption on supported
model catalysts [31J.

Recently, Frank et al.[42J and Andersson et al. [43J reported on the obser­
vation of a particle size dependent CO dissociation on alumina-supported Rh
particles. In their study they specifically addressed the question of whether
particular sizes or morphologies of deposited particles are relevant in opti­
mising the rate of a given chemical reaction. After adsorption of CO on the
Rh particles the probabilities for thermally induced dissociation of CO at
temperatures between 350 K and 500 K were determined from C Is photo­
electron spectra. The authors found that for small aggregates the dissociation
activity increases with average particle size. After reaching a maximum for
particles containing an average of 500 to 1000 Rh atoms, the fraction of dis-
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Fig. 8.3. Effect of size of catalytically active Rh particles on alumina: the fraction
of initially adsorbed CO (saturation coverage) which dissociat es for different Rh
particle sizes (measured by the average number of Rh atoms per particle) . This
dissociation activity was determined by comparing th e original int ensities of the
CO photoemission peak and the final (after heating th e sample to 500 K) atomic
C I s peak (corrected for initial 90 K C Is intensity) for the different preparations.
After [43]
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sociated CO decreases to values closer to those on well-prepared Rh single
crystal surfaces (see Fig. 8.3).

This finding indicates, as proposed by the authors, that the particle mor­
phology, i.e., a particular range of particle sizes, which stabilises an especially
high density of steps , is responsible for this peculiar behaviour of the disso­
ciation rate, rather than the unique electronic structure of the corresponding
aggregates. In addition, this study might provide an explanation for two con­
tradictory observations which report both an increase and a decrease in CO
dissociation probability with size [49-51], as they might probe the dissocia­
tion activity on both sides of the maximum. Following the dissociation rate
curve from the left the peak can be rationalised [52] : "The smallest particles
grow as two-dimensional layers. Before the aggregates contain 100 atoms,
the second layer starts to grow. Eventually, three-dimensional particles grow,
but their height never exceeds their width. When the particles contain fewer
than about 1000 atoms, they coalesce and the island density decreases con­
siderably. That is when the dissociation rate decreases and the maximum has
been surpassed. It turns out that the size of particles near 5 nm where the
highest dissociation rates are found coincides with those sizes where high cat­
alytic activities have been observed in various chemical reactions. For a given
metal/substrate combination, certain particle sizes stabilise a maximum of
active sites and thus maximise the reaction rate. Particle morphology, how­
ever, is only one ingredient in optimising a catalytic reaction." As is shown
in Sect . 8.3 this behaviour is fundamentally different from the very small
clusters where the distinct electronic structure of the clusters is responsible
for the observed size effects.

8.2.3 Kinetic Effects in the CO Oxidation Reaction
on Supported Pd Particles

Compared to chemisorption and dissociation not much has yet been done
to study true catalytic reactions with an atomic-level understanding, e.g.,
the CO oxidation on supported model catalysts [31]. However, the recent
increasing number of publications on this subject indicates that the situation
is changing rapidly.

Here we present a striking example where the particle morphology clearly
influences the kinetics of a catalytic reaction [53] . In general, CO oxidation
on Pd is considered to be structure insensitive and is not expected to depend
on the size of the Pd particles. However, several size effects have already been
evidenced for this reaction [31] . Near the temperature where the steady-state
reaction rate is maximum, the reactivity per Pd surface atom (turnover fre­
quency) increases for small particles. At low temperature, in transient molec­
ular beam experiments, a second peak of CO2 appears after the CO beam
is closed but while oxygen is still supplied to the model catalyst. This peak
shifts and its shape changes with temperature and oxygen pressure (see Fig.
8.4). The authors [53] interpret this peak by the presence of CO strongly
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bound On the particle edges (and possibly other defects On the particle sur­
face) which reacts well after the CO adsorbed on the facets has desorbed.
A kinetic model is presented which accounts well for the evolution of this
peak with temperature and oxygen pressure. These results show again that
the CO oxidation reaction On small particles is more complicated than on
extended surfaces. At steady state, near the maximum of reactivity (around
500 K) the reaction rate on the small particles is larger than On extended
surfaces [31] because the CO coverage On the edges is much higher than on
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the facets although still below saturation. At lower temperature CO satu­
rates the edges, then mainly the facets are active for the CO oxidation and
the reaction rate is equal or even smaller than on extended surfaces [54]. The
size effects observed for this reaction and also for the CO adsorption are due
to the presence of strong adsorption of CO on the edges of the Pd particles.

8.2.4 Catalytic Activity of Supported Au Clusters

As a specific and inspiring example of a size effect observed when reducing
one dimension of supported particles we discuss the observed onset of the
catalytic activity of gold clusters supported on titania [55].

Gold has long been known to be catalytically far less active than other
transition metals. Recently, however, it was found that when dispersed as
ultrafine particles and supported on metal oxides such as Ti02 , Au shows
a very high activity for low-temperature catalytic combustion, partial ox­
idation of hydrocarbons, hydrogenation of unsaturated hydrocarbons, and
reduction of nitrogen oxides [56]. For example, Au clusters can promote the
reaction between CO and CO2 at temperatures as low as 40 K [57]. The
catalytic properties of Au depend on the support, the preparation method,
and particularly on the size of the Au clusters . The structure sensitivity of
the low-temperature oxidation of CO on supported Au clusters is reflected

in a marked increase in the reaction rate per surface Au site per second, or
turnover frequency, when the diameter of the Au clusters is decreased below
'" 3.5 nm [58,59] (see Fig. 8.5). A further decrease in cluster diameter below e-
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3 nm leads to a decrease in the catalytic activity of Au. The new experiments
of [55], reporting on the onset of the catalytic activity of gold clusters on ti­
tania with the concomitant appearance of the nonmetallic properties of the
gold clusters, provide now a glimpse towards an atomic-level understanding
of this extraordinary catalytic behaviour.

These authors prepared Au particles by evaporation on single crystalline
surfaces of titania in ultrahigh vacuum. The obtained particle sizes range
in diameter from 1 to 6 nm. Scanning Tunnelling Microscopy (STM) and
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Scanning Tunnelling Spectroscopy (STS) as well as elevated pressure reaction
kinetics show (see Fig. 8.6) that the structure sensitivity of this reaction
on gold clusters supported on titania is related to a quantum size effect,
i.e., the opening of a band gap, with respect to the thickness of the gold
islands. Islands with two layers of gold and a band gap of 0.3 eV are found
to be most effective for catalysing the reaction of CO. These results suggest
that supported clusters, in general, may have unusual catalytic properties as
one dimension of the clusters becomes smaller than three atomic spacings.
The authors conclude that the observed tailoring of the properties of small
metal clusters by altering the cluster size and its support could prove to be
universal for a variety of metals and will likely be quite useful in the design
of nanostructured materials for catalytic applications.

8.3 Supported Monodispersed Model Catalysts

In small gas phase clusters consisting only of a few atoms, quantum size
effects are pronounced and cluster properties change drastically when their
size is varied just by a single atom (see Chap . 1). Therefore, when studying
size-dependent properties of such small entities on surfaces, it is necessary
to be able to prepare samples of monodispersed clusters supported on well­
characterised supports. In the following we first review the key experimen­
tal methods to achieve this goal. Then we present selected examples where
chemical reactions on metallic particles are studied as a function of the pre­
cise number of atoms in the clusters . In a first example which is related to
Sect. 8.2.3 we discuss the size-dependent CO dissociation on small supported
Ni clusters. Then the catalytic role of small silver clusters for latent image
generation in photography is elucidated. Subsequently, the hydrogenation of
toluene on supported Ir4 and Ir6 is studied, showing that such small particles
are already catalytically active and are robust for practical applications. We
then present selected cases where the size-dependent catalytic properties of
supported clusters are studied in a larger size range under UHV conditions.
This allows for the development of simple concepts , which determine the cat­
alytic properties of nanometer size metal particles and which may lead to a
molecular understanding of the elementary steps important in catalytic pro­
cesses. These case studies illustrate how catalytic properties can be tuned
by changing the electronic or geometric structure of the metal clusters as a
function of size. They also reveal how the support can influence the intrinsic
properties of supported metal clusters and how it couples with the catalytic
action of supported clusters .

8.3.1 Preparation and Characterisation of Monodispersed
Supported Clusters

Today there exist essentially two completely different approaches for assem­
bling monodispersed clusters: chemical methods in solutions and physical
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methods using molecular beams. Subsequently the clusters are deposited on
the chosen support. In the following we introduce these preparation and de­
position methods.

Organometallics are compounds consisting of a well-defined metal core,
which is stabilised by organic ligands. The large variety of such compounds
is an obvious choice to be used as precursors for the preparation of monodis­
persed metal clusters supported on surfaces. They can either be deposited
on appropriate substrates by evaporation in ultrahigh vacuum (DHV) [60]
or by slurring a solution of the organometallics with an oxide powder [61].
These techniques are feasible for the types of metals and sizes where stable
organometallic precursors exist. An alternative way is the synthesis of the
organometallic compound directly on the substrate [62]. Finally, stripping off
the ligands may then result in monodispersed cluster samples. For example,
monodispersed tetra- and hexairidium clusters supported on oxide surfaces
are produced by applying these chemical methods. The presence of the metal­
lic core is then detected by using Extended X-ray Absorption Fine Structure
(EXAFS) spectroscopy [61,63-65]. Once such samples are successfully assem­
bled, their chemical and physical properties as well as their interaction with
a support can be studied.

A related approach has been undertaken recently by the group of Whet­
ten [66]. They focused their attention on the preparation of alkanethiolate
monolayer-protected metal clusters (MPCs). They found that gold MPCs in
particular are quite stable and can be prepared with average core diameters
of 1.1 to 5 nm. Electrochemical studies have demonstrated that Au MPCs
are equivalent to diffusing, nanometer-sized electrodes and can provide elec­
trocatalytic advantages. In order to use these size-selected Au-clusters as
supported model catalysts the ligands have to be removed without changing
the stability of the clusters , an interesting task for future applications.

A more general approach to producing monodispersed clusters supported
on surfaces is the use of size-selected molecular beams. With this method
monodispersed cluster samples of in principle all materials and cluster sizes
can be assembled. In a few case studies presented in the following sections the
clusters are produced by a sputter source or by a laser evaporation source. Sil­
ver clusters (see Sect. 8.3.4) are produced by a sputter source in combination
with a phase-space compressor [67] allowing for the production of clusters,
e.g., Ag21 with kinetic energy distributions of 3.7 eV at Full Width Half Max­
imum (FWHM) and for smaller clusters like Ag4 of only 1 eV FWHM. In this
arrangement a primary ion beam with an energy between 102 to 105 eV and
a typical current of 5-20 rnA is focused onto a target producing neutrals and
ions. The secondary ions are then drawn into ion optics for mass-selection
and beam transport [68,69]. With such a source, for materials like Ag, Au, or
Pd, beam currents for small clusters are typically in the range of a few to a
few tens of nanoamperes in state-of-the-art experimental setups. The clusters
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produced are boiling hot with temperatures estimated for sputter-produced
alkali dimers to be between 1000 K and 1500 K [69].

In the case studies presented in Sects. 8.3.3 and 8.3.6-8.3.8, the size­
dependent dissociation of CO on Ni, the cyclotrimerisation of acetylene on
PdN and the oxidation of CO on PtN and AUN , the model catalysts are
prepared using cluster beams generated by a recently developed laser va­
porisation source. In detail, the clusters are prepared in the gas phase by
a high-frequency laser evaporation source, producing high currents (nA) of
singly charged clusters. Subsequently, one single cluster size is selected with
a quadrupole mass filter and deposited with low energy onto an oxide surface
[70] . The total energy of the deposition process is composed of the kinetic
energy of the cluster (Ek in ::; 0.2 eVjatom) [70], the chemical binding energy
between the Pd, Pt, and Au clusters and the MgO surface (0.4-1.4 eV per
interacting atom [71]), as well as a negligible Coulomb interaction between
the incoming cluster ion and its induced polarisation charge on the oxide film
surface. Consequently, as the kinetic energies of the impinging clusters cor­
respond to soft-landing conditions (Ekin ::; 1 eVjatom, see Chap. 4) [72,73],
and as the total energy gained upon deposition is at least a factor of two
smaller than the binding energy of the investigated clusters, ranging from
2.0 to 5 eV [74,75]' fragmentation of the clusters is excluded. In the experi­
ments presented below less than 0.4 % of a monolayer of size-selected clusters
(1 ML = 2x10 15 clusters/cm'') are deposited at 90 K, in order to land them
in isolation on the surface and to prevent agglomeration of the clusters on
th e support [76]. In the three examples below thin MgO films are used as
support material. They are prepared in situ for each experiment by epitaxi­
ally growing the oxide films on a Mo(100) surface by evaporating magnesium
in a 160 2 background [77]. The inertness of the thin MgO films is tested for
the cyclomerisation of acetylene and the oxidation of CO. In these experi­
ments the clusters are exposed to a well known amount of acetylene or CO
and isotopically labelled O2 [13,16,17,78] and in a Temperature Programmed
Reaction (TPR) the products of an eventual chemical reaction are monitored
by mass spectrometry. The catalytic action is determined by integrating the
TPR signal of the benzene or CO2 molecule and normalising to the num­
ber of deposited clusters . For this procedure the mass spectrometer has been
calibrated using the known amount of desorbing CO from a Mo(100) single
crystal [79] and taking into account its different sensitivity for benzene, CO
and CO2 • The number of deposited clusters is obtained by integrating the
measured ion current on the substrate over the deposition time . The pre­
pared model catalysts are then studied to gain insights and give trends in
the size-dependent chemical properties of nanometer size supported metal
particles.
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8.3.2 Size-Dependent CO Dissociation on Small Ni Clusters

The interaction of CO with size-selected nickel clusters (Niu , Nizo , Ni3o)
deposited on MgO is studied with Thermal Desorption Spectroscopy (TDS)
and Fourier Transform InfraRed (FTIR) spectroscopy. TDS reveals two bind­
ing sites of CO on all three clusters. One type of adsorption site chemisorbs
CO molecularly and results in CO-desorption between 200 and 300 K as
shown for Nho in Fig . 8.7 for 13C160 and 12C180, respectively. On a sec-

Molecular Associative
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Fig. 8.7. Thermal desorption spectra of an isotopic mixture of 12C180 and lSC160
adsorbed on Niso/MgO/Mo. Shown is the desorption of the three indicated isotopes.
lSC180 can only be formed if carbon monoxide is dissociated by the cluster and is
subsequently desorbed associatively. This experiment characterises different binding
sites on the cluster, showing that the low-temperature peaks around 100 and 260
K originate from molecularly adsorbed CO and the high-temperature peak from
dissociated CO. 12C160 is also formed but due to the weak signal-to-noise ratio not
visible in the spectra. After [80]
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ond adsorption site the CO molecule is dissociated and desorbs associatively
between 500 and 600 K. Isotopic exchange experiments confirm the disso­
ciation on the high-temperature desorption site. In these experiments the
monodispersed clusters are exposed to a mixture of 12C180 and 13C160. Iso­
topic exchange occurred only at the high temperature site, producing 12C160
and 13C180 (Fig. 8.7 for 13C180). The two different binding sites are also
confirmed by infrared studies, where absorption bands at around 2100 cm- 1

and 1385/1329 cm"! are observed for Ni3o. The former frequency is typical
for molecularly adsorbed CO whereas the latter is attributed to CO in a
predissociated state. The reactivity of the size-selected clusters is expressed
by the number of molecularly adsorbed and dissociated CO molecules per
nickel cluster. By contrast to predictions, which suggest that the smaller the
cluster the higher the reactivity, in the investigated size range the opposite
behaviour is observed. Ni30 adsorbs 16 CO molecules, where 10 of them are
dissociated. On the other hand, Nill adsorbs 5 CO molecules where only one
CO is dissociated. These results show that by varying the cluster size from
Nill to Ni30 the average number of dissociated CO can be changed deliber­
ately. The different reactivities indicate that these small particles have very
distinct chemical properties, as they have different electronic and structural
prop erties [80,81]. One possible interpretation is that there exists a tran­
sition from a 2-dimensional to a 3-dimensional structure when going from
Nill to Ni3o. This argument was tested by investigating the vibrational cou­
pling of the molecularly bound CO's on Nill [82]. With a simple model using
dipole-dipole coupling the measured vibrational coupling shift can be fitted
with average CO-CO distances of maximal 2.5 to 3.1 A. In addition, the
observed vibrational frequencies are typical for CO adsorbed on nickel in an
on-top configuration. Consequently, for a cluster as large as Nill , the 4 CO
molecules can bind in configurations with CO-CO distances of once or twice
the Ni-Ni interatomic distance. The model suggests that the CO's are bound
to neighbouring Ni atoms as typical Ni-Ni distances in clusters are between
2 and 2.5 A. For 2-dimensional cluster morphologies this is unlikely as the
CO's tend rather to adsorb on the low-coordinated Ni atoms on the edge
of the clusters instead of adsorbing on neighbouring atoms. Therefore it is
believed that a 3-dimensional cluster morphology with the 4 CO's adsorbed
on a facet with at least 4 nickel atoms is more likely.A 3-D structure is also
supported by considering the energetics of supported Ni4 clusters on MgO, as
the Ni-Ni binding energy is about a factor of three larger than the Ni-oxide
interaction. It is informative to compare these results with gas phase studies,
where the reactivity of bare nickel ions with carbon monoxide was studied
in molecular beam experiments. Vajda et al. [83] measured saturation lim­
its of thermalized positively charged nickel clusters with carbon monoxide
and observed among others the following saturated nickelcarbonyl species:
Nill(COh9, Ni2o(COb, Ni28(COhl , and Ni31(COh2. These results clearly
show the different CO adsorption behaviour of gas phase and supported nickel
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clusters, where the saturation limits are a factor of two (Nho) to four (Nin )
smaller. For Ni30 this is not surprising since each dissociated CO molecule
occupies two adsorption sites on the cluster. In addition, the size-dependent
interaction with the substrate plays a significant role in changing the chem­
ical properties of such small supported metal clusters, as will be shown in
Sect. 8.3.8.

8.3.3 The Catalytic Role of Small Silver Clusters
for the Latent Image Generation in Photography

In 1985 the group of Woste [68] used for the first time size-selected molecular
beams to deposit clusters on a support and to investigate the size-dependent
reactivity of the supported clusters. They studied the catalytic activity of
monodispersed silver clusters for the latent image generation in photogra­
phy. In the photographic process light-sensitive silver bromide microcrystals
absorb a critical number of photons leading to the formation of the latent
image, which consists of small silver clusters. They are created by the coagu­
lation of mobile silver ions and photoelectrons produced during illumination.
These clusters then catalyse the development of the real image by accelerat­
ing the kinetics of the reduction process of the silver bromide microcrystals
to metallic silver. Therefore sufficiently exposed silver bromide microcrystals
carry the information for the final photographic image. One of the basic ques­
tions in this process is whether a critical size for the silver clusters is needed
in order to form the latent-image speck [84-87].

Waste proposed an experiment where the photographic latent image is
modelled by size-selected silver clusters deposited onto a silver halide sys­
tem. In a first experiment size-selected silver clusters (Ag, Ag3 , Ag4 , Ags,
Ag7 , and Agg) were deposited at relatively high kinetic energy (8 eV/cluster)
onto specimens containing binder-free silver bromide microcrystals prepared
from a photographic emulsion [68]. The specimen consisted of a glass sup­
port covered with a conductive indium-tin oxide layer on which a gelatin
layer stabilised the cubic shaped silver bromide microcrystals. The prepared
samples were then developed in a conventional photographic developer. The
fraction of the developed grains was determined for the different cluster sizes.
Figure 8.8 clearly shows that for the development a minimum cluster size of
Ag4 is necessary. Recently these results were reproduced by performing the
experiment under better controlled experimental conditions, where cold Ag
clusters were deposited with a kinetic energy of only 1 eV/cluster [67].

In addition, in these recent experiments the influence of the redox po­
tential of the developer for the critical sizes Ag2 , Ag3 , and Ag4 was studied.
Again Ag4 shows distinct differences in its catalytic behaviour. These experi­
ments unambiguously prove that a critical minimum cluster size is necessary
for the generation of the latent image, an important contribution to the un­
derstanding of the photographic process.
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Fig. 8.8. Fraction of developed grains after deposition of size-selected silver clusters
for two different redox potentials of the developer. After [67]

8.3.4 The Hydrogenation of Toluene on Monodispersed Ir4 and
Ir6 Supported on Oxide Surfaces

Supported tetrairidium clusters are obtained by slurring dissolved Ir4(COh2
in a solution of either hexane or pentane with calcined MgO powders. The
deposited Ir4(COh2 clusters are then characterised by FTIR, Raman and Ex­
tended X-ray Absorption Spectroscopy (EXAFS). Infrared and Raman data
suggest tetrairidium clusters to be mainly present in the form of adsorbed
[HIr4(COh2]- or [Ir4(CO)d2- [63,64]. The metalcarbonyls are then decar­
bonylated by heating the sample in He to 300 C for 2h. EXAFS and FTIR
data suggest complete decarbonylation In addition, the Ir-Ir coordination
number is three, suggesting a tetrahedral iridium frame (Table 8.1). EXAFS
results further show two Ir-O contributions attributed to the interaction of
cluster atoms with the oxygen of the support. The calculated Ir-O distances
are 2.1 and 2.7 A (Table 8.1). The short distance indicates a strong bond­
ing interaction between the iridium frame and the oxide surface, while the
long distance is associated with non-bonding Ir-O interactions resulting from
nonepitaxial fits of the iridium clusters with the MgO surface. From these
data the authors suggest a simplified structural model of the adsorbed Ir4
cluster on the oxide surface, see Fig. 8.9.

[Ir6(COhs]2- can be formed by surface-mediated synthesis on 'Y-Ah03
powders . In n-hexane dissolved [Ir(CO h(acac)] is slurred with an uncalcined
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Table 8.1. EXAFS results characterising the coordination number and the average
shell radial distance r. Also indicated are the precursors used for the formation of
the metal core, the support and the treatment of the model catalyst. After [88]

Precursor Support Treatment Shell Coord. No r [A]

a) Ir4(CO)12 MgO Decarbonylation Ir-Ir 3.1 2.73

Ir-O 3.4 2.73

Ir-O 0.8 2.07

c) Ir4(CO)12 MgO Catalysis of toluene Ir-Ir 2.8 2.69

hydrogenation
b) (Ir6(CO)I5)2- ,-AhOs Decarbonylation Ir-Ir 4.05 2.704

Ir-O 0.83 2.227

Ir-O 0.61 2.707

c) (Ir6(CO)I5?- MgO Catalysis of toluene Ir-Ir 4.1 2.69

hydrogenation

From a) [61], b) [62], c) [88J .

'Y-Alz03 support and treated in flowing CO at 100 C for lOh. As inferred
from IR data this procedure leads to the formation of [Ir6 (COh 5]2- [62] . In
addition to hexairidium clusters, small amounts of unconverted mononuclear
iridium as well as tetrairidium species are detected by IR. The EXAFS data
are consistent with the 4-coordinated iridium atoms of hexairidium clusters.
The metalcarbonyls are then decarbonylated by ramping the sample to 3000

C in He. The co~lete decarbonylation is inferred from the total disappear­
ance of the CO infrared band. In addition, after this treatment EXAFS data
(see Table 8.1) coofirmtlle presence of 4-coordinated iridium, and reveal two
metal-support contributions indicative of a bonding and a non-bonding Ir-O
interaction similar to-supported Ir4 clusters. The catalytic hydrogenation of
toluene on Ir4-and-if6 sup-ported on different oxide supports is then investi­
gated. The catalytic activity .is expressed as reaction rate per iridium atom
(turnover freque~cy) {see"Table 8.2). The authors report Ir6 to be several
times less reactivetlianl!'.4.. However, both clusters are significantly less reac­
tive than supported aggregates of metallic iridium. Increasing the average size
of the aggregates from-about 5.4 A to more than about 30 A increases reac­
tivity by one and two orders of magnitude, respectively [63]. Interestingly, the
Ir-Ir distances observed for the clusters and metallic aggregates are the same
within the experimental accuracy of the EXAFS measurements. It is therefore
suggested that not the geometry but rather the different electronic structure
is responsible for the changed reactivity. In addition, it is reported that the
low catalytic activity of Ir4 relative to that of aggregated metallic iridium
correlates well with the capacities of these structures to chemisorb hydrogen.
This indicates also that the catalytic activity is related to the individual elec-
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Fig. 8.9. Proposed models representing siting of an Ir4 tetrahedron on a MgO sur­
face. (a) Tetrahedron with corner in interstice of Mg(111) surface; (b) tetrahedron
edge-bonded to oxygen atoms of the MgO(100) surface. After [61]

tronic structure of the metal core. These studies show that molecular iridium
clusters manifest a different chemical behaviour than their metallic counter­
parts. Hence it is proposed that the concept of structure insensitivity breaks
down or has to be strictly limited to the catalytic properties of solid surfaces.
The supported clusters are regarded as quasi-molecular, with the support
providing part of a ligand shell, which affects the activity in the same way as
ligands affect the activities of molecular metal-cluster catalysts. This cluster­
support interaction is certainly size-dependent and it is suggested that the
decrease in catalytic activity as the aggregates becomesmaller and approach
the size of Ir6 clusters might largely be a consequence of the increasing effect
of the support. Here the support is regarded as a ligand, which bonds to the
iridium cluster and makes it less bulk-like, metallic iridium [64]. Remarkably,
these MgO-supported Ir4 and Ir6 clusters are stable catalysts, as is shown
both by the lack of significant changes in their activities in steady-state oper­
ation in a flow reactor for days and by EXAFS results indicating retention of
the metal framework structures during catalysis (see Table 8.1). In addition,
the reactivity seems to be independent of the support because the two sizes
supported either on MgO or ')'-Alz0 3 show similar reactivities. These results
suggest that molecular clusters show different catalytic properties compared
to supported metals. However, in order to develop general models and trends
in the size-dependent reactivities of nanometer size metal clusters a larger size
range has to be investigated, as will be shown in the following subsections.
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Table 8.2 . Catalytic activities in the toluene hydrogenation of supported metal
clusters and supported metallic particles. The catalytic reactivity is expressed in
the TurnOver Frequency (TOP) measured at 333K. After [61]

Catalyst Support TOP [1O- 3s-1]

Ir4 MgO 0.63

Ir4 -y-Ab03 0.94

Ir6 MgO 0.23

clusters of ",20 atoms -y-Ab 0 3 9.9
each, formed fromIr4
Ir-particles MgO 2.0

8.3 .5 Size-Dependent Cyclotrimerisation of Acetylene
on Monodispersed P alladium Clusters Supported on MgO

Th e cyclisation of three molecules of acetylene to benzene over palladium
single crystals and supported palladium particles is an example of a struc­
ture sensitive reaction. The Pd(l11) facet is shown to be the most active
surface [89-91). Acetylene is adsorbe d in the three-fold hollow site, leading to
a strongly distorted acetylene molecule on palladium. The existence of iso­
lated three-fold sites alone, however, is not a sufficient condition for the cy­
clotrimerisation of acetylene , and it has been suggested that the catalytically
effective surface ensemble corresponds to three C2H2 molecules adsorbed on
3-fold sites around a given Pd atom [91] . This geometri cal requirement defines
the critical ensemble consisting of seven Pd atoms for the cyclotrimerisation
of acetylene. The elementary steps in this reaction are summarised as follows
[91] .

In a first step, at low temperature (:S 200 K), a stable surface interme­
diate C4H4 is formed by combining two adsorbed acetylene molecules. The
addition of a third acetylene molecule leads then to the formation of benzene
('" 200 K). At high coverage or pronounced surface roughness the formed
benzene is forced into a weaker binding configuration with the molecular
axis tilted with respect to the surface. From this tilted configuration ben­
zene desorbs at a temperature of T = 230 K. At low coverage and on fiat
surfaces the formed C6H6 binds strongly to the surface in a fiat-lying con­
figuration and desorbs at T '" 500 K. The reaction takes place without C-C
bond scission, but a rehybridi sation to sp2 is necessary to form the pen­
tadiene metallocycle (PdC 4H4 ) proposed as intermediate species [90) . The
formation of benzene on nanometer sized palladium particles is very similar
to the analogous low-index single-crystal results, with desorption of benzene
at 230 K and 530 K [89). The larger palladium particles, regular polyhedra
comprised exclusively of (111) and (100) facets, favour the low-temperature
reaction pathway, whereas the smaller particles desorb benzene at 530 K. In



8 Physical Chemistry of Supported Clusters 259

addition, all investigated particles produce benzene at 370 K at defect sites.
Remarkably, a drop-off in activity at a particle diameter smaller than 1.5 nm
is observed and suggests a manifestation of the anticipated ensemble effect.

In what follows, results for the cyclotrimerisation on small molecular PdN
clusters down to the atom are presented [92] in order to complete the picture
of this structure sensitive reaction (Fig. 8.10). The production of benzene on
these small PdN clusters (I S N S 30) is characterised by two main features ,
the desorption of benzene at 430 K and at 300 K. The high temperature des­
orption is only present for the larger clusters down to Pd7 . The low tempera­
ture desorption is observed already for a single Pd atom, indicating that one
atom is enough to produce benzene [92]. These results are distinctly different
from the ones obtained for larger metallic particles and for solid surfaces.
Desorption of benzene , typical for the reactive Pd(l11) facet at temperatures
of about 230 and 500 K, is not present as these molecular clusters are too
small to be comprised of crystalline facets. Experimentally it was possible
to show that at 430 K benzene desorbs, this being completely produced on
the cluster surface . On the other hand the 300 K feature characterises ben­
zene produced at single or low coordinated Pd atoms. This atom-by-atom
size-dependent catalytic reactivity for the cyclotrimerisation of acetylene has
been investigated in more detail. From the TPR studies shown in Fig. 8.10,
the number of catalytically formed benzene molecules per cluster is estimated
and displayed in Fig. 8.11. Up to Pd6 the cyclotrimerisation of acetylene on
the cluster surface and desorption of benzene at 430 K is zero (indicated by
the absence of the 430 K feature in Fig. 8.10). An abrupt increase in the
overall production of benzene is observed when going from Pd 7 to Pdg due
to th e benzene production at 430 K (Fig. 8.10). For the octamer an aver­
age of one benzene molecule is produced at 430 K. This catalyt ic benzene
formation increases when going to larger cluster sizes and an average of 4-5
benzene molecules is produced for Pd3o . These results suggest that for the
cyclotrimerisation of acetylene on molecular clusters at 430 K a critical en­
semble of seven palladium atoms is necessary.

The investigated model catalysts consisting of size-selected PdN (N S 30)
clusters supported on MgO(100) thin films revealed a new reaction mecha­
nism for the cyclotrimerisation of acetylene at 300 K for single low coordi­
nated palladium atoms. Density functional calculations showed that single
Pd atoms can be catalytically activated only when adsorbed on basic de­
fect sites of MgO and when charge is transferred to the metal atom [92]. In
addition, it could be shown that a critical ensemble of seven atoms is neces­
sary for the cyclotrimerisation to occur at 430 K. This suggests that geomet­
rical arguments, e.g., the existence of three 3-fold sites, which are responsible
for a rehybridisation to sp2 of acetylene , may explain the minimum size of
th e crit ical ensemble. Finally the different desorption temp eratures of ben­
zene compared to single crystals suggest that on such small clusters (111)
and (100) facets are not present.
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Fig. 8 .10. Catalytic formation of benzene for different cluster sizes from a Tem­
perature Programmed Reaction (TPR) experiment. Clust er coverages are 0.28%
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molecules/em", For clusters up to Pd3 benzene is formed at around 300 K. Note the
appearance of an additional peak for Pd7 at around 430 K. This benzene formation
increases for larger sizes. For intermediate sizes (P d5 to Pds) a broad feature is
observed between 400 K and 700 K. The origin of the three features is discussed in
the text . After [92J



Fig. 8.11. Reactivity of size-selected palladiumclusters (PdNj N ::; 30) supported
on a MgO film obtained from a temperature programmed reaction experiment.
The overall reactivity is expressed in the number of formed benzene molecules per
cluster. After [92]

8.3.6 The Oxidation of CO on Monodispersed Platinum Clusters
Supported on MgO

In this example the catalytic oxidation of CO on platinum is investigated
and a distinct atom-by-atom size-dependency is observed for monodispersed
platinum clusters consisting of up to 20 atoms on thin MgO(lOO) films [93].

Fig. 8.12 shows the TPR spectra for the CO-oxidation on supported PtN
(8 :s: N :s: 20) clusters. Because only CO2 molecules containing one isotopi­
cally labelled lS0 atom are detected, oxygen is dissociated prior to or dur­
ing the catalytic oxidation of CO. Thus these small Pt particles are already
catalytically active . Remarkably, each cluster size reveals different oxidation
temperatures, labelled a, (31, and (32, and a different catalytic activity as
reflected in the different ion signal intensities.

The main CO2 production, labelled (31, occurs at temperatures between
200 K and 400 K. For Pt15 to Pt20 the CO2 production is also detected at
temperatures around 150 K, labelled a, while Pt20 clusters display an addi­
tional reaction at 460 K, labelled (32 . The different oxidation temperatures
(peaks a, (31, (32 in Fig. 8.12) indicate different catalytic processes occurring
on different active sites on the Pt clusters . Results of FTIR experiments on
clean Pt clusters, displayed in the inset of Fig. 8.12, support this assump­
tion, showing only one CO absorption frequency (2065 cm-1) for Pts but two
absorption frequencies (2045 cmr", 1805 cm-1) for Pt20.
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Fig.8.12. Catalytic C02 formation for different platinum cluster sizes obtained
from temperature programmed reaction experiments. Cluster coverages are ex­
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on clean deposited Pt20 (above) and Pta (below) clusters. After [93J
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A comparison of these results with the catalytic oxidation of CO on Pt
single crystal surfaces is elucidating. Two main mechanisms have been ob­
served. (i) On Pt(l11) terrace sites the reaction a

0; + 2CO(terrace) ==> 2C0 2 (8.1)

has been found at 160 K involving hot oxygen atoms [13,94]. (ii) On a
stepped Pt(355) surface the reactions (3, i.e., (31,

O(terrace) + CO(terrace) ==> 2C0 2

O(step) + CO(st ep) ==> 2C0 2

and (33,

O(step) + CO(terrace) ==> 2C0 2

(8.2)

(8.3)

(8.4)

at 290 K, 350 K, and 200 K, respectively, have been identified [16] . Be­
cause the oxidation temperatures on size-selected Pt clusters are in similar
ranges, the reaction mechanisms are identified accordingly. The omnipres­
ence of the (3-mechanism indicates dissociation of O2 on all cluster sizes. The
o-mechanism is only observed for larger clusters, Pt15 to Pt20, implying that
oxygen is adsorbed molecularly only on these species. Thus the presence of
higher coordinated and therefore less reactive atoms on the cluster (as on
single crystal terraces) is suggested. This is not unexpected as the average
coordination number of atoms in clusters increases with size. Expressing the
catalytic activity of the monodispersed Pt clusters as the number of catalyzed
CO2 molecules per cluster (Fig. 8.13a) and per atom (Fig. 8.13b) it is noted
that CO2 production increases nonlinearly with cluster size. Up to Pts , less
than one CO2 molecule per cluster is formed (Fig. 8.13a).

The reactivity increases abruptly between Pts and Pt15, on which about
6 CO molecules are oxidised. Representing the catalytic oxidation of CO per
Pt atom (Fig. 8.13b), a maximum of 0.4 and a minimum of 0.1 is observed for
Pt15 and Pts, respectively. In addition the reactivity shows a local decrease
for Pt13 clusters.

In order to understand this size-dependent reactivity the geometric and
electronic structure of each Pt cluster have to be considered. Local Density
Functional (LDF) calculations showed that free clusters up to Pt6 are planar
[74] and it is likely that they remain planar on MgO as additional energy
is gained by the cluster-substrate interaction for 2-dimensional as compared
with 3-dimensional structures. LDF and Embedded Atom Method (EAM)
calculations predict three-dimensional structures for PtN clusters, N ~ 13
[75] . The change in the measured reactivity, expressed in the number of CO2
produced per cluster (Fig. 8.13a), roughly correlates with the predicted mor­
phological transition from 2- to 3-dimensional structures for Pt cluster sizes
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between Pt6 and Ph3. It is interesting to note that Pt13 shows a local decrease
in the reactivity per atom (Fig. 8.13b), with Pt13 being the first atomic-shell
closing of both icosahedral and cubo-octahedral structures. In addition to
morphological changes as a function of cluster size, the different electronic
structure of the PtN clusters is important for an understanding of their cat­
alytic behaviour. As shown above the dissociation of O2 is the first step in
this catalytic reaction. In the absence of model calculations for the CO oxida­
tion on small Pt clusters, the chemical interaction is analysed qualitatively in
terms of the frontier orbitals of the oxygen molecule and the Pt cluster (see
Fig. 8.14) [95]. Here the molecule-surface interaction is simply replaced by
the molecule-cluster interaction. For the oxygen molecule the electronic states
of interest are the bonding, fully occupied 'Tru and a9 and the antibonding,
half-occupied 'Tr; orbitals. Providing there exists a resonance (energetically
and symmetrically) between one of these orbitals and the cluster's density
of state (DOS), adsorption and dissociation of O2 is possible [95] . As shown
by Density Functional Theory (DFT) calculations the position of the centre
of the d-band is the decisive parameter, when describing molecule-surface
bonding [96]. Fragmentation occurs when there is enough backdonation from
the clusters into the antibonding 'Tr; state or a sufficient donation from the 'Tru

or ag into the cluster [97] . Both processes reduce the bond order of oxygen.
The energies of the fragment orbitals are -9.23 eV, - 8.32 eV, and -6.1 eV
for 'Tru, ag , and - : respectively [95]. On the other hand the energy of the
HOMO of the clusters can be tuned by changing the cluster size from -9.0
eV, and the Ionisation Potential (IP) of the atom to - 5.32 eV, the Fermi en-
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Fig. 8.14. Energy diagram of the relevant electronic states for oxygen dissociation
in gas phase clusters and free oxygen. The cluster HOMO lies between the atomic
limit (-9.00 eV) and the bulk limit (-5.32 eV). Dissociation is favoured if the
energy of the cluster's HOMO is close to the antibonding 1f'; state of oxygen. Dot­
dashed curve: classical conductive droplet model (100) (the expected fine structure
of the ionisation potentials observed for small metal clusters [101,102), see also
Chap. 1, is not taken into account). After (93)

ergy of bulk platinum (Fig. 8.14) [93], and can be associated with the centre
energy of the d-band [98].

Now the increase in the catalytic activity from Pts to Pt15 can be corre­
lated with the decrease in IP and the change in position of the centre of the
d-band with increasing cluster size and the concomitant enhanced resonance
with the antibonding -: state of O2 , The maximum reactivity for Ph5 sug­
gests that the resulting backdonation is largest for this cluster. Increasing the
cluster size further, lowers the cluster's HOMO even more and may result in
a weaker resonance with the antibonding 1f'; state of O2 , as the HOMO's en­
ergy passes the energy of this antibonding state. For very small particles this
backdonation grows smaller as the energy mismatch of the cluster's HOMO
and the -: grows larger (Fig. 8.14).

This example shows that for a single pass heating cycle every single Pt
atom composing the supported cluster counts for the catalytic activity of the
oxidation of carbon monoxide. Surprisingly, simple geometric and especially
molecular orbital arguments seem to be sufficient to describe the general
trend of the observed catalytic activity with cluster size. The prospect of
tuning catalytic processes as a function of cluster size, a long-sought goal in
heterogeneous catalysis, becomes a little less remote.
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8.3.7 The Oxidation of CO on Monodispersed Gold Clusters
Supported on MgO

High activation barriers for the adsorption or dissociation of small molecules
on gold surfaces are responsible for the inertness of this coinage metal. Using
DFT, Hammer and Nerskov [99] showed for the dissociation of hydrogen on
various metal surfaces, that the nobleness of gold is directly related to its
electronic properties. They suggest that the coupling of the fully occupied
d-band of gold with the adsorbate states is not strong enough to push the
resulting antibonding state above the Fermi level of the metal. This leaves
this state partially populated and causes a repulsive interaction and a reduced
probability of forming new stable compounds (such as hydrides, oxides and
carbides) . However, studies on free gold clusters revealed a change in the
chemical behaviour for very small clusters [103]. Gold cluster cations are
reactive towards D2 and CH4 with no reaction observed on clusters larger
than "-'15 atoms . For oxygen, gold cluster anions exhibit a dramatic reactivity
variation with only the even-atom cluster anions interacting with oxygen.
Recent studies by Haruta et al. [56,104,105] on small supported gold particles
showed that nanometer size gold particles (~ 1 nm prepared by precipitation
methods) supported on Mg(OHh are active for CO oxidation. Furthermore,
their results suggest that the oxidation of CO is structure dependent as they
observe different reactivities for icosahedral and fcc cuboctahedral geometries
of their small gold particles. In a recent work, Valden et al. [55] observed a
size-dependent oxidation of CO on planar gold islands supported on thin Ti02
films which depends on the average diameter and height of the particles as
shown in Sect. 8.2.5. Islands with diameters in the range of 2.5 to 3.5 nm and
a thickness of two atomic layers revealed maximum reactivity. These islands
are characterised by a band gap of 0.2-0.6 eV as measured by Scanning
Tunnelling Spectroscopy (STS). The authors relate the observed structure
sensitivity in the catalytic conversion of CO on gold to a quantum size effect
with respect to the thickness of the gold islands.

In the followingwe discuss briefly the catalytic oxidation of carbon monox­
ide on small supported gold clusters in the size range of 1 to 20 atoms . In
contrast to previous studies, an atom-by-atom size dependency is observed,
which is related to the electronic structure of the supported gold clusters on
magnesia and their distinct interaction with support defects [106,107]. Figure
8.15 shows the TPR spectra for CO oxidation on supported Aus and AU20
clusters. The detected 13C02 molecules contain one isotopically labelled ISO
atom. No other CO2 molecules are produced which would be indicative of an
oxidation on the cluster-support interface or a disproportion reaction of CO.
Therefore the adsorbed IS02 molecule is dissociated prior to or during the
reaction.

Thus small Au particles become catalytically active for the oxidation of
CO when strongly interacting with defect sites [107]. At low temperature all
clusters larger than AU7 oxidise a small amount of CO at around 160 K.
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Remarkably, at higher temperature each cluster size reveals a distinctly dif­
ferent oxidation temperature with a transition observed from 240 K for the
first closed shell-cluster Aus, to 500 K for AU20 (Fig. 8.15). In the case of
Au, several reaction cycles were performed up to a temperature of 350 K
with only minor changes in the oxidation of CO at 240 K (Fig. 8.15b, upper),
indicating that the Aus/MgO model catalyst is stable at least up to 350 K.
Infrared studies support this observation (Fig. 8.15b). When measuring the
vibrational frequency of adsorbed 13COon Aus before and after annealing the
sample to 350 K no change in the integrated absorption intensity or frequency
is observed. Note that in contrast to gold single crystal surfaces or macro­
scopic gold particles, CO is adsorbed on the small gold octamer and reveals
an untypically high CO frequency. Heating the catalyst to 840 K changes the
reactivity probably due to migration and coalescence of Aus . Expressing the
catalytic reactivity by the number of produced CO2 per cluster, leads to a
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low reactivity for all cluster sizes (AUN, with 8 ~ N ~ 20) (Fig . 8.16). This
behaviour is in contrast to the strongly size-dependent reactivities found for
PtN and PdN.

This work reveals that small gold particles consisting of only a couple
of atoms become reactive for the oxidation of CO. The comparison between
reactivities of free and supported-closed shell gold clusters establishes the
importance of cluster-surface interactions.

8.4 Conclusions and Outlook

In this review we have seen the appearance of two size ranges in the reactivity
of supported clusters. Particles consisting of more than a few hundred atoms
display geometrical shell filling effects which manifest themselves as steps
and kinks and which determine the kinetics of a chemical reaction at the
particle surface. On the other hand, small, size-selected supported clusters
(1-30 atoms) on oxide surfaces reveal atom-by-atom, size-dependent catalytic
properties, where the individual electronic structure of each cluster size plays
a decisive role .
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Much more needs to be done. For example, an important aspect of under­
standing the details of a catalytic reaction is the restructuring of the cata­
lyst under working conditions on local and long-range scales [108,109,47,110] .
Tuning the chemical and physical properties of supported metallic, bimetal­
lic or semiconducting nanostructures in a controlled manner by changing the
cluster size as well as by choosing different functionalised support materials
seems a little less remote. The control of heterogeneous catalytic reactions
and photocatalytic properties to eventually build highly selective designer
catalysts comes gradually into focus. The adjustment of a chemical interac­
tion of supported clusters with small molecules may lead to the design of novel
chemical sensors. The possible tuning of optical properties of nanostructured
materials by changing cluster size may be a promising and alternative route
to bandgap engineering. Deposition of clusters on intelligent support mate­
rials, such as micromechanical sensors consisting of bilayer cantilevers, may
be used for calorimetry (reaction and adsorption heats) and photothermal
spectroscopy on a local scale. The control of the dynamics of photo-induced
catalytic reactions on clusters in the molecular beam or supported on sur­
faces by real-time pump-probe experiments may open the way to a selected
final state which is thermally inaccessible. The link to catalysis in industry
will consist in the investigation of the catalytic activity of the designed model
catalysts in conventional reactors under real conditions. Thus their catalytic
selectivity and efficiency as well as their stability may be optimised under
working conditions.

The investigation of the evolution of matter from the atom to the bulk will
create many opportunities for finding atomic-scale particles with novel and
unique properties. Together with advanced theoretical modelling a deeper un­
derstanding of the underly ing physical and chemical concepts will be gained
which might stimulate the development of novel, functionalised and intelli­
gent nanostructured materials.
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9 Application of Clusters to the Fabrication
of Silicon Nanostructures

Katrin Seeger and Richard E. Palmer

9.1 Prospects for the Application of Clusters in
Nanotechnology

The field of cluster physics is a relatively young area of science which de­
veloped because of the wide range of interesting properties which clusters
exhibit. After a period in which these fundamental properties were studied
intensively, the possible technological application areas of clusters are now
the subject of increased attention. It is difficult to present a complete picture
of all these areas, so this chapter aims first to give a brief overview of some
applications of clusters in nanotechnology and then, by way of illustration,
to discuss in more detail some processes in which metal clusters are utilised
to fabricate silicon nanostructures.

Generally, the role·of atomic clusters in nanotechnology can be seen as
twofold. On the one hand , clusters can be used as building blocks; for example,
to assemble structures such as wires or porous films. On the other hand,
one can also see clusters as possible tools in fabrication processes, e.g. as
nanometre-scale masks in a plasma etching process (as discussed in detail
below), as the etchant itself or as dopants in semiconductors.

9.1.1 Clusters as Building Blocks

Looking first at clusters as building blocks, we have to remember that clusters
have properties which can change dramatically with their size, such as their
electronic (see Chaps. 1 and 5) and magnetic properties (see Chap. 7) or
chemical reactivity (see Chap. 8). Besides that , it is possible to produce
clusters from almost any sort of material in a wide variety of sizes, presenting
the prospect of "tuning" these properties for different applications.

A typical example is the fabrication of thin films from size-selected clus­
ters, which have completely different properties from films grown by atomic
deposition. Depending on the deposition energy the initial cluster morphol­
ogy will or will not be preserved. Haberland et al. [1] developed a high en­
ergy cluster deposition process which allows the production of smooth films
which contain very few pinholes and have properties which are not attainable
with conventional deposition methods (see Chap . 4). This method makes it
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possible to coat, for example, untreated teflon with a metal film, which is
impossible with conventional sputtering or evaporation methods. The cluster
deposition method could also find application in the fabrication of integrated
circuits where the formation of micrometre sized contact holes appears to be
a problem. These holes can be filled by cluster deposition at relatively low
temperatures, which are necessary to preserve the delicate silicon structures.

Perez et al. [2], who are researching the low energy deposition of clusters,
create films with variable physical properties, such as electrical conductivity,
optical absorption and hardness. They are able to modify these properties for
carbon cluster films from graphitic to diamond-like by changing the size of
deposited carbon clusters from 900 atoms to 20 atoms. A film of silicon clus­
ters containing around 50 atoms shows strong luminescence in the red, which
is not seen from amorphous or crystalline silicon. This opens opportunities
for the application of silicon in opto-electronics.

The influence of the cluster size on the chemical reactivity of clusters is
of great interest for the fabrication of sensors and catalysts [3], as the desired
properties of the device can be specifically tailored using the appropriately
sized clusters (see Chap . 8). A very thorough review of the clusters as model
catalysts is given by Henry [4], where he discusses the influence of different
parameters, such as substrate, morphology and cluster size. Typical gases
studied on supported model catalysts are CO, O2 , H2 and NO.

A very interesting optical application of clusters was presented by Dirix
et al. [5], where silver clusters are used to produce polarisation dependent
colour filters . The clusters are embedded in a polymer and have been drawn
to form pear-necklace-type arrays of the nanoparticles. The film exhibits a
strong colour dependency on the polarisation direction of the incident light.
Different colours can also be produced by varying the size of the cluster arrays
or the cluster material. The authors point out that these films are potentially
useful for the fabrication of LCDs with an enhanced brightness and energy
efficiency.

Another field where clusters have started to attract attention is the further
miniaturisation of electronic devices [6]. The integration of single electron de­
vices would allow an extreme lowering in power consumption and device sizes
[7,8] . As the circuit feature sizes reach the limits for conventional fabrication
techniques new methods have to be developed. One possible route is the use of
clusters as building blocks for these single electron devices, based on Coulomb
blockade [9] . Looking at the conditions to observe Coulomb blockade, we see
that the charging energy Ee , necessary to add an electron to the cluster, has
to be larger than the thermal energy of the electrons Ee » kBT to avoid ther­
mal fluctuations. The charging energy depends on the capacity of the cluster,
Ee = e2 / 20 and therefore on the radius Ee rv 11r. Thus to observe single
electron phenomena either very low temperatures or very small clusters have
to be used. A typical method of probing these single electron effects is shown
in Fig. 9.1 a. The tunnelling current through a passivated cluster is observed
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Fig. 9.1. (a) Schematic of the use of a passivated gold cluster as a capacitor. The
passivating ligandsact as an insulator. (b) Typical dI / dV curvemeasuredbetween
a STM tip and sample across a passivated cluster gold cluster (core size 4.5 nm).
The equidistant peaks are proof for a coulomb blockade effect

by addressing the cluster with a Scanning Tunnelling Microscope (STM) tip .
The passivation layer acts as an electron tunnelling barrier, allowing electrons
to tunnel only at critical voltages, which leads to the formation of Coulomb
staircases in the I - V curve. Figure 9.1 b illustrates the staircase effect, as the
dI/dV curve shows equidistant peaks. Measurements like the one described
above have been performed by many different groups. For example, Andres
et al. [10] measured the Coulomb staircase of bare gold clusters (1-2 nm) on
a passivated gold surface at room temperature. Chen et al. [11] investigated
the influence of the cluster size on the Coulomb staircase experiments and
found that the charging undergoes a transition from metal-like double-layer
capacity charging to redox-like charging when the core size is reduced.

Other groups are working on the development of real devices, where passi­
vated clusters are deposited between two electrodes and I - V-measurements
are performed. One of the main problems here is to create a chain of clus­
ters positioned exactly between these electrodes. Sato et al. [12] developed
a chemical method to create short chains of passivated gold clusters. They
first create submonolayers by using aminosilane as an adhesion agent and
then, after treating the sample with dithiol, deposit additional gold colloidal
particles which assemble in short chains. In this way they manage to bridge
30 nm gaps between metal electrodes and observe a Coulomb staircase in the
electron transport across the device.
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9.1.2 Clusters as Tools

The main body of this chapter will be devoted to a discussion of the role of
clusters as tools in nanotechnology, with emphasis, by way of example, on
the fabrication of silicon nanostructures. In this work the (metal) clusters
act as nanoscale masks for plasma etching of silicon substrates. However,
this is not the only way that clusters can be used as tool. For example,
Matsuo et al. [13] applied reactive gas phase cluster ions as an etchant
to produce nanometre-scale silicon structures. The advantage of cluster ion
beams over etching with monomer ions lies in the different characteristics
of bombardment. The kinetic energy of the clusters is carried by hundreds
of atoms, so the actual impact energy per atom is very low. This allows
a low damage processing and also gives a much higher sputter yield, due
to multiple collisions between the incoming cluster atoms and the surface
atoms. A similar approach was chosen by Gspann [14] who is using ionised
cluster beams for mask projective cluster impact lithography. Using clusters
of CO2 and SF6 allows the microstructuring of various materials, such as
natural diamond, silicon and Pyrex glass with very smooth surfaces and steep
sidewalls.

As indicated previously, the remainder of this chapter will focus on one
particular example of the application of clusters in nanotechnology: the use of
clusters as etch mask to fabricate silicon nanostructures. In order to set these
novel fabrication processes in context, it is first helpful to understand why the
production of nanostructures is desirable, this is discussed in Sect. 9.2.1. Then
we give a brief survey of some of the key techniques currently employed in sil­
icon fabrication, describing both, lithographic and plasma etching techniques
(Sect. 9.2.2). The new fabrication processes we want to describe are based
on cluster films, produced either by growth on the surface or by deposition
of clusters grown in the gas or liquid phase (with subsequent size selection as
appropriate). Section 9.3.3 reviews methods used to produce ordered arrays
of clusters which are grown on the surface at predefined positions. A detailed
description of the processes for fabrication of silicon nanostructures, such as
pillars and cones, using the cluster films is given in Sect. 9.4.

9.2 Background to the Fabrication of Si Nanostructures

9.2.1 Motivation

Why are silicon nanostructures interesting? Of course, silicon is the most
commonly used material in the semiconductor industry, and therefore it en­
joys the big advantage that it is relatively inexpensive to produce. However,
there is one area in which the use of silicon is severely limited - optoelectron­
ics. Besides some weak IR emission, crystalline silicon is optically inactive
because of its indirect band structure. This indirect band gap only allows
an electron-hole recombination across the gap when a momentum conserving
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Fig. 9.2. (a) Energy band gap of hydrogen terminated clusters calculated with
different techniques: Empirical Tight Binding (cont inuous line) [25,26J , Empirical
Pseudopotential ( x) [27J , Local Density Approx imation (e), (0) [28] and (+) [29J .
(Taken from [30)) . (b) Schematic for the integrat ion of silicon clusters into electronic
devices. The generated wavelength depends on the size of the clusters

phonon participates. The result is that the radiative lifetime of crystalline
silicon is in the millisecond region, and so non-r adiative transitions are more
likely to occur .

In 1990 Canh am [15] discovered that the optical properties of highly
porous silicon , i.e. electrochemical etched crystalline silicon composed of
nanometre-scale silicon wires and clusters, are very dist inct from those of
bulk crystalline silicon. Structures in the nanometre-size range show strong
photoluminescence in the visible region at room temperature; later evidence
for electrically excited luminescence was also found [16,17]. The reason for th e
appearance of this effect remains the subject of debate. While many groups
support the thesis of a quantum confinement effect [15,18,19], others believe
surface effects [20-23] are responsible for producing th e visible light emission.
A good review of th e properties of porous silicon and the possible mechanisms
is given by Hamilton [24] . The fact that nanoscale silicon is able to emit light
suggests the possibility of replacing the expensive compound semiconductor
materials such as GaAs in optoelectronic devices with porous silicon or, more
likely, other nanometre-scale silicon structures.

One interesting feature observed from light emitting nanoscale silicon is
that the wavelength shifts as the structures get smaller, which is accredited
to a band gap widening. Figure 9.2 a shows a diagram of the calculated
band gap of Si clusters depending on the confinement parameter lid (d:
cluster diameter) for different theoretical models. As the silicon particles
reach the sub-5 nm region a strong widening of the gap appears [31], which
leads to a blue shift of the emitted light. Similar behaviour was reported
from silicon rods, where the important factor is the nanoscale diameter [31].



280 K. Seeger and R.E. Palmer

Now integration of this effect into optoelectronic devices would be the next
aim. Figure 9.2 b illustrates how the light emission effect expected from
films of Si clusters might be exploited in such a device. The wavelength of
electroluminescence can be varied by using different sized clusters. Instead
of clusters it would be possible to use other nanostructures, as is shown
by Nassiopoulos et al. [32J, who built an electroluminescent device based
on silicon nanopillars. In order to produce devices based on nanostructures,
methods have to be found to fabricate these structures in a controlled manner.

9.2.2 Experimental Approaches

In microelectronics, the most commonly used technique to produce controlled
patterns in silicon structures (and other semiconductors) is photolithography.
A subsequent etching step transfers the pattern into the silicon. Photolithog­
raphy is quite an inexpensive technique which allows a high throughput, ideal
for industrial applications. However, patterning in the nanoscale regime is
rather difficult, as size limitations are introduced by the wavelength of light .
There are numerous techniques such as the use of shorter wavelength light ,
or phase shift lithography, to improve the resolution in photolithography. IC
manufactures are currently working with processes which allow the produc­
tion of 0.25 urn devices, while the "state of the art" lies at 80 nm [33J. Good
reviews of lithographic techniques are given in references [34J and [33J .

In order to overcome the resolution limits inherent in photolithography,
research is progressing into new methods of lithography. One option is the
use of scanning techniques, such as electron beam lithography, which has
attracted the attention of the microfabrication community. The small spot of
the e-beam, which can be as small as 1 nm [33], allows very fine patterning.
But even the resolution of this scanning technique is limited, this time by the
resist . Other effects limiting the resolution are proximity effects (scattering
of incoming electrons) and backscattering effects in the resist, which leads
to linewidth variations. The practical resolution for e-beam lithography lies
currently at 10-20 nm. One disadvantage of the scanning techniques is that
it is slow compared with photolithography since every part of the pattern
has to be exposed serially. Efforts are being made, e.g., in the development
of parallel scanning techniques employing more than one beam, to increase
the throughput [35J .

Other methods of lithography include the use of Scanning Probe Micro­
scopes (SPM) such as the Atomic Force Microscope (AFM) and the Scanning
Tunnelling Microscope (STM). These techniques allow the modification or
manipulation of material deposited on the surface at the atomic scale, but
of course the patterning of a large area with only a single tip will take a
considerable time.

An alternative to lithographic techniques is, as mentioned earlier, the
possibility to use clusters as etch masks. Compared to the lithographic tech­
niques clusters have the advantage that the size of clusters is not limited.
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Thus it is possible to create very small patterns on the surface which allow
the fabrication of structures such as nanometre size pillars or cones. We will
not go into detail at this point since a discussion of these methods will be
given in Sect. 9.4.

Now, after discussing some techniques to produce patterns on a surface,
we want to explore the possibility of transferring this 2D pattern into a 3D
pattern. Usually this is done by chemical etching. Considering the size of the
features in nanofabrication, it is necessary to apply etching techniques which
achieve a high directionality in the etching. This can be accomplished in the
case of wet chemical etching by exploiting preferential substrate reactivity in
certain crystal directions [36J . Unfortunately, it is only possible to apply this
technique in very few systems. Thus the development of plasma etching has
been a great step forward in device production, because it offers directional
etching, as well as cleanliness and compatibility with vacuum processing tech­
nology [37J . There are many different plasma etching 'processes, and here we
want to describe only two of the most commonly used types : Reactive Ion
Etching (RIE) and Electron Cyclotron Resonance (ECR) etching.

The principle of RIE is to create a plasma from a gas which is able to
form ionic species which react chemically with the material to be etched. The
typical gases for silicon etching are halogen (i.e. fluorine, chlorine or bromine)
based. By combining etch gases, or adding other gases to the etching gas
mixture, different effects can be obtained. Good reviews of etch chemistry are
given in references [37J and [38J . Figure 9.3 a shows a schematic of a typical
RIE reactor. It contains one electrode on which the sample is mounted while
the reactor walls act as the second, ground electrode. RF power is applied
to the electrode, igniting the plasma and inducing a negative bO-bias on
the sample electrode (originating from the higher mobility of the electrons
compared to the ions). The electrode bias leads to the formation of a plasma
sheath at the electrode, which causes the acceleration of ions onto the sample.
If the kinetic energy is high enough these impinging ions are able to sputter
the surface , assisting the chemical etching process. Reaction products which
have a lower vapour pressure, and so do not evaporate immediately, can
be removed by this sputtering process, exposing the silicon to the reactive
species. At the same time material which is condensed on the side walls of
a nanostructure developing in the substrate can not be sputtered because
of the directionality of the incoming ions, preventing chemical reactions in
the sideways direction. In the case of fluorine based gases, where the etch
products are too volatile to condense at room temperature, directed etching
requires either that polymer forming gases such as CF4 or CHF3 are used
[39], or that etching is performed at low temperature in order to condense
the reaction products on the side wall surface [40J .

One problem with the RIE technique is that the physical sputtering influ­
ences the etch selectivity, i.e. the etch rate ratio between the mask material
and the underlying (to be etched) material. Therefore the mask material
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Fig. 9.3. (a) Reactive ion etching (RIE) system. (b) Electron cyclotron resonance
(ECR) etching system

should be either strongly resistant to sputtering or thick enough that it en­
dures the etching process. Another disadvantage of the RIE technique is that
high pressures (typically 1-30 Pa) are necessary to maintain the plasma,
which can lead, for example, to surface roughness. Additionally, the high en­
ergy ion bombardment can lead to degradation of the device characteristics,
for example, by ion implantation [41] .

The ECR etching technique, which has emerged in the last decade, over­
comes these problems of RIE etching by allowing independent control over the
plasma density and RF power, making it possible to create a higher plasma
density at low induced DC bias. This leads to higher etch rates and better
control over directionality. Figure 9.3 b shows a schematic of an ECR etching
reactor. The features are very similar to those of an RIE reactor, except that
microwave power is introduced in addition to the RF power and a magnetic
field is applied to the chamber. The static magnetic field induces a cycloidal
movement of the electrons . At the same time, microwave power is coupled
into the plasma, which is in resonance with the cyclotron movement of the
electrons. This resonance effect gives very high energy to the electrons, effi­
ciently increasing the ionisation of the etching gas. Therefore it is possible to
work at a much lower pressure with a higher plasma density. The application
of RF power to the electrode leads, as in RIE etching, to a self bias of the
electrode and the formation of a plasma sheath. This independent control
of the ion energy and the ion density allows higher etch selectivity and low
surface damage during the etching process.

Both techniques, RIE and ECR, have been used to transfer patterns of
clusters on a silicon surface into the substrate as described later (Sect. 9.4).
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9.3 Production of Cluster Films for Fabrication

In order to exploit atomic clusters in nanofabrication it is necessary to deposit
them onto the surface in a controlled way, i.e, important factors , such as
shape, size and the position of the clusters should be correctly tailored by the
deposition process. There are two different methods of producing cluster films
on the surface. One can either grow the clusters (from atoms) directly on the
substrate, influencing the position, size and shape by the growth conditions
or subsequent treatment (see also Chap. 3) . The other possibility is to grow
clusters in the gas phase, or in a liquid environment and then deposit them
intact onto the substrate. In principle, this process allows the best control over
the cluster size distribution, while deposition factors influence the resulting
shape (see also Chap. 4) . Special techniques also allow the production of
organised arrays of clusters, which are very interesting for the production
of nanostructures. Although some of the mentioned techniques are partly
reviewed more thoroughly in other parts of this book, we want to study it
in this section again, from the point of application. Cluster films used for
applications in nanofabrication (as they will be described later in Sect . 9.4)
should have a 3-dimensional morphology, so they are able to resist the etch
plasma. Furthermore we want to influence the density and position of the
clusters, to control the position of resulting nanostructures. Thus, some of
these different techniques are explained by reviewing the work of different
groups. Firstly, we will explore the growth of 3D cluster films on surfaces,
then the deposition of size-selected clusters and finally, how to achieve ordered
arrays of clusters.

9.3.1 Cluster Growth on Surfaces

The growth of clusters from atoms on surfaces has been studied by many
surface science groups, investigating, for example, growth models or chem­
ical reactivity. The techniques used to deposit the atoms, from which the
clusters grow, vary; typical methods include thermal evaporation, magnetron
sputtering and chemical vapour deposition. The conditions during deposition
(e.g. temperature, flux, pressure), the material deposited and the substrate,
together influence the growth mode of the film.

The influence of the substrate temperature during atom deposition on the
resulting cluster film was, for example, demonstrated by Francis et al. [42].
They investigated the growth of noble metal (Ag, Au) clusters on graphite,
deposited by atomic vapour deposition. The deposition of silver, keeping the
temperature at 20°C, (deposition of 0.029 ML in 2 s) led to the formation of
groups of clusters (typical diameter 10 nm) on the surface as well as lines of
clusters along naturally occurring surface steps. By changing the deposition
temperature to 165°C (deposition of 0.046 ML in 3 s), it was possible to
collect all the material at surface steps, leaving the terraces between them
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Fig.9.4. AFM image of a rough silver layer deposited onto a silicon wafer by
magnetron sputtering [43]

undecorated. This method allows the production of chains of clusters of order
10 nm diameter on these steps.

The influence of the deposition rate and time as well as the substrate on
the cluster film morphology can be seen from the followingexample, where the
deposition of silver onto Si(OOl) by RF magnetron sputtering was investigated
by Je et at. [44]. They found that Ag grains are epitaxial in the initial
stages at low sputtering rates (0.22 W/cm2

) . As deposition proceeds and the
coverage increases the growth mode changes into nonepitaxial 3-dimensional
island growth. At higher sputter rates (0.44 W/cm2 ) , 3D islands form from
the outset. They also state that the surface passivation plays an important
role in the growth process. Native oxide layers influence the growth mode,
leading to 3D islands even at low sputtering rates. Figure 9.4 shows a typical
AFM picture of a silver film grown on silicon with a native oxide layer by
magnetron sputtering (0.25 W/cm2 ) . The film thickne ss is approximately
20 nm. Here the growth is 3D, i.e., the morphology of the film is rough
exhibiting silver clusters with a typical diameter of 20 to 40 nm [43]. We
will see later that this sort of cluster film has been used as etching mask to
fabricate nanostructures in the underlying silicon (see Sect. 9.4.1).

Now we want to look how the atom deposition techniques influence the
shape of the clusters grown on the surface. Nguyen et at. [45] compared
the growth of aluminium particles on oxidised silicon, when Al atoms were
deposited by evaporation and by magnetron sputtering at similar deposi­
t ion rates. It was found that the particle morphology at low deposition rates
(43 A/ min and 36 A/ min, respectively) is more spherical in shape for evapo­
ration while flatter nuclei are formed from sputter deposition. This difference
can be accounted for by the difference in energy of the incoming Al atom s.
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For evaporation thermal deposition energies of rv 0.1 eV are typical, while
for sputter deposition the atoms have energies of 1-2 eV [46].

In summary we can see that it is possible to influence the cluster films by
varying the deposition parameters. The temperature influences the mobility
of atoms on the surface, thus at higher temperatures atoms diffuse more
and are able to form bigger clusters with a lower number density. Clusters
are preferentially trapped at nucleation sites, like steps. The mobility is also
dependent on the material and underlying substrate. The flux and energy of
incoming atoms plays an important role for the film morphology; at a higher
flux or lower energy a 3-dimensional cluster film it is more likely to grow.

9.3.2 Deposition of Size-Selected Clusters

As demonstrated in the previous section, the detailed deposition parameters
as well as the material deposited and the substrate all influence the growth
of clusters on surfaces. In order to achieve the best control over the cluster
size on the surface, an attractive possibility is to grow the clusters in the gas
phase or even in solution prior to depositing them onto the sample, which
allows the clusters to be mass (i.e. size) selected before deposition. For the
production of clusters in the gas phase , many different cluster sources have
been designed [47] , see Chap. 1. Here we just want to give a brief descrip­
tion of the gas condensation cluster source [48] which has been used for the
experiments described in Sect. 9.4.2. Figure 9.5 a shows a diagram of the
source. A metal is thermally evaporated into the flow of a cold inert gas. The
vapour becomes supersaturated and condensation of vapour into clusters oc­
curs. Th e resulting' cluster size distribution is broad, and can be influenced
by the source parameters, such as evaporation rate, gas pressure or length
of the cluster growth region. The clusters are extracted from the conden­
sation chamber through a nozzle into vacuum. They are then ionised by a
hot-cathode plasma, so that they can be accelerated and focused into a beam
before entering the mass filter . The typical size-selection method employs
a quadrupole mass spectrometer [47], which allows the selection of clusters
with a small size distribution before deposition of the cluster ion beam onto
the sample. For the experiments of "Sect. 9.4.2, either a Wien velocity filter
or a novel time-of-flight mass filter was employed with the source of Fig.
9.5 a. The deposition energy, which influences the shape and mobility of the
clust ers after deposition [49]' can be modified by applying a voltage to the
sample in order to accelerate or decelerate the incoming clusters. In Figure
9.5 b, a scanning electron micrograph of a graphite sample is shown onto
which Ag400 clusters were deposited at 500 eV. This illustrates an example
of the result of cluster deposition with the source in question. At this energy
these larger clusters are "soft landed" and are mobile on the surface. This
mobility leads to the formation of bigger islands and enhanced attachment of
the deposited clusters at step edges. In contrast, Fig. 9.5 c shows a scanning
tunnelling micrograph of a AglOo cluster deposited at 2 kV onto graphite.
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Fig.9.5. (a) Gas aggregation cluster source [48] . (b) SEM picture of graphite
sample with Ag400 clusters deposited at 500 eV. The clusters are mobile and can
aggregate into bigger islands, and collect atoms along the steps. (c) STM picture of
Ag lO o cluster deposited on graphite with an energy of 2 kV. The cluster is implanted
and not able to diffuse across the surface

The cluster, having originally a diameter of "",1.1 nm, has now on the surface
a diameter of 2 nm. Even though the cluster flattening can be contributed
to by STM tip effects, molecular simulations show that after landing on the
surface clusters deposited with such high energy become flattened and pinned
to th e surface [50] .

An alternative to the method described above, where bare clusters are
deposited on the surface, is the use of passivated clusters . Colloids of met­
als, such as gold covered with organic passivating ligands are commercially
available in sizes up to 100 nm in a narrow size distribution. There are two
ways of producing them, either with an aerosol technique or with the soft
chemistry technique where they are grown from metal ions reduced at the
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oil-water interface in the presence of an alkylthiolate surfactant and a re­
ducing agent [51]. The clusters are covered with a passivation layer which
prevents them from direct contact with other particles and from interparticle
bonding. The clusters are kept in solution, e.g. in toluene. In order to ad­
sorb the clusters onto the sample, drops of the solution are deposited onto
the substrate which should be wetted by the solvent in order to spread the
clusters over the surface. The cluster density can be changed by variation of
the concentration before deposition and it has been shown that under certain
drying conditions the passivated clusters (usually smaller than 10 nm) form
an ordered close-packed monolayer on the surface [52] ..

9.3.3 Organised Arrays of Clusters

For the application of clusters in nanotechnology, ordered patterns of clusters
are desirable. In general, neither the growth of clusters on the surface, nor
the deposition of complete clusters from the gas phase, permit precise control
over the positions of the clusters on the surface. Thus it is desirable to develop
new methods of controlling the arrangement of the clusters.

As mentioned above, many research groups are currently working on the
deposition of passivated clusters from solution, which under certain condi­
tions assemble themselves into ordered structures, as shown, for example , by
Whetten et al. [51] . They report the assembly of gold nanocrystals into a
superlattice, characterised by long range translational and orientational order
(in both two and three dimensions). Wang [52] presents a general analysis of
the structure of such "nanocrystal superlattices", describing 2D and 3D as­
semblies of the nanoparticles and analysing stacking faults and interparticle
bonds. Ohara et al. [53] observed the formation of a sub-micrometre, ring-like
superlattice of passivated silver particles, when depositing an organic solution
containing the clusters onto solid carbon. These effects are accounted for by
the evaporation of the solvent, during which holes open as the evaporation
progresses, pushing particles along the receding rim into a ring-shape feature.
This shows that passivated clusters are able to produce regular arrays which
may be utilised for fabrication processes.

The drop deposition of passivated clusters allows the production of or­
dered patterns on the surface, but does not allow a predefinition of the area
where the patterns are. Vossmeyer et al. [54] reported the preferential ad­
sorption of passivated nanoparticles within optically predefined areas. After
treating an amino-functionalised silicon or glass surface with a carboxyl acid
group , the sample was exposed to light through a mask, creating a pattern
of free and protected amino groups . The deposition of amine-stabilised Au
particles leads to an exchange of particle ligands with exposed free amino
groups, and thus Au particles assemble only in areas previously exposed by
light .

Besides predefining the area in which the passivated clusters adsorb it
is possible to manipulate the position of clusters after deposition with SPM
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Fig. 9.6. (a) Passivatedgoldclusters on graphite imaged in the STM at 30 pA and
-1.5 V. The marked area was then scanned twice at 30 nA, -15 V leaving (b) a
cleared square on the sample [55J

techniques, as described in Sect. 9.2.2. Durston et al. [55) demonstrated the
manipulation of passivated gold clusters on graphite. Two scanning tunnelling
micrographs of the cluster layer before and after manipulation are shown in
Fig. 9.6. After imaging the clusters with an STM at a voltage of -1.5 V and
a tunnelling current of 30 pA, the marked region was afterwards scanned
twice at -15 V and 30 nA. The STM tip removed the clusters from this area
leaving a cleared square in this region. This, of course, only demonstrates
the possibility of manipulating the position of the clusters; more complicated
patterns could be achieved with a considerable time effort.

Bretzger et al. [56) showed that it is possible to deposit atoms in a periodic
structure by using forces induced by the interaction with photons. Chromium
atoms are thermally evaporated, laser cooled and then sent through a stand­
ing laser field before deposition onto a sample . The neutral atoms interfere
with the optical field, leading to a two dimensional chromium structure on the
sample surface. Dependent on the laser frequency, chromium dots are formed
at points of maximum or minimum light intensity. Chromium features with
approximately 100 nm width could be produced with this method.

Another method of masking the sample, which has been termed "Natural
Lithography" by Deckman and Dunsmuir [57), employs spherical colloidal
polymer particles as lithographic masks . These particles, which are commer­
cially available in sizes from 50 nm to 30 urn [58) dissolved in water, are
known to assemble themselves in a well ordered, densely packed array on ap­
propriate substrates. The balls can then be used as deposition masks [57) (or
indeed directly as etching masks [59)). After evaporation of material onto the
masked surface , and subsequent dissolution (or cleaving) of the balls from the
surface, hexagonal patterns of triangular dots remain on the surface. Single
crystalline monolayers of polymer balls can be produced by drop deposition
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onto the sample followed by very careful evaporation of the water. Different
drying methods are reviewed in [60J. Hulteen et al. [61J add a surfactant to
the solution, and spin coat the balls onto the surface, in order to achieve large
areas of monolayers (ML) or double layers (DL), depending on the particle
concentration. Since the wettability of the solution and smoothness of the
sample surface plays an important role in successfully achieving a stacking
fault free ML, a more flexible way of producing the masks has been developed
by Burmeister et al. [62J . They show that it is possible to produce a ML of
the colloids on glass slides and, after annealing, to float off the film in order
to transfer it onto any other substrate for use as a lithographic mask.

9.4 Application of Metal Clusters as Plasma Etching
Masks

In the following section we describe examples of the application of clusters in
the production of nanometre size silicon pillars and cones, where the clusters
are used as etch masks. The clusters used have been produced in two differ­
ent ways. In the first case, Sect. 9.4.1, cluster films have been grown on the
surface by magnetron sputter deposition , which then are used as masks in a
RIB process, leading to the formation of silicon pillars or cones, depending
on the etching conditions. In the second case, Sect. 9.4.2, clusters have been
deposited after size selection onto the sample where they act as plasma etch­
ing masks to produce silicon pillars. These examples illustrate how different
cluster growing methods can be employed for the production of nanostruc­
tures. Finally we will review two methods to create ordered arrays of silicon
pillars, Sect. 9.4.3.

9.4.1 Fabrication of Silicon Pillars and Cones using Cluster
Films Grown on the Surface

In this section we will consider a process which produces both cones and pil­
lars of silicon, utilising cluster films grown on the silicon surface by magnetron
sputter deposition. The samples are etched with reactive ion etching (RIE) ,
employing a 1:1 mixture SF6 and CF4 (total flow rate 50 sccm). While SF6

is known to produce isotropic etching, CF4 leads to polymer formation. A
mixture of these two gases thus allows anisotropic etching, because polymers
are deposited on the side walls of the silicon structures, preventing undercut.
The pressure is 6 mTorr and the temperature of the sample is kept at 10°C.

Figure 9.7 shows a schematic of the whole fabrication process. A silver
film is deposited onto a silicon (111) wafer by magnetron sputtering. Silver
is known to grow as three dimensional islands rather than layer by layer at
higher coverages (see Sect. 9.3.1). This leads to the formation of a rough film
(Fig. 9.7 a) , consisting of clusters with typical diameters of 20 to 40 nm (as
demonstrated by the AFM image of Fig. 9.4). The sample is then etched with
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(a)

(b)
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Fig. 9.7. Schematic of the fabrica­
tion process for silicon cones. (a) A
rough silver film is formed by sputter
deposition. (b) RIE etching sputters
the silver film, exposing the underly­
ing silicon to the reactive gas. (c) Af­
ter the etching process silicon cones
remain on the surface [43]

(c)

the RIE process described above. The ions start to sputter the silver film,
leaving separated islands on the surface and exposing other areas of the silicon
surface to the reactive ions. This shows why it is important to have a film of
3D clusters rather than a smooth metal film, allowing the clusters to resist
the etching longer than the thinner parts. Chemical etching of the silicon in
areas where the silver has been sputtered off leads to the formation of crater­
like structures in the surface, Fig. 9.7 b. As the etching process progresses,
the silver islands reduce in size by sputtering, exposing more of the substrate
to th e etching gas, which leads to the formation of silicon cones, Fig. 9.7 c.
If the silver islands are completely sputtered off, the tips of the cones are
etched away, leaving a featureless sample surface without structures, so it is
important to stop the etching at the right time .

Variation of the applied RF power has quite a dramatic effect on the
resulting silicon structures. Figure 9.8 shows scanning electron micrographs
of samples etched at 200 W, 150 W and 100 W (Fig. 9.8 a-c, respectively) . At
200 W cones are formed with a wide apex angle, Q, but the cones produced at
150 W have much steeper side walls. At 100 W pillars with straight walls are
formed , still having silver clusters on top. An analysis of the angle enclosed
by th e side walls is shown in Fig. 9.8 d. The distribution of cone angles of
th e structures formed at 120 W, 150 W and 200 Ware displayed. This graph
shows clearly how the cone angle distribution shifts to larger values for higher
etching powers. At 120 W typical angles are between 4° and 28°, while at
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Fig. 9. 8. Scanning election micrograph of samples after 2 min etching at (a) 200 W,
(b) 150 Wand (c) 100 W RF power , and (d ) distribut ion of apex angle of cones
for various etching powers [43]
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Fig. 9.9. Silicon pillars formed after an etch duration of (a) 2 min and (b ) 2 min­
utes 45 seconds at 100 W [43]

200 W the angles lie between 20° and 44°. This effect can be explained by
the relative speeds of the sputtering of the silver film and of the chemical
etching of the silicon. At 200 W the islands are sputtered off very fast , which
leads to a continuously shrinking etching mask, i.e., an ever smaller part of
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the surface is protected, leading to a conical shape . At a power of 100 W
the silver film is sputtered very slowly, so that the etching mask more or
less retains the same size; thus the silicon is etched straight down, leading to
formation of pillars not cones.

The development of the etching process was explored through experiments
conducted with a low etching power of 100 W as a function of etching time.
Figure 9.9 shows scanning electron micrographs of samples etched for (a)
2 min and for (b) 2 minutes 45 seconds. After 2 minutes etching time, the
pillars have typical diameters of 20-35 nm, which can be related to the size of
the silver clusters formed after magnetron sputter deposition (see Fig. 9.4).
The typical height for this pillars is 60-120 nm. Increasing the etching time
to 2 minutes 45 seconds leads to much thinner pillars with typical diameter
of 10-25 nm (the smallest pillars are 5 nm in diameter), and a broad height
distribution of 100-220 nm. At the same time , the pillar density of the pillars
is much lower, i.e., some of the pillars have been completely etched away. This
leads to the conclusion that a slow sideways etching takes place; pillars are
eventually etched away from the side.

One major problem with the process described in this section is the non­
uniformity of the resulting silicon nanostructures. Therefore it is desirable to
use a more uniform cluster film, i.e. size-selected clusters . A process utilising
size-selected clusters for the production of silicon pillars will be described in
the following section.

9.4.2 Production of Silicon Pillars Using Cluster Beam
Deposition

The clusters used in the next process we want to describe have been produced
by the gas aggregation method. These clusters, which are size-selected prior
deposition, act during the etching process as nucleation sites for the conden­
sation of reaction products, which then act as efficient etching masks. It is
possible to produce sub-lO nm pillars with this process [63]. A schematic of
the formation process is shown in Fig. 9.10. After the deposition of clusters
onto a silicon wafer, the sample is etched in an Electron Cyclotron Resonance
(ECR) etching process with SF6 at - 130°C. During the etching process
etching products such as SixFy or SxFy condense around the clusters, pro­
tecting the clusters and the underlying silicon while the unprotected silicon
is being etched . After an etching time of around 1 min pillars of approximate
diameter 10 nm are formed. The temperature of the sample is very crucial
for this process; it has to be very close - 130°C. Changing the sample tem­
perature to - 120°C or - 140°C prevents pillar formation, which supports
the thesis of nucleation of the etching products; at a higher temperature no
condensation occurs, while at a lower temperature the condensation happens
all over the sample, protecting the whole surface from etching . The etching
was performed at a pressure of 1.4x 10-4 torr and a flow rate of 12.5 sCCIlI .
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(a)

Silicon

Cluster deposition Etching Pillar formation

Fig. 9.10. Schematic of silicon pillar fabrication. After the deposition of size­
selected clusters (a), the sample is etched in an ECR etching process. The clusters
act as nucleation sites for etch products, forming a protective etching mask on top
of the clusters while unprotected areas are isotropically etched (b). This leads to
the formation of silicon pillars (c) [64]

The microwave power was kept at 250 W while an RF power of 10 W was
applied to the sample .

In order to explore the influence of cluster sizes and material on the forma­
tion process different experiments where performed. Figure 9.11 shows scan­
ning electron micrographs of pillars formed after deposition of size-selected
silver clusters in the size range 200 to 600 (±10%) atoms per cluster. The
clusters were produced with the gas aggregation cluster source described in
Sect. 9.3.2. In Fig. 9.11 a, etching of the sample with 200 atom clusters does
not lead to any pillar formation. For samples with 300 atom clusters, Fig.
9.11 b, some pillars are formed (note that the pillar diameter, ""'17 nm, is
significantly larger than the cluster diameter, ""' 2-3 nm; see below). As the
cluster size increases to 400 atoms , Fig. 9.11 c, the density of the pillars in­
creases too. For cluster sizes of 600 atoms, Fig. 9.11 d, and bigger, the pillar
density is approximately equal to the density of deposited clusters. A graph­
ical representation of this behaviour is also displayed in Fig. 9.12 a, which
shows a plot of the pillar density versus the cluster size. It also shows the
initial cluster density, which was 3 x 1010 clusters cm-2 for these samples .
The increasing effect of pillar formation can be explained by the process of
mask condensation. On this view, in order to produce a stable mask by nu­
cleation of the etch products, the clusters need to have a minimum size. A
possible explanation is that clusters with a size below 300 atoms are etched
away before stable etching masks have time to form. Figure 9.12 b displays
the distribution of pillar diameters against cluster size, and shows that the
cluster size has little influence on the pillar diameter. This effect can also be
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Fig. 9.11. Silicon samples etched after deposition of size-selected clusters of (a)
200 atoms, (b) 300 atoms, (c) 400 atoms and (d) 600 atoms [65J
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Fig. 9.12. (a) Pillar density after etching versus cluster size. The density of orig­
inally deposited clusters is marked with a dashed line . (b) The diameter of the
pillars is independent of the cluster size

assigned to the mask formation process. Since the pillars have a diameter of
around 17 nm, the masks must be much bigger than the original clusters,
which have a diameter of 2 to 3 nm. This suggests that the mask size does
not depend on the cluster size, hence, the resulting pillars have the same
diameter for all cluster sizes.
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grey bars for (a) Au, (b) Ag and (c)
Cu clusters [66]
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In addition to the cluster size, the influence of the cluster material was also
investigated. Clusters of gold, silver and copper atoms, this time produced
by the vapour condensation method but without mass selection, were used as
nucleation sites for the etching masks. Figure 9.13 shows the size distributions
of clusters deposited, obtained from TEM studies, and the related diameter of
the pillars formed from those clusters, from SEM studies. The diameters of the
different clusters were similar, lying between 2 and 4 nm, but the diameters
of the pillars formed differ significantly (again, the pillars are significantly
bigger than the original clusters). For gold clusters an average pillar diameter
of 9 nm was achieved, while for silver the value was 19 nm. Pillars formed with
copper clusters as the nucleation sites for mask formation have an average
diameter of 24 nm. A possible explanation for the size effect would centre
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on the different chemical reactivity of the clusters towards Sand F. The
condensat ion -of the reaction products seems to be more efficient in the case
of copper and silver clusters than gold, leading to larger etching masks and
hence to pillars of increased diameter. This result shows that it is possible to
control the pillar size by choosing the cluster material.

A different method to produce pillars from size-selected clusters has been
reported by Lewis et al. [67] , who used gold colloidal particles as etch masks.
The cluster were deposited onto the sample by submerging the pretreated
sample into the solution containing the clusters . The cluster density could
be varied by variation of the time the sample spent in the solution. The
sample then was etched with a RIE process, using SiCl4 as etching gas (flow
rate: 20 seem, pressure: 20 mtorr, RF power: 0.42 W/cm2

) . The etching time
and the colloid diameter influences the resulting pillars height and diameter.
Colloids of 15 nm diameter were used to produce pillars of up to 80 nm height
(diameter < 10 nm). Increasing the etching time leads to nonuniformity in
pillar shapes, because eventually the cluster material will be sputtered away.
The shape of the silicon pillars was also varied into a more conical form by
dry oxidation and a subsequent oxide strip. The silicon tips formed show
diameters of ~ 5 nm.

9.4.3 Ordered Arrays of Silicon Pillars

Finally, we want to review two methods to create ordered patterns of clusters
which then are used to create ordered arrays of pillars . In Sect. 9.3.3, different
processes were described which allow to organise clusters into arrays. First
we want to demonstrate the application of self-assembled rafts of polymer
balls as template for the deposition of etch masks. Figure 9.14 illustrates
the different stages in the process. Fig. 9.14 a shows a scanning electron
micrograph of a silicon sample covered with self-assembled polymer balls of
size 500 nm. The solution containing the balls was dropped onto the sample
and then dried slowly. The balls arrange themselves in close packed hexagonal
patterns. Then silver is sputtered onto the sample, reaching the silicon surface
only in the gaps between the balls. After dissolving the balls in chloroform in
an ultrasonic bath, hexagonal arrays of silver clusters are left on the surface,
as shown in Fig. 9.14 b. The sample is subsequently etched with an RIE
process, as described in Sect. 9.4.1 at 100 W for 2 minutes 45 seconds. The
result is displayed in Fig. 9.14 c. Regular hexagonal arrays of pillars are
formed on the sample with a mean diameters of 35 nm and a height of
500 nm.

Tada et al. [68] demonstrate a different method to fabricate regular arrays
of pillars. They pattern a sample with e-beam lithography, creating an array
of 30 nm holes in the e-beam resist . Then metal atoms are deposited, forming
clusters of a few nm in these small holes. After lifting off the resist , ordered
arrays of nanoclusters remain on the sample, which then can be etched with
the ECR etching technique described in Sect. 9.4.2. The process has been
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1.5~m

Fig. 9.14. Fabrication of ordered
arrays of pillars. (a) Polymer balls
of 500 nm diameter are deposited
onto the silicon sample and dried
slowly. (b) Sputter deposition of
silver and subsequent removal of
the balls leads to a hexagonal pat­
terning of silver on the surface.
(c) Ordered arrays of pillars are
formed after RIE etching (69)

(c) 500nm

tested with clusters of Au, Ag and Fe, which leads to ordered arrays of silicon
nanopillars with dimensions depending on the cluster material as described
earlier. Typical dimensions for pillars formed for exampl e from Au clusters
are 70 nm in height and 10 nm in diameter.
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9.5 Summary

In this chapter we have discussed the application of clusters in nanotech­
nology, with emphasis on a specific illustration - the application of clusters
as "tools" in the well-controlled fabrication of silicon nanostructures. To set
these new developments in context, the advantages and disadvantages of con­
ventional fabrication techniques have also been discussed. We have considered
a range of techniques to produce cluster films for fabrication purposes, which
meet the requirement to create a cluster film with a strongly 3-dimensional
morphology. Specific examples of nanofabrication with cluster films have cen­
tred on the recent production of nanoscale silicon pillars and cones by dry
plasma etching. Cluster films, grown on the surface by magnetron sputtering,
can be utilised as etch masks, taking advantage of the rough morphology of
the film. Size-selected clusters, deposited from the gas phase, can be used as
nucleation sites for the condensation of etch masks, and allow the production
of silicon pillars of 10 to 20 nm diameter. Similarly, colloidal gold particles,
deposited from solution, can again be employed to fabricate silicon nanopil­
lars by plasma etching. The creation of a hexagonal template on the sample
surface by deposition of self-assembling polymer nanospheres, followed by
magnetron sputter deposition of silver, creates hexagonal patterns of silver
clusters on the surface, which can be used to fabricate ordered arrays of sil­
icon pillars. The combination of e-beam lithography and growth of clusters
allows the formation of arbitrary patterns of silicon nanostructures. These
examples considered clearly demonstrate the advantage of clusters, and in
particular of size-selected clusters , in nanofabric ation,

The field of nanofabrication is; of course, only one of a variety of possible
applicat ion areas in which clusters are the subject of growing interest. In­
deed, the unique , size-dependent properties of clusters provide a host of new
technological opportunities in diverse fields, ranging from optics, electronics
and magnetics to catalysis and gas sensing. A considerable body for further
research will need to be developed to set these technological development on
a sound scientific footing.
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