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Preface

The related subjects of Astrochemistry and Astrobiology are in an era of explosive

growth. Both are strongly multidisciplinary: thus, contributions to, and discussions

of, these subjects involve scientists who might primarily describe themselves as

astronomers, chemists, physicists, astrophysicists, molecular biologists, evolution-

ary biologists, etc. Proposed phenomena in both areas must be consistent with

universal physico-chemical principles. A major purpose of this volume is to outline

these physico-chemical principles and describe how they underpin our efforts to

understand astrochemistry and to make predictions in astrobiology.

Our book comprises ten chapters, each written by an expert, or experts, in the

subject matter of their chapter. Because the backgrounds of those entering the fields

of astrochemistry and astrobiology can be very diverse, authors have all been asked

to pitch their chapters at a level that should be understandable by this wide range of

readership. Chapter 1 seeks to introduce those aspects of physical chemistry which

are relevant to the discussions of various topics in astrochemistry and astrobiology

to be found in the subsequent eight chapters. These later chapters can be roughly

sub-divided into three (Chaps. 2, 3, and 4) that deal with topics within

astrochemistry and five (Chaps. 5, 6, 7, 8, and 9) that examine aspects of astrobiol-

ogy – interpreted broadly.

Major concerns in astrochemistry are (1) the identification of the molecules that

exist in the cosmos and the characterisation of the physical conditions in those

regions of the universe where the observed molecules are found; (2) laboratory

measurements on the spectroscopy of potential molecules and on the rates and

products of homogeneous and heterogeneous processes that may contribute to the

formation and destruction of molecules, under the generally extreme interstellar

conditions where molecules are found; (3) the creation of computer models that use

laboratory data and seek both to reproduce what is found in the ‘molecular

universe’, and to suggest what other molecules may be present and which processes

appear to be especially important, so as to focus the efforts of laboratory scientists.

These topics are dealt with, in turn in chapters by Maryvonne Gerin (in Chap. 2),

Michael Pilling (in Chap. 3), and by Valentine Wakelam, Herma Cuppen and Eric

Herbst (in Chap. 4).
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In any search for life elsewhere in the universe, we only have one exemplar: life

here on the Earth. Consequently, it makes sense to search for astronomical bodies

which appear to offer living systems a similar environment. For planets outside the

solar system, that is, exoplanets, this idea leads to the notion of a Habitable Zone –

or more colloquially a ‘Goldilocks Zone’ – generally defined as the range of radii

around a star where the temperature at a planet’s surface will not be too high or

too low for liquid water to exist. In addition, there may be other bodies, such as the

Jovian moon, Europa, where liquid water might be stable. In Chap. 5, Lisa

Kaltenegger describes the methods by which planets are detected and characterised,

and how, in the future, it may be possible, using sensitive spectroscopic methods to

search for biosignatures – signatures of life – in their atmospheres. The importance

of water for life as we know it – and may know it – is the subject of Philip Ball’s

Chap. 6. He emphasises that water does not simply play a passive role in biochem-

istry, and considers the possibility that other solvents might support and encourage

life. Of course, even in thinking about life here on Earth, we must be careful not to

adopt too anthropogenic a view. Charles S. Cockell, in Chap. 7, considers the range

of physical conditions – temperature, pressure, aridity, pH, etc. – which different

life forms on our planet can tolerate.

In searching for – even contemplating – life on exoplanets, we may have the

existence of life here on Earth to guide us, but we are severely handicapped by our

ignorance about how earthly life came into being. In Chap. 8, Robert Pascal under

the title ‘Life, Metabolism and Energy’, considers how any proposals for the

emergence of life must be consistent with thermodynamic and kinetic constraints.

Then, in Chap. 9, Irene Chen and her colleagues reflect on the possibility that our

present biological world was preceded by one in which RNA, rather than DNA,

played an important evolutionary role, and they also discuss the importance of the

creation of cells and their linkage to lipids.

Sydney Leach’s final chapter is different in kind from those that precede it. He

writes a contemplative essay on each of the previous chapters in turn. In some

places, he expands on the matters dealt with in earlier chapters, in others he inserts

his own view of various topics, and in yet others he adds some extra material that

might have been included earlier if space had allowed.

As the outline in the previous paragraphs indicates, the topics that are covered in

the individual chapters proceed from those that might be classed as belonging to

astrochemistry to those dealing with aspects of astrobiology. Nevertheless, every

effort is made to bring together concepts in astrochemistry and astrobiology, which

have traditionally been dealt with as separate areas of science.

Cambridge, UK Ian W.M. Smith

Edinburgh, UK Charles S. Cockell

Meudon, France Sydney Leach

September 2012
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Chapter 1

Aspects of Physical Chemistry

Ian W.M. Smith

Abstract Some of those topics in physical chemistry that are especially relevant to

astrochemistry and astrobiology are introduced in this chapter. I start with some

discussion of the chemical elements: their relative abundances, their electronic

structure, and how chemical bonds are formed in simple molecules. This leads to

a discussion of how changes between energy levels lead to molecular spectra that

can be used to identify molecules at a distance – even the vast distances from Earth

to astronomical objects. Having considered forces within molecules, I then discuss

the weaker forces between molecules, including hydrogen bonding. The next

section focuses on chemical reactions from both the standpoint of thermodynamics

and that of chemical kinetics. Finally, some consideration is given to surface

processes, which can occur on the dust particles found in the interstellar medium,

and enzyme kinetics, which is of great importance in biology.

1.1 Introduction

It is frequently stated that Physics and Chemistry are ‘universal’, whereas biology,

dependent as it is on the environment,may differ in different parts of the cosmos. The

purpose of this volume is to provide an introduction to astrochemistry and astrobiol-

ogy: especially the physico-chemical principles that underpin our efforts to under-

stand astrochemistry and predict astrobiology. In this chapter, I shall briefly review

several aspects of physical chemistry which play important roles in astrochemistry

and astrobiology. The coverage of the topics that I have selected is necessarily very

concise. For those wishing to probe the subjects more deeply, I have given page

references to (a) the 9th edition of the book Physical Chemistry by Atkins and de

Paula [1], and (b) the book Physical Chemistry for the Biosciences by Chang [2].

I.W.M. Smith (*)
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e-mail: iwms2@cam.ac.uk
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1.2 The Chemical Elements and Their Atomic Structure

Hydrogen, which has the simplest structure of all atoms and the chemical formula H,

is the most abundant element in the Universe [3]. Along with smaller amounts of

helium (He) and very small amounts of lithium (Li), hydrogen was generated in the

aftermath of the big bang in which the Universe was created. The same processes

created deuterium (D or 2
1H),

1 the isotope of hydrogen, which has an abundance of

1.56 � 10�4 relative to H in Earth’s oceans. Whereas in a hydrogen atom, the

nucleus consists of just a single proton, in deuterium the nucleus consists of a proton

and a neutron held together by the residual strong force or nuclear force. All the other

elements2 were created later in the history of the Universe in the process referred to as

stellar nucleosynthesis. Clearly, the early stars were created only from the elements

created in ‘big bang’ nucleosynthesis; that is, H, D, He and Li.

Stellar nucleosynthesis occurs during the ‘burning’ of stellar fuel – that is, the

fusion of nuclei in the centre of stars. The strong repulsion between nuclei that both

carry a positive charge means that such nuclear reactions only occur at the extremely

high temperatures and pressures found in the centre of active stars. As one important

example, I cite the formation of carbon (C) nuclei which occurs in a two-step process.

First, beryllium (Be) nuclei are created by the fusion of two He nuclei,

4
2He

2þþ 4
2He

2þ !8
4 Be

4þ; (1.1)

and then the reaction of the Be nucleus with a further He nucleus produces a carbon

nucleus:

8
4Be

4þ þ 4
2He

2þ !12
6 C6þ: (1.2)

(To emphasise that these are reactions between atomic nuclei I include, as

superscripts following the chemical symbol for the element, the total electric

charge.)

Following their creation in the thermonuclear processes that might be termed

‘stellar burning’, the elements heavier than Li, principally carbon, nitrogen and

oxygen, are dispersed into interstellar space by stellar winds or supernovae explosions

that mark the death of certain stars. The abundances of the chemical elements have

been estimated (with difficulty) by a number of authors. They do vary in different

regions of the cosmos [3]. The abundances in the solar system are estimated from

observations on the sun and on meteorites. Those given by Cameron [4] have been

1 The notation 2
1H specifies the number of protons, 1, and the number of nucleons (protons þ

neutrons), 2. Any electrically neutral atom contains the same number of electrons and protons. To

refer to an ion, a superscript after the chemical symbol is added. Thus a deuteron is signified by
2
1H

1+. The number of protons in an elemental atom corresponds to its atomic number, Z.
2 These elements, heavier than lithium, are all referred to by astronomers as ‘metals’ – somewhat

to the amusement, or bemusement, of those trained as chemists.

2 I.W.M. Smith



updated – and cited as ‘cosmic abundances’ by Greenwood and Earnshaw and are

displayed in Fig. 1.1 of their book [3]. A list of the abundances of some of the most

common elements (and those most involved in astrochemistry and astrobiology) are

given in Table 1.1; these values are those estimated by Newson [5] and given on the

website: www.astrophysicsspectator.com/tables/Abundances.html.

The full list of elemental abundances show that, very approximately and with

some exceptions, the elemental abundances decay exponentially with atomic num-

ber, Z, at least up to about Z ¼ 40. They also roughly reflect the nuclear binding

energies. There are exceptions: for example, the abundances of Li, B and Be are

much lower and that of Fe is higher than would be expected by assuming an

exponential decay with Z. The anomalously high relative abundance of Fe is

apparently associated with the unusually high stability of the nucleus of its

commonest isotope 56Fe.

The chemical nature of the elements depends on their ‘atomic structure’; that is

the distribution of the electrons around the nucleus in the ‘atomic orbitals’.

A detailed treatment of this subject is beyond the scope of this chapter, but it may

be useful to give a simplistic discussion of this topic based on the Periodic Table of

the elements, which is reproduced as Table 1.2. In the Periodic Table, the elements

are arranged in increasing order of their atomic numbers as if they are on the lines of

a book. Each line is termed a ‘period’. However, there is not the same number of

elements on each line; rather the arrangement is such that elements of similar

chemical properties are positioned in the same vertical column or ‘group’. For

example, the alkali metals, Li, Na, K, Rb, Cs and Fr, fall in the first column

(Group 1) in the table. They are characterised by low ionisation energies – that is,

relatively small amounts of energy are required to expel an electron and form the

singly charged ions: Li+, Na+, K+, etc. These elements readily form salts, especially

x

y

z

x

y

z

1s

2p

x

y

z

x

y

z

Fig. 1.1 Plots showing the

angular distribution of the

wavefunctions for the 1s and
2p orbitals of the hydrogen

atom

Table 1.1 Partial listing of

elemental abundances

relative to that of (atomic)

hydrogen [4]

H He N O C S

1.00 9.8 (�2) 1.1 (�4) 8.5 (�4) 3.6 (�4) 1.6 (�5)
Si Fe Na Mg P Cl

3.6 (�5) 4.7 (�5) 2.1 (�6) 3.8 (�5) 2.8 (�7) 3.0 (�7)

1 Aspects of Physical Chemistry 3
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with the elements towards the right-hand side of the table such as the halogens in

Group 17 – but not with the noble gases in group 18, He, Ne, Ar, etc.

The construction and the development of the Periodic Table was a work of

genius, based on empirical knowledge of the chemical properties of different

elements. However, a full understanding of the chemical behaviour of atoms –

and therefore their place in the periodic table only came with the emergence of

quantum mechanics (1, Chaps. 7 and 8; 2, Chap. 11). A detailed discussion of this

topic is certainly beyond the scope of the present book, but it is relatively straight-

forward to summarise enough of the conclusions of quantum mechanics for current

purposes.

A treatment of the hydrogen atom by quantum mechanics leads to the conclusion

that its single electron can occupy any of a number of atomic orbitals. These orbitals

are characterized by three quantum numbers given the symbols: n, l and ml. Each

orbital can accommodate two electrons which differ in their electron spin, ms,

which can only take the value þ ½ or � ½. In the H atom, the energy associated

with the electron depends only on the value of n, the principal quantum number,

which can take integral values from 1 to infinity. This energy can be expressed by

the simple formula: En ¼ � R1/n
2, relative to a zero corresponding to the removal

of the electron from the influence of the positive proton (i.e., ionisation). The

Rydberg constant, R1, corresponds to the ionisation energy of the H atom

(13.60 eV). The value of the second quantum number l relates to the value of the

angular momentum of an electron occupying a particular orbital: l can take the

value (n � 1), (n � 2), down to zero. Thus if n ¼ 3, l can have the values 2, 1 or 0.
It is because the angular momentum is ‘quantised’; that is, it can only take values

corresponding to {l(l þ 1)}½ �h – where �h is Planck’s constant (h) divided by 2p -

that only discrete values of the energy are allowed.

The orbitals with l ¼ 0, 1, 2, 3, etc. are referred to as s-orbitals, p-orbitals,
d-orbitals, f-orbitals, etc. Finally, ml, which can take integral values running

from þ ml to � ml, refers to the spatial orientation of the orbital. An electron

which occupies an orbital characterised by the same values of n and l, but different
ml, has the same energy – that is, these orbitals are degenerate – in the absence of an

electric or magnetic field. There are (2l þ 1) orbitals for each value of l. This means

that an s-orbital with a given principal quantum number can accommodate two

electrons, whereas the p-orbitals with the same values of n can accommodate six

electrons, d-orbitals with the same n ten electrons, and so on. As the value of

the principal quantum number n increases the electron density is progressively

displaced further from the nucleus. Orbitals with different values of l have different
symmetries, and these can be represented by diagrams such as Fig. 1.1.

If the orbital energies given by the exact quantum mechanical solution for the

H atom held for other atoms, we might expect to see the rows of the Periodic

Table contain successively 2, 8, 18, 32 elements as orbitals with n ¼ 1, 2, 3, 4 were

filled with electrons. In reality, the relative energies of atomic orbitals (or the

electrons occupying atomic orbitals) vary as the atomic number of the elements

increases and, besides the attractive force between the nucleus and the electron in

the H atom, there are also repulsive forces between the several electrons in the
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heavier atoms. Although the problem can no longer be exactly solved by the

methods of quantum mechanics, it is apparent that the energies of orbitals with

the same principal quantum number increase with increasing l. Consequently, it is
helpful to think of the orbitals as occupying ‘shells’ of similar energy: thus, the K
shell consists of just the 1s orbital, the L shell the 2s and 2p orbitals, theM shell the

3s and 3p orbitals and the N shell the 4s, 3d and 4p orbitals.

If we then take on board the facts that (a) each orbital can accommodate two

electrons, which differ only in their spin quantum number ms, and (b) the Aufbau

principle, which states that to find the ground (or lowest energy) electron configu-

ration the orbitals are filled in order of their ascending energy, we can arrive at

the electron configurations given under the formulas of the elements given in the

Periodic Table in Table 1.2. The outer – or valence – electrons largely determine the

chemical behaviour of the elements and the nature of the bonding when molecules

form.

Thus, if we start with a simplified consideration of diatomic molecules, we can

identify two limiting kinds of behaviour. First, in the salt molecules formed from

the alkali metal atoms of Group 1 and the halogen atoms of Group 17, for example

NaCl, an electron is almost completely transferred from the halogen to the alkali

metal and the attractive bonding forces are essentially ionic or electrostatic: the

molecule is, to a good approximation, Na+Cl� and, and due to the separation of

charge, this molecule will clearly possess an electric dipole moment. At the other

extreme, two identical atoms will ‘share’ their valence electrons equally, hence

forming a covalent bond. With two hydrogen atoms, two electrons are shared and

a single covalent bond is formed; with two nitrogen atoms, six electrons, three from

each atom are shared and a triple covalent bond results. The single bond in H2 is the

result of two electrons occupying a molecular orbital which can be thought of as

arising from favourable overlap of the 1s atomic orbitals on the individual H atoms.

This is classed as a s orbital (or s bond); the electrons occupying such orbitals do

not give rise to electronic angular momentum around the interatomic axis. In N2,

there is again a s bond; but, in addition there are two p bonds arising from the

occupation of molecular orbitals arising from the overlap of p orbitals on the

individual N atoms. The difference in strength of the single bond in H2 and the

triple bond in N2 is demonstrated by the difference in their dissociation energies

(D0): 432.1 kJ mol�1 in the case of H2, and 941.7 kJ mol�1 in N2.

Of course, in homonuclear molecules like H2 and N2, the distribution of

electrons must be symmetrical about a plane that bisects the internuclear axis and

is perpendicular to it. Consequently, these molecules possess no electric dipole

moment, which, as we shall see, has important consequences for their spectroscopy.

On the other hand, heteronuclear molecules like CO, the second most abundant

molecule in the universe, do possess an electric dipole moment.

The simple ideas that have been introduced in relation to diatomic molecules can

be carried over to a brief discussion of bonding in polyatomic molecules: in

particular, the distinction between s bonds and p�bonds. Moreover, the structure

of polyatomic molecules can be rationalised in terms of the atomic orbitals on

neighbouring atoms that are used to create molecular orbitals: for example, if one
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s orbital and two p orbitals are used to create three bonding molecular s-orbitals
(as in the C atoms in C2H4), the three bonds are aligned 120� to one another.

The element carbon is exceptional and is, of course, essential to life as we know

it here on Earth. It is also present in the majority of molecules that have been

definitely identified in the interstellar medium. Its electronic configuration is 2s22p2

and, by sharing its valence electrons, it is capable of forming four s�bonds around
each C atom, as in CH4, C2H6, C3H8 and all the other alkanes. These alkanes can be

referred to as saturated molecules, because they only involve s�bonds, between
neighbouring C atoms and between C and H atoms, and there is no possibility of

further H atoms adding to the molecules. This is in contrast to unsaturated

molecules, such as the alkenes, C2H4, C3H6, etc., and the alkynes like C2H2.

These are frequently formulated as H2C¼CH2, H3CC¼CH and HC�CH,
emphasising the presence of double and triple bonds. In principle, these molecules

can add hydrogen, thereby becoming saturated, but many of the organic molecules

identified in the interstellar medium are unsaturated, despite H2 being, by far, the

most abundant molecule in most regions where interstellar molecules are found. It

is also useful to draw a distinction between these molecules, in which all the

electrons are ‘paired’, and those species, free radicals or simply radicals, which

have unpaired electrons. Important examples from the viewpoint of astrochemistry

include CN, C2H and C4H, as well as many atoms; for example, H, C and N.

Generally, radicals exhibit high reactivity, especially with unsaturated molecules

and with other radicals.

The ability of carbon to form four single bonds leads to its ability to create chiral

molecules. These molecules, which are very important in biology, are said to be

optically active, because they rotate the plane of polarised light. In general,

a molecule is chiral if it does not have a centre of inversion or a mirror plane

[1, p. 426]. These properties are achieved when a carbon atom in a molecule is

bound to four different atoms or groups of atoms as in, for example, CHFClBr.

A chiral molecule and its mirror image form an enantiomeric pair. Though they are

mirror images of one another, such pairs of molecules cannot be superimposed on

one another. The amino-acid alanine, H2NCH(CH3)COOH, is an example of a

chiral molecule, whereas the closely related amino-acid glycine, H2NCH2COOH,

is non-chiral.

I have pointed out the apparently unique role that carbon plays in the ‘molecules

of life’ on Earth. A question that naturally arises is whether any other element might

play the role that carbon plays under other conditions. The most likely candidate

would seem to be silicon, since Si atoms have a similar electronic configuration,

[Ne]3s23p2, to that of C atoms, [He]2s22p2. One empirical argument against this

possibility – at least, on Earth-like planets – invokes the fact that, on Earth, silicon

is approximately a thousand times more abundant than carbon but life here makes

use of carbon, not silicon, in constructing pre-biotic molecules and beyond them,

life forms.

A number of factors may contribute to the different chemical and biochemical

behaviour of these two elements. One is the considerable difference in their oxides:

CO2, a rather unreactive gas, and SiO2, most commonly found as a hard crystalline
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solid. CO2 is, of course, inhaled or exhaled by terrestrial organisms, but it is hard to

see how an organism could inhale or exhale SiO2! Silane (SiH4), the direct analogue

of methane, does exist as a flammable gas. However, analogues of the larger

alkanes and especially of the alkenes and alkynes are unstable; the smaller ones

react vigorously with water and the large ones spontaneously decompose.

In addition, silicon fails to bond to many of the other elements with which carbon

forms bonds and which are necessary for metabolism. It appears that a basic reason

for this difference in behaviour arises from the difference in atomic size between Si

and C. Thus, the Si-Si bond length in disilane, Si2H6, is 0.2332 nm [6] compared

with the C-C bond length of 0.1522 nm in C2H6 [7]. This increase in bond length

means that any p bonds formed, for example, in Si2H4 or Si2H2 would be much

weaker than the equivalent bonds in alkenes and alkynes. The difference between

silicon and carbon, in particular the unique ability of carbon to form bonds with

many other elements in molecular structures of enormous versatility, indicates that

the formal regularities of the Periodic Table only tell part of the chemical story.

1.3 Energy Levels and Spectroscopy [1, Chaps. 12 and 13; 2,

Chap. 14; 8]

The fact that the energy levels of atoms are ‘discrete’, as long as electrons are bound

to the nucleus, has been introduced in Sect. 1.2. The situation is particularly simple in

the case of the hydrogen atom since there is only one electron and the energy of each

atomic state corresponds to that of the orbital which is occupied by the electron.

Spectroscopy is the study of the interaction of electromagnetic radiation with atoms

and molecules when changes or transitions occur between the quantised energy

levels. Through Planck’s famous relationship between the frequency (n) of radiation
and the energy of the corresponding photon (En), En ¼ hn, one can determine the

spacing of the two energy levels between which the transition occurs. For example,

the energies of the H-atom levels for which n ¼ 2 and n ¼ 1 are En ¼ � R1/2
2 and

En ¼ � R1/1
2, respectively, so the difference in energy between them is, (3/4)R1,

and the frequency of the radiation associated with this change is (3/4)R1/h. This
transition can be observed in absorption, when external radiation of the correct

frequency promotes the electron from the level with n ¼ 1 to a level with n ¼ 2,

or emission, when the electron in the excited orbital n ¼ 2 spontaneously falls into

the n ¼ 1 level and a photon is emitted. The photon which is absorbed or emitted

corresponds to radiation at a wavelength of l ¼ 121.6 nm, which is often referred to

as Lyman-a radiation. It is prevalent throughout the interstellar medium, but cannot

be observed at the Earth’s surface because it is absorbed by the terrestrial atmo-

sphere. In certain regions of space, there is also emission from levels above n ¼ 2

corresponding, for example, to the n ¼ 3 ! n ¼ 2 emission. This emission occurs
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at l ¼ 656.27 nm and is responsible for the pink colour of several regions of the

cosmos.

The spectra of atoms are different for the different elements and their observa-

tion can therefore identify the presence of particular elements. An important

example is the Fraunh€ofer lines. These are observed as dark (that is, absorption)

lines on the spectrum of the sun and the elements responsible for several of these

lines were identified by noting their coincidence with the wavelengths emitted

when the same elements were heated; for example, in a Bunsen flame. In the sun,

these lines appear in absorption because the background source is hotter than the

medium through which the radiation is passing, whereas they are observed in

emission from a flame since the background is cooler than the sample.

Quantisation, or the existence of discrete energy levels, is not confined to the

energies associated with the motion of electrons. Once we move to molecules, it is

necessary additionally to consider the energy levels that are associated with other

motions: in particular, with the overall rotation of the molecule and with

the molecular vibrations in which the nuclei move their positions relative to one

another. The interpretation of molecular spectra is facilitated by the fact that the

gaps between energy levels associated with different kinds of motion are quite

different, with the result that the spectra associated with them occur at different

wavelengths or frequencies in the electromagnetic spectrum.

A further result is that it is generally possible to think of each bound electronic
state of a molecule to possess its own manifold of vibrational energy levels and,

for each of these vibrational states, there will be a manifold of more closely

spaced rotational levels. The electronic potential energy (V) of each state of a

molecule depends on the instantaneous nuclear geometry. For diatomic molecules

(e.g., AB), V depends on the internuclear separation (rAB), and this variation can

be represented by a potential energy curve as shown in Fig. 1.2. This figure is also

used to represent schematically some of the vibrational and rotational levels

associated with this electronic state. For diatomic molecules, there is just one

molecular vibration and two rotations about perpendicular axes through the

centre-of-mass. With molecules comprised of more than two atoms (N), it is
impossible to represent how V depends on all the coordinates required to define

the instantaneous geometry. If the molecule is non-linear, it possesses three

moments of inertia and three overall molecular rotations, together with

(3N � 6) vibrations; linear molecules have two equivalent rotations (like a

diatomic molecule) and (3N � 5) vibrations.

Promoting small molecules from their lowest or ground electronic state to

excited electronic states generally requires radiation in the ultraviolet region of

the electromagnetic spectrum. However, observations of the spectra of astronomi-

cal sources reveal a large number of absorption features (see Fig. 1.3) referred to as

the diffuse interstellar bands [9, 10]. Almost a 100 years after their discovery, the

carriers of these bands remain uncertain, though they are generally attributed to

neutral or ionised polyatomic molecules.

Because the Earth’s atmosphere absorbs wavelengths below about 300 nm, [11]

observations at lower wavelengths (for example, of H2 and CO) generally require
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that the spectrometers are deployed on space platforms. Exceptions to this general

rule are the diatomic species CH, CH+ and CN which absorb at wavelengths above

300 nm and were the first molecules to be identified in the interstellar medium [12]

from observations of their absorption lines. Observations of the electronic absorp-

tion spectra of H2 and CO between 91.5 and 111.2 nm are particularly important as

they enable the relative abundances of these molecules, the commonest in the

interstellar medium, to be established [13]. It is especially important in relation to

H2, since it has no rotational and only very weak vibrational spectra – for reasons

that will soon become apparent. Consequently, CO, which is relatively easy to

observe, is often employed as a marker for H2 based on the relatively few but very

important observations of the [CO]:[H2] ratio.

Fig. 1.2 The potential energy curve for the electronic ground state of CO. The inset shows (on a

very different scale) the spacing of low-lying vibrational and rotational energy levels. v and J are

the vibrational and rotational quantum numbers. ZPE shows the ‘zero-point energy’ between the

minimum of the potential energy curve and the lowest quantum state and D0 is the dissociation

energy

Fig. 1.3 Picture showing the diffuse interstellar bands (Courtesy of NASA/JPL-Caltech)
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The majority of the 160 or so gas-phase molecules3 that have been positively

identified in the interstellar medium, ranging from diatomics to molecules

containing 13 atoms [14], have been observed via their rotational emission spectra;

that is, by observation of the characteristic frequencies that are emitted as a

molecule undergoes a transition from one rotational energy level to a second

level lower in the manifold. The wavelengths associated with such transitions are

sufficiently long that (a) they are not significantly scattered by the dust particles that

are present in the dense interstellar clouds, where many of the interstellar molecules

are found, and (b) the radiation is transmitted through the Earth’s atmosphere,

which is transparent at most of the wavelengths characteristic of these emissions.

For diatomic and other linear molecules, the energies of rotational levels are

given (to a good degree of approximation) in terms of a rotational quantum number

(N) and the moment of inertia (IAB) by the expression:

EN ¼ N N þ 1ð Þ�h2=2IAB: (1.3)

The spacing, or energy difference, between the successive levels (N þ 1) and N
is therefore 2(N þ 1) �h2/2IAB. This can be converted to a frequency by dividing by

h and to the reciprocal of a wavelength by further dividing by c, the speed of light.

The wavelength of the N ¼ 1 to N ¼ 0 transition in CO is 2.6 mm.

Observation of rotational transitions not only identifies the molecules present in

the interstellar medium but can also be used to infer both the abundance of that

molecule and the physical conditions – the gas density and the temperature – in the

regions from which the observed radiation is emitted. Assigning the observed

frequencies to particular molecules involves a comparison with rotational spectra

from laboratory experiments: mostly obtained using the technique of Fourier

transform microwave spectroscopy [15]. Its application to potential interstellar

molecules is far from straightforward, since the species of interest are frequently

unstable and must be produced ‘on the fly’ [16]. Before definitely assigning the

molecules responsible for frequencies observed from the interstellar medium, more

than one coincidence with laboratory frequencies should be observed for each

molecule, and allowance must be made for ‘Doppler shifts’ arising from motions

of the source of radiation, which are particularly large for observations from

galaxies other than our own.

Having identified a molecule, the next objective is to estimate its (relative)

abundance – generally expressed relative to that of H2. The first stage in this

procedure is to measure the absolute strength of the transitions that are observed.

Quantum mechanics demonstrates (a) that molecules without an electric dipole

moment (like H2) do not undergo pure rotational transitions, and (b) in molecules

that have a dipole moment the transitions are limited by selection rules: for

example, in linear molecules, N can only change by one; that is, DN ¼ �1.

3 This total does not include the isotopomers of several species that have also been observed.
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Quantum mechanics also yields an expression for the Einstein spontaneous emis-

sion coefficient (the reciprocal of the mean radiative lifetime) [8]:

AðNþ1Þ!N ¼
64p4n3

3 4pe0ð Þhc3 m2DðNþ1Þ;N (1.4)

where n is the frequency of the transition and mD(N+1),N is the transition dipole

moment, which in the case of rotational transitions corresponds to the permanent

electric dipole moment of the molecule. To take one example, the A coefficient for

the N ¼ 1 to N ¼ 0 transition in CO is 2.16 � 10�7 s�1, corresponding to a mean

radiative lifetime of ca. 54 days. However, it should be noted that, because of the n3

factor in (1.4), A(N+1)!N increases rapidly with N.
To explain how the observations on different lines from the same molecule can

be used to infer the gas density and temperature at the source, it is necessary to

spend a moment explaining how molecules are distributed over their rotational

levels in a situation where these populations are in equilibrium and, equivalently,

a single temperature (T) describes the distribution. The distribution is then

described by the Boltzmann distribution law [1, p. 567], which states that the

population (Ni) in a particular level (i) depends on the energy of the level (Ei) and

its degeneracy (gi) – that is, the number of quantum states that possess the energy Ei

- according to the expression:

Ni a gi expð�Ei=kBTÞ (1.5)

where a represents ‘is proportional to’. Based on this formula, the fraction (fi) of an
ensemble of molecules that occupy a particular level i is given by:

f i ¼ giexpð�Ei=kBTÞ=Sigiexpð�Ei=kBTÞ (1.6)

where the denominator defines the partition function, q, associated with the mani-

fold of levels that are being considered.

For the rotational levels of a linear molecule, gi ¼ (2N þ 1) and Ei ¼ N(N þ 1)

�h2/2IAB so that:

f N ¼ 2N þ 1ð Þexpð�N N þ 1ð Þ�h2=2IABkBTÞ=qrot (1.7)

If the rotational levels are closely spaced compared with kBT, the summation

sign in the denominator of the expression on the right-hand side of (1.6) can be

replaced by an integration and qrot, the rotational partition function, is given by

qrot ¼ 2IABkBTð Þ=�h2 (1.8)

Equation (1.7) describes the distribution of an interstellar molecule over its

rotational levels under two different equilibrium circumstances. First, at very low

densities, as in the background interstellar medium, the distribution will be in
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equilibrium with the background radiation field, which corresponds to a tempera-

ture of 2.725 K. Second, at high densities, the distribution will be maintained by

collisions and the temperature inferred from the rotational distribution corresponds

to the translational temperature of the surrounding gas.

In practice, the distribution of a molecule over its rotational levels may not be

described by a single temperature. This is because the A coefficient depends

strongly on the rotational level, because of the n3 factor in (1.4), whereas the rate

at which collisions re-distribute molecules amongst rotational levels is almost

independent of N. As a result, by careful analysis of the rotational distribution

inferred from the relative intensities of several lines, and possibly some modelling,

both the gas density and the translational temperature can be estimated [17] (for

further discussion, see Chap. 2).

As Fig. 1.2 shows, the spacing between successive vibrational levels in a mole-

cule is generally greater than that between (low-lying) rotational levels but much

less that that between neighbouring electronic states. The frequencies associated

with transitions between neighbouring vibrational levels fall in the infrared part of

the electromagnetic spectrum. The application of infrared spectroscopy to the study

of interstellar molecules is hampered by absorption in the Earth’s atmosphere. The

value of infrared spectroscopy has been greatly enhanced in recent years by the

deployment of spectrometers mounted on satellites, such as the Infrared Space
Observatory (ISO), the Spitzer Space Telescope and the Herschel Space
Observatory.

Both infrared absorption and infrared emission spectra have added to our knowl-

edge of the molecules present in the cosmos. In the former case, a suitable star can be

used as a background source. Such studies are useful in identifying small gas-phase

molecules such as CO2 and C2H2 which have no permanent electric dipole moment,

and therefore no pure rotational transitions. The equivalent requirement in respect of

vibrational transitions is that the vibrational motion must bring about a change in the

electric dipole moment. This is true, for example, for both the asymmetric stretching

mode of CO2 and its bending vibration. However, homonuclear diatomic molecules,

like H2, N2 and O2, have no permanent electric dipole moment, nor does their

vibrational motion generate one. Therefore they do not undergo rotational

transitions, and their ‘quadrupole-allowed’ vibrational transitions are much weaker

than those which cause changes in the electric dipole of a molecule.

So far I have only considered the spectroscopy of gas-phase species that are free

to rotate. This is not true of molecules adsorbed onto dust grains. However, such

species do exhibit infrared spectra resulting from vibrational transitions, although

the infrared absorptions are broader and not always easy to assign [17]. Those that

have been assigned with certainty include H2O, CO and CO2. The spectra of larger

molecules become too weak and non-specific for proper identification.

Infrared emission from many regions of the interstellar medium is dominated by

what are often called the unidentified infrared bands (UIBs).As shown in Fig. 1.3,

these broad features are observed at several wavelengths between 3 and 15 mm [18].

They are attributed to vibrational transitions associated with the C�H and C�C
stretching vibrations (at ca. 3.3 and 6–8 mm, respectively) and CH in-plane and CH

out-of-plane bending modes (at ca. 8.5 and 10–15 mm, respectively) in large
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aromatic molecules (i.e., polycyclic aromatic hydrocarbons: PAHs). These

molecules are probably promoted to electronically excited states by the absorption

of ultraviolet light from nearby stars and then undergo a process known as internal

conversion by which the electronically excited molecules are converted by a

radiationless transition to high vibrational levels of the electronic ground state.

These molecules relax by undergoing successive vibrational transitions. The emis-

sion spectra are too broad and unstructured to identify which particular PAHs are

responsible for the observed emission bands (Fig. 1.4).

1.4 Intermolecular Forces and Hydrogen Bonding [1, Chap. 17;

2, Chap. 13; 19, 20]

In Sect. 1.2, I made some brief remarks about chemical bonding – especially

bonding in diatomic molecules. These comments were illustrated in Fig. 1.1 by a

representative potential energy curve showing how the electronic energy varies

with internuclear separation in the bound state of a diatomic molecule. In addition, I

gave values of the dissociation energies for H2 (432.0 kJ mol�1) and for N2

(941.7 kJ mol�1), as examples of molecules held together by a single and triple

bonds. In general, the strength of chemical bonds is reflected in their dissociation

energies (D0 – as shown in Fig. 1.2), which vary between ca. 100 and ca.
1,000 kJ mol�1; for example, D0 ¼ 148.9 kJ mol�1 for I2 and 1071.9 kJ mol�1

for CO.

As well as these strong forces withinmolecules, there are weaker attractive (and,

at shorter internuclear separations, strong repulsive) forces betweenmolecules; that

Fig. 1.4 The IR emission spectrum observed from the Orion bar (Adapted from Peeters [18])
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is, intermolecular forces, frequently referred to as van der Waals forces. Again, the

interaction between two non-bonding atoms can be represented by a potential energy

curve but now the depth of the minimum (usually denoted by e) is typically two

orders-of-magnitude smaller than D0 for a chemical bond; for example, in the

interaction between two argon atoms, the minimum on the potential energy curve

lies only 1.2 kJ mol�1 below the energy at large separation, and this minimum is

found at an internuclear separation of 0.376 nm, much longer than a chemical bond.

Despite their relative weakness, intermolecular forces are important in a number of

ways. For example, they are the forces that cause gases to depart from ideal gas

behaviour and they are responsible for condensation. The fact that the boiling points

of the noble gases increase in the order helium to xenon is a reflection of the parallel

increase in e from 88 J mol�1 for He � He to 2.34 kJ mol�1 for Xe � Xe [21].

Gas phase reactions that are important at the very low temperatures (ca. 10 K)

found in the cold cores of dense interstellar clouds must have no barrier along the

path of minimum potential energy leading from reactants to products or, in other

words, no activation energy. The rates of such reactions are controlled by the ability

of the long-range intermolecular forces to bring the reactants into a close collision: a

process generally referred to as ‘capture’. For systems where the long-range poten-

tial only depends on the separation of the two reactants, it is relatively easy to

estimate the rate coefficients for close collisions. One first needs to define an

effective potential energy which takes into account that angular momentum must

be preserved in the collision and the energy associated with orbital motion increases

as the separation (RAB) between the two colliding species (A and B) decreases:

Veff RABð Þ ¼ Etransb
2=RAB

2
� �� C=RAB

�n (1.9)

In this equation, the intermolecular attraction is assumed to be proportional to

RAB
�n and the first term on the right of the equation represents the energy associated

with the orbital motion for collisions, where Etrans is the energy associated with

relative motion of the colliding pair and b is the impact parameter, which is the

closest distance the centres of the two particles would approach in the absence of

intermolecular forces. One can obtain [21] an expression for the cross-section for

close collisions by: (1) finding the value of RAB (RAB,max) at which Veff (RAB) has its

maximum value (by differentiating the right-hand-side of (1.9) and setting the result

to zero); (2) finding the corresponding value of Veff(RAB), that is, Veff(RAB, max), and

(3) using these results to find the maximum value of b at which collisions with

relative energyEtrans can ‘surmount’ the ‘centrifugal barrier’,Veff(RAB, max). Finally,

one can obtain a rate coefficient for close collisions bymultiplying the expression for

the cross-section by the Maxwell-Boltzmann expression for the distribution of

relative velocities and integrating the result.

We can distinguish two simple but important cases where the long-range attrac-

tion between two molecules (or atoms) varies as RAB
�n: (1) for an ion interacting

with a polarisable molecule, n ¼ 4, and (2) for two neutral molecules, dispersion

forces give rise to an attraction with n ¼ 6. These attractive forces increase the rate

coefficient for close collisions above the value estimated for ‘hard-spheres’ by
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factors of ca. 5 for ion-molecule collisions (independent of temperature), and ca.
2 for neutral-neutral collisions at 298 K [21].

In the case where n ¼ 4, the simple treatment outlined above, and generally

referred to as the Langevin model, yields an expression for the rate coefficient that is

independent of temperature and which can be calculated knowing the polarisability

of the molecule (and the reduced mass associated with the collision). Because the

charge-induced dipole attraction is strong, the model can be applied to many ion-

molecule reactions with reasonable success. For the interaction between an ion and a

polar molecule, the long-range energy depends also on a second term which depends

on orientation: that is, the angle between the axis of the dipole and the line joining the

centres of the two species. The effect of the charge-dipole interaction is to increase

the rate of ‘capture’, especially at low temperatures [12]. The adaptation of these

models to reactive collisions between ions and neutral molecules will be dealt with

in more detail in Chap. 3.

When the two collision partners are electrically neutral, the long-range mutual

attraction is much weaker. In addition to dispersion forces, responsible for the �
RAB

�6 term in the expression for the long-range potential, it is generally necessary to

include a number of other contributions arising from the asymmetric distribution of

electrical charge in the two species, to the long-range potential [19]. These include:

dipole-dipole, dipole-quadrupole, dipole-induced dipole interactions. The strength

of these attractions depends not only on the separation between the molecules but

also on their orientation with respect to one another. A version of transition state

theory [21, 22] suitable for estimating the rate coefficients for neutral-neutral

‘barrierless’ reactions has been described [23]. This method calculates contributions

to the reactivity for collisions with specified collision energy and total angular

momentum and averaging over the various possible orientations is included to

allow for the angular dependence of the long-range intermolecular potential. It has

been applied, with fair success, to reactions between pairs of free radicals, for which

it is difficult to determine rate coefficients experimentally, especially at low

temperatures.

Amongst the strongest intermolecular attractive forces are those between ions

and polar molecules. They play an important role in the solution of salts in water

[2, Sect. 5.7]; for example:

NaCl sð Þ þ water! Naþ aqð Þ þ Cl� aqð Þ: (1.10)

The enthalpy change associated with this process can be estimated by

constructing a thermochemical cycle and well-known values of the enthalpies

associated with processes such as: (1) the formation of dissolved NaCl from Na(s)

and ½Cl2(g), (2) the sublimation of Na(s), (3) the ionisation of Na(g), (4) the

dissociation of ½Cl2(g), (5) the capture of an electron by Cl(g). The conclusion is

that the enthalpy of hydration; that is, the enthalpy associated with

Naþ gð Þ þ Cl� gð Þ ! Naþ aqð Þ þ Cl� aqð Þ (1.11)
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is �783.4 kJ mol�1. This is a measure of the strong ion-dipole interactions between

one mole of the two ions with the water molecules that form hydration spheres

around them. The large, negative, value of the enthalpy of hydration plays the

predominant part in determining the high solubility of salts in water. Strictly, of

course, it is also necessary to consider the entropy of hydration, since it is the Gibbs

energy change that occurs on dissolving a salt which determines the equilibrium

constant for (1.10) (see (1.20), below) and hence the solubility of the salt.

In general, the entropy of hydration of gaseous ions is negative, reflecting the

ordering of the water molecules around the dissolved ions when hydration occurs.

At the other extreme from the dissolution of salts in water, we can consider the

creation of ideal solutions or mixtures. In these cases, the enthalpy of mixing is zero

(or, in reality, close to zero) and it is the increase in entropy which thermodynami-

cally drives the mixing process. The paradigm for ideal solutions is a mixture of two

closely related compounds, say benzene and toluene. The intermolecular forces

between benzene-benzene, toluene-toluene, and benzene-toluene pairs are very

similar, so that there is no net change in the strength of the interactions as these

two liquids are mixed and hence the enthalpy of mixing is very small. One result of

this is that the partial vapour pressures of the two components are proportional to

their mole fraction in the mixture (Raoult’s Law) and it can be shown that the

change in Gibbs energy results entirely from the positive change in entropy that

occurs on mixing.

An important and interesting class of solutes are those classed as amphiphilic,
meaning they contain both hydrophobic groups (often referred to as their tails) and

hydrophilic groups (their heads). The hydrophobic tail is often a large alkyl group,

whereas the hydrophilic head might be ionised or strongly polar. The balance

between the water-hating and water-loving properties of parts of these molecules

will depend, inter alia, on the length of the hydrocarbon tail, and the strength of

the interaction between the head and the solvent water molecules. Amongst these

molecules are soaps and surfactants which accumulate at an interface between, for

example, oil and water phases. Where there is only the water solvent available, at a

sufficient concentration (the critical micelle concentration) and temperature (the

Krafft temperature), soap molecules can aggregate to form micelles, which are

clusters ofmolecules containing ca. 100–1,000molecules, in which the hydrophobic

tails are in the centre of the micelles and the hydrophilic heads are on the periphery.

With still longer hydrophilic tails, surfactant molecules, such as the carboxylic acid,

CH3(CH2)16COOH (stearic acid), congregate at the surface of water with their

hydrophilic heads within the water and the tails sticking out of the water. Such

films lower the surface tension of the solute and demonstrate behaviour, in two

dimensions, that is analogous to that of real gases in three dimensions.

In addition to forming micelles, amphiphiles can also form double layers or

membranes, in which the hydrophobic tails in each component of the layer point

towards one another and intermingle whilst the hydrophilic heads point outwards

into the water or aqueous solution on either side of the membrane. In lipid bilayers,

which are important in biology (see Chap. 9), the constituent molecule can be a
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phospholipid, such as phosphatidic acid, which has a negatively charged phosphate

head and two long hydrocarbon tails.

Earlier in this section, I contrasted the interaction energies for a chemical bond

with the much smaller energies associated with the intermolecular forces arising

from dispersion forces and the non-symmetric charge distributions in a pair of

interacting molecules. Of intermediate strength is the hydrogen bond. A hydrogen

bond arises between a proton donor, say X�H, and a proton acceptor, Y, where X

and Y are electronegative atoms such as F or O. Generally, as in the water dimer,

there is a strong directional attraction of the X � H bond to an electron-rich region

on Y. The strength of such bonds varies widely but 30 kJ mol�1 is a sensible upper
limit to normal hydrogen bonds. Hydrogen bonds can form between molecules

when X � H and Y are in different molecules and an intermolecular hydrogen

bond forms, or within a single molecule; that is, intramolecular hydrogen bonds can

form. Because the strengths of hydrogen bonds are comparable with thermal

energies at room temperature (where RT � 2.5 kJ mol�1), the bonds can make

and break relatively easily under ambient conditions. As a result they are of prime

importance in biology, not least in binding single strands of DNA into the double

helix.

One simple piece of evidence for hydrogen bonding comes from a comparison of

the boiling points of a range of hydride compounds. The boiling points of the

hydrides of the group 14 (see Table 1.1) elements (i.e., CH4, SiH4, GeH4 and

SnH4), in which hydrogen bonding is not possible, rise monotonically as one should

expect – reflecting the increase in molar mass and polarisability. However, for the

hydrides of groups 15, 16 and 17, the boiling points for the lightest compounds are

anomalously high – a result that is attributed to the existence of intermolecular

hydrogen bonding.

Much has been learnt about hydrogen bonding from the application of rotational

and vibrational spectroscopy [24, 25] to small, hydrogen-bonded, clusters formed in

the super-cold environment of molecular jets. In the case of water, accurate

structural information has been obtained on the clusters (H2O)n from the dimer

(n ¼ 2) to the hexamer (n ¼ 6) and theoretical calculations have been performed

[20] that agree well with the experimental observations [26]. However, it is not easy

to transfer what has been learnt from these studies to the structure of liquid water

where hydrogen bonding is doubtless responsible for its unusual, indeed unique,

properties. Water is so important, as a solvent and as a participant in biology, that it

is the subject of Chap. 6. Here, I note that the temperature range in which it is liquid,

(273.15–373.15 K under a pressure of 1 bar), and therefore available as solvent to

accommodate and promote chemical and biological processes, is rather narrow.

This has led, in astrobiology, to the concept of a habitable zone or Goldilocks zone:

that being the range of distances from a star where an Earth-like planet can maintain

liquid water on its surface, that being a prerequisite for life – or, at least, life as we

know it.
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1.5 Chemical Reactions: Thermodynamics and Kinetics

[1, Chaps. 2, 3, 21, and 22; 2, Chaps. 3, 4, 6, and 9; 22]

Chemical models of the interstellar medium (see Chap. 4) contain ca. 4,500 gas-

phase reactions. The vast majority of these are bimolecular reactions; that is, they

occur as the result of binary collisions between, for example, an ion and a neutral

species, two neutral species, and ions or molecules with electrons. The rate of such

elementary processes, expressed in terms of the change in concentration with time

(t) of the reactant or product species, is proportional to the product of the

concentrations of the two reactants. If the reactants are represented by A and B

and the products by C and D, the reaction is:

Aþ B ¼ Cþ D (1.12)

and, for the rate of the reaction, we can write:

�d A½ �=dt ¼ �d B½ �=dt ¼ þd C½ �=dt ¼ þd D½ �=dt ¼ kf ðTÞ A½ � B½ � (1.13)

Here, the square brackets denote concentrations in units of molecule cm�3, or
simply cm�3, so that kf (T), the rate constant or rate coefficient for the ‘forward’

reaction between A and B,4 has units of cm3 molecule�1 s�1, or cm3 s�1, and (T) is
included to emphasise that rate coefficients generally depend on temperature.

Chemical reactions proceed towards equilibrium, when there is no further net

chemical change. At this point, ‘reactants’ and ‘products’ will still be present and,

at a microscopic level, reactants will continue to form products and products to

form reactants, but the rates of these processes have become equal. For the reaction

represented by (1.12), this equality can be represented by the equation:

kf ðTÞ A½ �e B½ �e ¼ krðTÞ C½ �e D½ �e (1.14)

Here, kf(T)[A]e[B]e and kr(T)[C]e[D]e are the equal rates of the forward and

reverse reaction. The symbols [A]e, [B]e, [C]e and [D]e are the concentrations of the

species at equilibrium. The equilibrium constant can be expressed, in terms of the

concentrations at equilibrium, as:

KcðTÞ ¼ ½C�e½D�e½A�e½B�e
(1.15)

Combining (1.14) and (1.15) shows that Kc(T) is the ratio of the rate coefficients
for the forward and reverse reactions:

4 By convention, the ‘forward’ reaction is that proceeding from left to right in the chemical

equation, and the ‘reverse’ reaction is that proceeding from right to left.
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KcðTÞ ¼ kf ðTÞ=krðTÞ (1.16)

The application of thermodynamics to chemical reactions enables equilibrium

constants to be calculated from a knowledge of the macroscopic thermal, or

microscopic molecular, properties of the reactants (A and B) and the products

(C and D). Using statistical thermodynamics [20], the equilibrium constant for a

reaction involving gas-phase species, can be expressed, in terms of the per unit

volume partition functions, (qi/V), for the reactants and products, by

KcðTÞ ¼ ðqC=VÞðqD=VÞðqA=VÞðqB=VÞ
expð�DE0=kBTÞ (1.17)

DE0 is the difference between the energies of the zero-point energy levels
5 in the

products and in the reactants. If the sum of the zero-point energies for C and D is

lower than the sum of the zero-point energies for A and B, DE0 is negative (the

reaction is exoergic) and Kc(T) is greater than one: frequently very much greater

than one since �DE0 is often 	kBT. This is true for many reactions that occur in

the very low temperature (T � 10 K) cold cores of dense interstellar clouds. As a

result, in modelling the chemistry in these environments, it is generally only

necessary to include reactions proceeding in an exoergic direction. Interesting

exceptions to this rule are those reactions where isotope exchange is involved

[21]; for example:

Hþ3 þ HD ¼ H2D
þ þ H2 (1.18)

In such cases, the values of �DE0 and Kc are determined by the difference

between the sums of the zero-point energies for the products and reactants. For

reaction (1.18), (�DE0/kB) is equal to ca. 187 K. Although this is small relative to

the same quantity for most chemical reactions, it is nevertheless much larger than

the temperature in the cold regions of dense interstellar clouds where many

molecules are found. Consequently, the observed fractions of many deuterated

molecules are far larger than would be expected simply on the basis of the cosmic

abundance of deuterium relative to hydrogen.

In classical thermodynamics, as distinct from statistical thermodynamics, the

equilibrium constant for a reaction involving only gas-phase species is expressed in

terms of the ‘reduced’ partial pressures of the reactants and products at equilibrium;

that is, the partial pressures divided by the standard pressure (po), which is 1 bar. In
these terms, the equilibrium constant can be expressed as;

5 Associated with each vibration in a molecule, there is ‘zero-point energy’ corresponding approx-

imately to ½hv where v is the frequency of the vibration. Consequently, as shown in Fig. 1.2, the

lowest vibrational energy level with the quantum number v ¼ 0, has an energy ½hv above the

minimum of the potential energy curve.
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KðTÞ ¼ ðpe;C=p
oÞðpe;D=poÞ

ðpe;A=poÞðpe;B=poÞ
(1.19)

It should be noted that K(T) will always be dimensionless, even when there are

unequal numbers of products and reactants in the balanced chemical equation. For

the elementary reaction, of the type represented by (1.12), Kc(T) will not only be

dimensionless but will also have the same numerical value as K(T).
Classical thermodynamics relates the equilibrium constant, K(T), to the standard

Gibbs energy for the reaction, DrG
o, by the equation:

RT lnKðTÞ ¼ �DrG
o (1.20)

When DrG
o is negative the reaction is said to be exoergonic and K(T) is greater

than 1, frequently much greater than 1, and when DrG
o is positive the reaction is

said to be endoergonic and K(T) is less than 1. Using the Gibbs-Helmholtz equation

that relates Gibbs energy to enthalpy and entropy, we can write:

ln KðTÞ ¼ �DrH
o=RT þ DrS

o=R (1.21)

In these equations, the sign Dr denotes the difference between the sum of the

specified thermodynamic quantity for the products and that for the reactants, the

superscript o denoting that the species are in their thermodynamic standard state, for

gases 1 bar. These quantities can be derived from ‘thermal measurements’: that is,

measurements of heats evolved for particular reactions, molar specific heats and

latent heats. Such quantities can be determined (and then tabulated) for relatively

stable species. When �DrH
o 	 RT, the value of the first term on the right-hand-

side of (1.21) is likely to dominate the second term, and K(T) for such strongly

exothermic reactions can be huge, meaning that kf(T)	 kr(T).
Although thermodynamics has its uses in respect of astrochemistry, it is clear

that the abundances of interstellar molecules are not determined by thermodynam-

ics but rather by kinetics [27]. The relatively large observed abundances of free

radicals and unsaturated hydrocarbon molecules clearly support this statement. It is

useful to start a discussion of kinetics by recalling (1.16), writing it in logarithmic

form, and then differentiating that equation with respect to (1/RT):

ln KcðTÞ ¼ ln kf ðTÞ � ln krðTÞ (1.22)

d ln KcðTÞ=d 1=RTð Þ ¼ d ln kf ðTÞ=d 1=RTð Þ � dln krðTÞ=d 1=RTð Þ (1.23)

The Van’t Hoff equation expresses how Kc(T) depends on temperature; that is:

d lnKcðTÞ=d 1=RTð Þ ¼ DrU
o=RT2 (1.24)
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Van’t Hoff then argued that the individual rate coefficients, kf (T) and kr (T), are
influenced by temperature by two different energies, Ef and Er, whose difference is

DrU
o, so that (1.20) becomes [28]:

DrU
o=RT2 ¼ Ef =RT

2 � Ef =RT
2 (1.25)

Van’t Hoff recognized that generally DrU
o depends on temperature and

therefore the energies Ef and Er may also be temperature-independent: if they are

not, then Ef and Er correspond to the activation energies (Eact) for the forward and

reverse reactions and the rate coefficients vary with temperature according to what

is usually designated as the Arrhenius equation:

kðTÞ ¼ A expð�Eact=RTÞ (1.26)

Extending van’t Hoff’s argument, one can combine (1.20) and (1.22) to derive

an equation which relates the rate coefficients to changes in Gibbs energy:

ln kf ðTÞ � ln krðTÞ ¼ �DrGc
o=RT ¼ �Df Gact;c

o=RT þ DrGact;c
o=RT (1.27)

indicating that the rate coefficients for the forward and reverse reactions depend on

the Gibbs energies of activation – therefore involving entropic, as well as enthalpic,

factors. This argument leads to the definition of the transition state for a reaction

being the point along the pathway leading from reactants to products where the free

energy has its maximum value. The relationship between �DrGc
o, DfGact,c

o, and

DrGact,c
o is illustrated in Fig. 1.5.

It was apparently a student of Van’t Hoff, D. M. Kooij, who first allowed for the

temperature-dependence of DrU
o, Ef and Er by proposing a modified form of (1.26):

kðTÞ ¼ A0Tmexpð�E0act=RTÞ (1.28)

This equation and slight variants of it are frequently referred to as the modified

Arrhenius equation and sometimes as the Kooij equation, and are often used to

express the temperature dependence of the rate coefficients in kinetic databases

compiled for use in modelling atmospheric, combustion and astrochemical

environments. For example, in KIDA (a Kinetic Database for Astrochemistry

[29]), rate coefficients and their temperature dependences are expressed by the

equation:

kðTÞ ¼ a T=300ð Þbexpð�g=TÞ (1.29)

For many reactions between free radicals and neutral saturated molecules, k(T)
increases with temperature and b and g in (1.29) both have positive values. The

reactions between CN and H2 and C2H and H2, that is

CNþ H2 ! HCNþ H (1.30)
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C2Hþ H2 ! HCCHþ H; (1.31)

provide examples [30]. For reaction (1.30), b ¼ 2.60 and g ¼ 960 K, and for (1.31)

b ¼ 2.32 and g ¼ 444 K. The rate coefficients for these reactions are very small at

low temperatures and they cannot play a role in the colder environments in the

interstellar medium.

On the other hand, the rate coefficients for a number of reactions between

strongly electronegative radicals (like CN) and unsaturated molecules increase as

the temperature is lowered below 300 K [31]. For these reactions and those between

two free radicals, it seems that there is no energy barrier preventing facile formation

of a reactive intermediate which then decomposes to the final products. The values

of the rate coefficients for such ‘barrier-less’ reactions are sometimes determined

by ‘capture’; that is, the bringing together of the reactants under the influence of

long-range forces [see above, Sect. 1.4]. As discussed in Chap. 3, this is the

mechanism for most reactions between ions and neutral molecules.

Up to this point, I have emphasised the application of thermodynamics to systems

in the gas-phase. In solution, particularly in aqueous solutions where so much of

biology occurs, the description of thermodynamic behaviour has to undergo some

changes [1, Chap. 5; 2, Chaps. 5, 6 and 7]. In particular, it is impossible to apply

statistical thermodynamics, an alternative definition of ‘standard state’ must be

employed, and because the values of DfH
o and So (and hence DfG

o) cannot be

determined using the thermal properties of the species, they are relative, rather
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Fig. 1.5 Variation of Gibbs energy along the path for reaction, showing the relationship between

the standard Gibbs energy for a reaction and the Gibbs energies of activation for the forward and

reverse reactions
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than absolute. In practice, the standard state is usually defined as that at unit activity,
where activities can be thought of as concentrations corrected for non-ideal

behaviour; that is departures from Henry’s Law and Raoult’s Law. The values of

DfH
o, So and DfG

o are evaluated relative to the same quantities for aqueous H+ ions

at unit activity; to put it another way, these three quantities are set equal to zero for

aqueous H+ ions, and the values for any other aqueous ion are found from

measurements on reactions in which that ion and H+(aq) play a role.

These measurements are frequently made using electrochemical methods. The

relationship between the Gibbs energy for the reaction (DrG) in an electrochemical

cell and the potential (E) of the cell measured when no current is being withdrawn is

� v F E ¼ DrG (1.32)

The quantity F is the Faraday constant and has the value 96,485 C mol�1. The
cell reaction can be written as the difference between the reactions at the right-hand

and left-hand electrodes. Thus for the well-known Daniell cell, Cu2+ ions are

reduced at the right-hand electrode (the cathode):

Cu2þ aqð Þ þ 2e� ! Cu sð Þ (1.33)

and, at the left-hand electrode (the anode), Zn2+ ions are oxidised:

Zn2þ aqð Þ þ 2e�  Zn sð Þ (1.34)

so that the overall cell reaction is:

Cu2þ aqð Þ þ Zn! Cu sð Þ þ Zn2þ aqð Þ: (1.35)

The integer n in (1.29) refers to the number of electrons included in the equations

representing the reduction and oxidation processes; that is, 2 in (1.33) and (1.34).

E is, of course, independent of the choice of n but DrG, an extensive quantity, does
depend on it.

If E is evaluated with all the constituents in their standard states, then (1.32)

yields DrG
o, the standard Gibbs energy for the cell reaction, so that combining

(1.20) and (1.32):

RT lnK ¼ nFEo (1.36)

When the left-hand electrode in an electrochemical cell is a hydrogen electrode,

where the reaction is

Hþ aqð Þ þ e� ! 1=2H2 gð Þ (1.37)
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The value of E measured under, or interpolated to, standard conditions, that is

Eo, corresponds to the standard electrode potential for the right-hand electrode.

(1.36) can be used to find the standard Gibbs energy change for the reaction

occurring at this electrode, and measurements of how E varies with temperature

yield values of DrH
o and DrS

o. The value of Eo for any other cell can be calculated

from the difference of the standard electrode potentials for the two electrodes.

The substances taking part in the ‘half-reaction’ at an electrode are frequently

referred to as a redox couple and can generally be written as:

Oxþ ne� ! Red (1.38)

In compilations of standard electrode potentials, it is usual to write the half-

reactions in this way; that is with electrons on the left-hand side. For the processes

represented by (1.33) and (1.34), the standard electrode potentials at 298 K are

0.34 V and �0.78 V, so that Eo for the cell is 1.10 V and DrG
o for the overall

reaction written in (1.35) is �101.1 kJ mol�1.
The conventional standard state for aqueous hydrogen ion (unit activity,

pH ¼ 0) corresponds to very strongly acidic conditions and is inappropriate to

normal biological conditions. Therefore, in biochemistry it is common to adopt

pH ¼ 7, that is a hydrogen ion activity of 10�7, as the standard state. This

difference between the definitions of the standard state is only important when a

reaction involves H+(aq) ions, as in:

Aþ nHþ aqð Þ ! P (1.39)

Of course, such reactions are important in biochemical systems. The difference

in the standard free energy of reaction using the biological standard state of

a ¼ 10�7 and the usual chemical one of a ¼ 1 is n RT ln 10�7, which amounts

to �39.93 kJ mol�1 for v ¼ 1 and T ¼ 298 K. This type of reaction is more

spontaneous (has a higher negative value of the standard Gibbs energy) at pH

0 than at pH 7. An example of such a reaction is the interconversion of the reduced

and oxidised forms of nicotinamide adenine dinucleotide (NADH and NAD+),

which is a co-enzyme (see Sect. 1.6) found in all living cells [2, Chap. 6],

NADHþ Hþ ! NADþ þ H2 (1.40)

For the oxidation of NADH to NAD+, the change in standard Gibbs energy using

pH ¼ 0 as the standard state is �21.8 kJ mol�1 but is + 18.1 kJ mol�1 for pH 7.

In biochemistry, a main function of NAD+ is its involvement in electron transfer

reactions. Thus, the conversion of NADH to NAD+ releases two electrons that can

then be used to reduce O2 to water:

NADþ þ Hþ þ 2e� ! NADH (1.41)
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1=2O2 þ 2Hþ þ 2e� ! H2O (1.42)

The redox potentials for these two steps (referred to the biological standard state)

are �0.32 V and 0.816 V, respectively; so that overall for

NADHþ Hþ þ 1=2O2 ! NADþ þ H2O (1.43)

the change in standard Gibbs energy is �219 kJ mol�1. In other words, reaction

(1.43) is strongly exoergonic.

It is important to appreciate that endoergonic reactions can play a role in

biochemical systems when they are coupled to exoergonic reactions so that the

change in Gibbs energy for the overall process is negative. Many important bio-

chemical processes involve a complex sequence of such reactions. The exoergonic

reaction is frequently the hydrolysis of ATP (adenosine 5’-triphosphate) to ADP+

(adenosine 5’-diphosphate) + HPO4
2� and the coupled reactions are catalysed by

enzymes (see Sect. 1.6).

Just as in the gas-phase, thermodynamics tells only part of the story in respect of

reactions in solution: kinetics also plays its part. An important additional consider-

ation is that, in solution, if a bimolecular reaction is intrinsically fast as, for example,

in acid–base neutralisation, the rate-determining process can be the diffusion of the

reactants through the solvent before they encounter one another. If the reaction

occurs every time the reactants (say, A and B) meet and they are assumed to be

spheres with radii rA and rB, it can be shown that the rate coefficient (kD) for the
diffusion-controlled reaction is given by:

kD ¼ 4pNA rA þ rBð Þ DA þ DBð Þ (1.44)

where NA is the Avogadro constant and DA and DB are the diffusion coefficients of

A and B. If Stoke’s law is assumed to govern the diffusion of the reactants and they

are also assumed to be the same size, the expression for the rate coefficient reduces

to

kD ¼ 8RT=3� (1.45)

where � is the coefficient of viscosity of the solvent.

1.6 Surfaces, Interfaces and Catalysis

Much interesting chemistry, and biology, occurs not in a single phase (gas, liquid or

solid) but at a surface or an interface between phases [1, Chap. 23; 2, Chap. 10]. The

term ‘surface’ is generally used when one of the phases is gaseous, the other liquid

or solid; whereas ‘interface’ is generally used for the boundary between two
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condensed phases; for example, two solutions. I begin by considering some aspects

of surface chemistry, which are relevant, inter alia, to the chemistry that might

occur on the dust grains that are found in those cold dark regions of the interstellar

medium that are richest in molecules.

Whenmolecules cling to the surface of a solid, we speak of adsorption. It is useful

to begin by distinguishing two kinds of adsorption according to the strength of the

attraction between the adsorbed molecules and the solid surface. If the interaction is

weak, arising from van der Waals forces (see Sect. 1.4), it is customary to speak of

physical adsorption or physisorption. The enthalpy change when a molecule is

physisorbed is comparable to the enthalpy of condensation of the molecule and is

typically ca. 20 kJ mol�1. Physisorbed molecules retain their integrity – that is, no

bonds are broken – and they are likely to be quite mobile on the surface.

By contrast, in chemical adsorption or chemisorption, the molecules are bound

to the surface by forming a chemical bond and the magnitude of the enthalpy of

adsorption will be much larger than in physisorption, of the order of the strength of

a chemical bond; ca. 200 kJ mol�1. In general, and again in contrast to the situation
for physisorption, chemisorption is ‘activated’: that is, the rate at which molecules

are chemisorbed will increase with increasing temperature. Because new bonds are

created in chemisorption, the bonds within the adsorbed molecules are generally

weakened, with the result that chemisorption can lower the activation energy for

certain chemical reactions. Hence chemisorption can create the conditions neces-

sary for the heterogeneous catalysis of chemical reactions and this is important in a

number of industrial processes. The classic example of heterogeneous catalysis is

the Haber-Bosch process for the production of ammonia from nitrogen and

hydrogen:

N2 gð Þ þ 3H2 gð Þ þ catalyst! 2 NH3 gð Þ þ catalyst (1.46)

The catalyst6 is usually of iron promoted with K2O, CaO and Al2O3. The

physical conditions (150–250 bar pressure and a temperature between 300 �C and

550 �C) are chosen to strike a balance between maximising both the yield of NH3

(thermodynamics) and the rate of production of NH3 (kinetics).

The operating conditions for the Haber-Bosch process are far from the physical

conditions in those regions in the interstellar medium where the majority of

molecules are found. On the other hand, the low temperatures in cold, dark

molecular clouds do ‘encourage’ the occurrence of physisorption, and it is also

necessary to recognise that many of the species that may be physisorbed are

unsaturated molecules or radicals for which low energy reaction pathways may

exist on dust grains.

6 A catalyst accelerates the rate of reaction without changing the position of equilibrium and

without itself being changed during the course of reaction. As the equilibrium constant is not

changed, it means that any catalyst must accelerate the rates of forward and reverse reactions in

equal proportions. The changes in rate occur because the catalyst lowers the Gibbs energies of

activation for the forward and reverse reactions.
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In surface chemistry, adsorption isotherms describe the equilibrium situation.

However, just as in the consideration of the gas-phase chemistry in the interstellar

medium, it is the kinetics of surface processes which are more relevant. Two

mechanisms for surface-catalysed reactions can be distinguished and are illustrated

by the cartoons in Fig. 1.6. In the Eley-Rideal mechanism, it is assumed that

reaction occurs when a species (say, A) from the gas-phase impacts on a species

(say, B) that is adsorbed on the surface. At significant surface coverage, the rate of

reaction will be proportional to the product of the fraction of the surface covered in

B (yB) and the pressure (pA) of the species A, which will be proportional to the rate

of collisions of A with unit area of the solid surface. An alternative picture is

encapsulated in the Langmuir-Hinshelwood mechanism. Here it is assumed that

reaction occurs in encounters between species both of which are adsorbed on the

surface. Then the rate of reaction will be proportional to the product of the fractions

of the surface covered by A and by B; that is proportional to yAyB.
The role of surface-catalysed reactions in determining the abundances of

molecules observed in the interstellar gas remains a topic of intense research (see

Chap. 4). It is accepted that in cold, dark interstellar clouds the recombination of

hydrogen atoms to form H2 occurs on the surface of dust grains, causing H2 to be

the dominant form of hydrogen in these regions of the interstellar medium. In this

process, the surface serves to stabilise the freshly made molecules by removing at

least some of the energy that is released when the chemical bond forms. In the

interstellar medium, even in dense clouds, the gas density is far too low for this

mediating influence to be provided in ‘three-body collisions’ in the gas-phase.

Because of its high vapour pressure, even at the very low temperatures in these

environments, H2 formed on surfaces can escape into the gas-phase. It is less clear if

other molecules that are formed on dust grains can similarly escape from grains in

the cold cores of interstellar clouds, or if they only escape either as the clouds warm

a bFig. 1.6 Cartoons illustrating

the (a) Eley-Rideal and

(b) Langmuir-Hinshelwood

mechanisms for reactions

at surfaces
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up under the influence of gravitational collapse or as a result of heating by shocks. It

is possible that newly formed molecules can utilise the energy released as they form

to overcome the energy binding them to the surface and hence escape into the gas-

phase. Chemical models of interstellar clouds, which incorporate surface chemistry

as well as the freezing-out of molecules when they strike the cold surfaces of dust

grains, have now been developed and they are considered in Chap. 4.

Heterogeneous catalysis is one of the three main categories of catalysis, the

others being homogeneous catalysis and enzymatic catalysis. The study of homo-

geneous catalysis, particularly acid–base catalysis, has a venerable history starting

with Kirchhoff’s studies of the conversion of starch to glucose two centuries ago

and it is important in organic chemistry and biochemistry. The word ‘homoge-

neous’ implies that the reactants and catalyst are all in the same phase, most

generally in aqueous solution. An example is the bromination of acetone which is

subject to catalysis by both acids and bases. In acid solutions, the rate-determining

step is the formation of the enol form:

CH3C Oð ÞCH3 þ HA! CH3C
þ OHð ÞCH3½ Þ þ A�� ! H2C ¼ C OHð ÞCH3 þ HA

(1.47)

followed by the fast bromination of the enol:

H2C ¼C OHð ÞCH3 þ Br2 ! CBrH2C
þ OHð ÞCH3½ Þ þ Br��

! CBrH2C Oð ÞCH3 þ Hþ þ Br�
(1.48)

It is interesting to note that the overall reaction generates hydrogen ions so that it

is said to be autocatalytic: that is, its rate increases as the reaction proceeds due to

the increase in the hydrogen ion concentration (a decrease in the pH of the solution)

arising from the reaction.

Clever as mankind has been in devising catalysts for boosting the industrial

production of important chemicals, enzymatic catalysis, which has evolved in

nature, is truly remarkable. Not only do enzymes hugely increase the rate of natural

processes (by factors of the order of 106–1018 [2, p. 363]) but they achieve this

effect with great selectivity; that is, the desired reaction proceeds much faster than

in the absence of the enzyme, but other closely related reactions are not accelerated

by the enzyme.

An enzyme (denoted here by E) is generally a protein which contains one or

more ‘active sites’ to which a reactant molecule can bind. In a sense, enzymatic

catalysis is intermediate between homogeneous and heterogeneous catalysis in that

the active site or sites are on the surface of the enzyme but the enzyme and reactant

molecules are in the same solution phase. In the first step of the catalysed reaction,

the reactant molecule, usually referred to as the substrate (S), binds to an active site
on the enzyme, in a process which is reversible and which generally utilises

intermolecular forces, of the kind considered in Sect. 1.4, to form an enzyme-

substrate complex (ES). As in other kinds of catalysis, the role of the enzyme is to
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reduce the free energy of activation. Consequently, the binding between the enzyme

and substrate in the transition state (ES{) must be stronger than in the initially

formed enzyme-substrate complex, and covalent bonding may be utilised to

achieve this binding. The consequent lowering in Gibbs energy of activation

compared with the uncatalysed reaction is illustrated in Fig. 1.7.

The product that is formed may itself bind to the enzyme, but not strongly, so

that reaction proceeds to the product (P) of the reaction. Symbolically, these steps

may be written:

Eþ S ¼ ES! ESz ! EP! Eþ P (1.49)

Here, the ¼ sign signifies that the first step of the reaction is reversible and

the ! s that reaction proceeds predominantly, in the forward direction, through the

transition state, ES{, and the product-enzyme complex, EP, so that the kinetics can
be treated via the simplified scheme:

Eþ S
k1

k�1
¼ ES

k2! Eþ P (1.50)

An analysis of this kinetic scheme was proposed by Michaelis and Menten and

later modified by Briggs and Haldane [2, p. 367–370]. The latter full treatment

makes use of the steady-state approximation, which states that very soon after the

start of the reaction the rate of formation of ES will be equal to its rate of loss, so

that:

k1 E½ � S½ � ¼ k�1 ES½ � þ k2 ES½ � (1.51)
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Fig. 1.7 The variation of

Gibbs energy for an enzyme-

catalysed reaction (in blue)
showing the decrease in the

Gibbs energy of activation

compared with the

uncatalysed reaction (in red)
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Recognising that the enzyme is present both as the enzyme–substrate complex,

ES, and as uncomplexed enzyme, E, the concentration of E can be written in terms

of the total enzyme concentration, [E0] ¼ [E] + [ES], so that:

k1ð E0½ � � ½ES�Þ S½ � ¼ ðk�1 þ k2Þ ES½ � (1.52)

and

½ES� ¼ k1½E0�½S�
k1½S� þ k�1 þ k2

(1.53)

The rate of reaction (v0) is clearly the rate of conversion of ES to E + P, so that it
can be written as:

v0 ¼ k2 ½ES� ¼ k2k1½E0�½S�
k1½S� þ k�1 þ k2

¼ k2½E0�½S�
½S� þ KM

(1.54)

where KM ¼ (k�1 + k2)/k1 and is generally known as the Michaelis constant. The

maximum rate of reaction (Vmax), that is achieved at high [S], is equal to k2[E0] and

KM corresponds to the concentration of substrate at which the rate of reaction half

its maximum value. In order to find the values of Vmax and KM for a particular

reaction, (1.54) is usually re-written in a form that creates a linear plot. A number of

procedures have been adopted, most commonly:

1

v0
¼ KM

Vmax½S� þ
1

Vmax

(1.55)

Finally, it is useful to note that the catalytic efficiency reaches a maximum when

the formation of the enzyme-substrate complex ES is rate-determining. This

corresponds to the situation where k2 > > k�1, so that every ES which is formed

is converted to product, none re-dissociates to E + S. However, the rate cannot

exceed the rate of the collisions of E and S, and this upper limit is determined by the

rate of diffusion in the solution. Experiments on the kinetics of enzyme-catalysed

reactions demonstrate that a number of them achieve this state of ‘catalytic perfec-

tion’ [2, p. 372].

1.7 Some Concluding Remarks

In this chapter, I have sought to introduce some of those topics in physical

chemistry which are especially relevant when considering areas of astrobiology

and astrochemistry. In the next eight chapters of this book, some of these ‘astro-

topics’ are discussed in some detail, with emphasis being placed on the physico-
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chemical principles that guide our understanding in these fields. In all of these

chapters, use will be made of some of the topics in physical chemistry that have

been introduced in the present chapter.

As stated earlier in the preface, the next three chapters deal with subjects that are

traditionally assigned to astrochemistry; that is, with the identification of molecules,

mainly small molecules, in the interstellar medium and the physical conditions in

those regions of space where they are found, and with the chemical processes which

lead to the formation and destruction of these molecules. The application of

spectroscopy, at several wavelengths, is central to the former and an understanding

of chemical kinetics – both homogeneous and heterogeneous – underpins the latter.

These subjects bring together laboratory scientists, both experimentalists and

theorists, astronomical observers, and modellers.

Spectroscopy will also be vital if and when we can search the atmospheres of

potentially habitable planets for the presence of molecules that indicate the exis-

tence of life, a topic discussed in Chap. 5. The discussion of intermolecular forces,

especially hydrogen bonding, in Sect. 1.4 serves as an introduction to Chap. 6,

which is devoted to the role in biochemical systems of a molecule, water, whose

universality on Earth might blind us to its remarkable properties. Quite a lot of this

introductory chapter has been devoted to thermodynamics. The role and importance

of thermodynamics when we consider what conditions might lead to and sustain life

are particularly brought out in some of the later chapters of this book. The forces

between dissolved species and their solvent and between molecules that are at the

boundary of solubility and therefore can form micelles and lipid bilayers were

introduced in Sect. 1.4. These species and their properties re-emerge in Chap. 9 as

does the topic of enzyme catalysis introduced in Sect. 1.6.
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Chapter 2

The Molecular Universe

Maryvonne Gerin

Abstract This chapter presents a description of the interstellar medium. It starts

with a summary of the interstellar medium structure and how the various phases are

related to each other. The emphasis is put on molecular clouds, and on their densest

regions, the dense cores, which are the birth place of stars. The evolution of matter

during the star formation process and its observable consequences, especially in

term of chemical composition is presented. The next section is dedicated to the

constituents of the interstellar medium, with separate presentations of the gas

species and the dust grains. Methods used by astronomers to derive useful informa-

tion on the structure, temperature, ionization rate of interstellar environments as

well as magnetic fields are briefly described. The last part of the chapter presents the

telescopes and their instruments used for studying the interstellar medium across

the electromagnetic spectrum.

2.1 Introduction

The formation of the first galaxies is now understood in the large scale context of

the evolution of the Universe. Starting from the first seeds evidenced as tiny

fluctuations in the Cosmic Microwave Background (CMB), the combined actions

of expansion and gravity led to the growth of large scale structures, in the form of

sheets and filaments of denser material, surrounded by large voids. Baryons

condensed in the filaments to form the first stars and galaxy embryos. The first

stages of this evolution were dominated by dark matter since the dark matter haloes

were far larger in size and mass than individual galaxies, and therefore dominated

the gravitational potential. Conversely, the last steps in the formation of galaxies

and stars within these dark matter haloes were governed by the non-linear physics
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of the visible matter. This includes the complex cooling and heating effects of

neutral and molecular gas, the action of magnetic fields on the large scale flows of

matter, as well as the important dynamical and radiative feedback effects created by

newly formed stars. Indeed as soon as a first generation of stars had been formed,

the so-called Population III stars, the interstellar medium became enriched in heavy

elements (compared to the initial composition resulting from the primordial nucle-

osynthesis shortly after the Big Bang), leading to more possibilities for cooling and

heating the gas, and an easier synthesis of molecules.

The presence of molecules in high redshift massive galaxies [1] as well as in

some absorption systems [2] is remarkable given the young age of the Universe at

such redshifts: for instance z ¼ 6 corresponds to less than 109 years after the Big

Bang while the age of the Sun and the Solar System is 4.6 � 109 years.

It demonstrates the very strong similarities of processes occurring along the

whole evolutionary path, and the need for a rather fast formation of dust grains

and molecules, at least in the most massive and densest systems. Stars contribute to

the enrichment of the interstellar medium by ejecting matter outside of their

envelope. This stellar matter, composed both of molecular gas and dust grains,

contains the elements synthesized in the stellar core that are transported to the

stellar surface and envelope by strong convective motions. In astrophysics, the term

‘heavy elements’ refers to those elements heavier than boron, which are only

synthesized in stars. Therefore they include carbon, oxygen, and nitrogen for

instance.

2.2 The Life Cycle Interstellar Medium

2.2.1 Phases of the Interstellar Medium

In the Milky Way, the interstellar medium has distinct phases that result from the

interplay of radiation, large scale flows, magnetic fields and turbulence in the gas.

Those phases are close to pressure equilibrium, with a median pressure1 of

p~3,500 K cm�3, which implies that the hottest phases have the lowest average

particle densities. Table 2.1, adapted from Draine [3] presents the properties of the

main interstellar phases.

The structure of the interstellar medium phases, and especially how they are

spatially organized, is not fully elucidated. Large scale surveys of tracers of the

neutral, ionized and coronal gas have led to determination of the global filling

factors, and of the average physical conditions as listed in Table 2.1. The coronal

gas, with temperatures in excess of 105 K is mostly formed by the bubbles created in

1 It is customary to quote interstellar pressures as the product of the temperature and particle

density, since the equation of state of ideal gas applies to these very dilute media (PV ¼ nRT).
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supernovae explosions and other energetic events. Because of its extreme tempera-

ture, this component represents a small fraction of the mass, but fills a significant

fraction of the Galaxy volume. Most of the mass of ionized gas resides in the Warm

Ionized Medium (WIM), a widely distributed component of the interstellar gas.

This medium is kept ionized by the combined ionizing radiations of the massive

stars of stellar types O and B, and to a lesser degree from other stellar populations

such as white dwarfs.

Dynamical models (e.g. [4, 5]) have been constructed to study the formation of

these phases and their interplay. The whole pattern is dynamical, with supernovae

explosions and stellar winds from massive stars creating bubbles of hot gas

expanding through the diffuse medium, accompanied by large scale motions and

shock waves.

2.3 The Structure of the Neutral Interstellar Gas

While the warm ionized phases occupy most of the volume of the galaxy, they

correspond to a relatively small fraction of the total mass. For star formation as well

as for understanding molecular complexity, it is natural to focus on the phases

where the hydrogen is in neutral form, either atomic or molecular.

Large scale surveys have established the overall spatial distribution and structure

of these phases. The neutral atomic gas can exist in two stable phases, called the

Warm Neutral Medium (WNM) and the Cold Neutral Medium (CNM) following

the pioneering work of Field et al. [6]. These phases are roughly in pressure

equilibrium with a median pressure of ~3,500 K cm�3 [7]. Observations of the

HI hyperfine transition at 21 cm have confirmed the presence of these stable phases

[8], but have also revealed that a significant fraction of the gas resides in the

thermally unstable region of the pressure/density diagram. As for the ionized

phases, it appears that the neutral gas is not in a static equilibrium, and continuously

evolves from one phase to the other. Audit and Hennebelle [9] among others have

performed extensive simulations of the dynamics of such a bistable medium.

In the cold neutral medium, hydrogen is not uniquely present in atomic form.

Indeed, molecular hydrogen, together with other molecules with a small fractional

Table 2.1 Summary of interstellar phases (Adapted from Draine [3])

Phase T/K n/cm�3 Volume (%) Mass (%)

Coronal gas 105.5–107 0.004 50 <1

Warm ionized medium �104 0.3 10 23

Warm neutral medium �5,000 0.6 40 36

Cold neutral medium 40–100 �30 1 24

Diffuse molecular gas 30–100 30–300 0.1 0.17

Dense molecular cores 6–50 103–106 0.01 <0.05

HII regions 104 102–104 0.01 <0.01
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abundance (of the order of 10�8) are known to be present in the diffuse gas. The

fraction of hydrogen in molecular form, f(H2) ¼ 2N(H2)/(N(HI) þ 2 N(H2)) varies

from less than 10% in low extinction regions (AV � 0.1 mag), up to nearly 100% in

translucent gas with extinctions of a few magnitudes [10].

The overall structure of the diffuse neutral gas therefore appears to be governed

by the interplay of radiation, turbulence and magnetic fields, with its specific

equation of state. The structure of this diffuse gas is best studied by the HI 21 cm

emission, and by the far infrared and sub-millimetre dust emission between 100 and

900 mm. The typical temperature of dust grains in these regions is 18 K, hence they

radiate mostly at far infrared wavelengths. The IRAS satellite, followed by more

powerful space missions (ISO, Spitzer, Herschel), have produced sensitive and

large scale images of the dust thermal radiation at far infrared wavelengths, leading

to a good statistical characterization of the structure. It is remarkable that the

structure follows the same statistical properties from spatial scales of 8� down to

3000 (�15 to �0.015 pc, where one parsec (pc) corresponds to 3.08 � 1016 m or

about 3.26 light years) in the Polaris diffuse cloud [11]. Large scale flows induced

by dynamical events, combined with turbulence, stir the gas and induce local

compressions where cold neutral medium cloudlets can form. Numerical

simulations have been performed to study the formation and evolution of the atomic

gas (e.g. [9]). The simulated structures share many statistical properties with the

interstellar gas, demonstrating that the main physical ingredients are well captured

by such simulations.

Gravity becomes important in understanding the formation of more massive

structures, the molecular clouds. Indeed, giant molecular clouds (GMCs) are the

most massive structures in the Galaxy, with masses up to 107 MJ. The giant

molecular clouds are located at the upper end of the hierarchical organization of

molecular clouds, and follow the same scaling laws, with their mass (M) varying

approximately as the square of their radius (R), and their internal velocity disper-

sion (s) as the square root of their radius [12]. These scaling laws can be understood
as revealing the interplay of the main acting forces, gravity, turbulence and mag-

netic fields. Indeed, for a system in virial equilibrium it is expected that the

gravitational energy (scaling as G M2/R) is balanced by the kinetic energy (scaling

asMs2), which leads to the near constancy of the factor Ms2/R. These scaling laws
are reminiscent of the scaling laws for incompressible turbulence, that relate the

scale size l and the local velocity dispersion at this scale dv as l ~ dva. The exponent
a that depends on the properties of turbulence is expected to be 1/3 for incompress-

ible turbulence as first predicted by Kolmogorov [13]. In the interstellar medium,

the scaling deviates from pure incompressible turbulence behaviour, as expected

from the more complex nature of the interstellar medium (see [14] for a recent

introduction).
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2.3.1 Dense Interstellar Cores

2.3.1.1 Low Mass Cores

While the mean density remains moderate in the diffuse interstellar medium and in

molecular clouds, with typical figures ranging between 100 and 1,000 cm�3, high

density regions, i.e. regions with densities larger than 104 cm�3 exist, but they

occupy a small fraction of the total volume (Table 2.1). Such high density regions

are called “dense cores”, since they have specific properties compared to the diffuse

and medium density medium: in addition to their higher density, they are associated

with larger total gas column densities, smaller velocity dispersions, and, before

stars form, cooler temperatures than their surrounding medium.

The excellent imaging capabilities of the Herschel space telescope have

revealed, with unprecedented detail, the structure of molecular clouds and the

regions where dense cores are formed. It is now clear that dense cores form within

the ubiquitous filamentary structure of interstellar clouds, as localized density and

column density maxima. There is a threshold in gas column density for dense core

formation, estimated to be at extinctions of seven magnitudes from the analysis of

either deep extinction images [15] or dust sub-millimetre emission maps [16]. With

such a threshold, the dense cores will be commonly well shielded from the far ultra

violet (FUV) radiation, with some exceptions in massive star forming regions or in

photodissociation regions (PDRs) where dense molecular gas becomes directly

exposed to FUV radiation.

It is now well established that dense cores are the birthplaces of stars. Most cores

have relatively low masses, comparable or slightly larger than the mass of the sun,

and will be able to form low mass stars like the sun only. The dense cores localized

in the nearby molecular clouds such as the Taurus and Perseus complexes have

been identified and catalogued through extensive surveys in the last decades. Dense

cores are cold objects, with inner temperatures of about 10 K. Their typical size is

0.1 pc (3.08 � 1015 m, or 20,000 AU), and the typical line widths of molecular

lines range between 0.2 and 0.6 km s�1, a figure comparable with the thermal

velocity dispersion of molecular hydrogen at a kinetic temperature of 10 K

(0.2 km s�1). The dark cloud Barnard 68 illustrated in Fig. 2.1 is considered as a

model object of this class. Located at a distance of 125 pc, it appears as a dark patch

hiding the stellar background. Although not completely axisymmetric, it can be

well described as a spherical object, with a smoothly varying density profile that can

be well fitted with a so-called Bonnor-Ebert profile, of the class of self-similar

solutions of self gravitating isothermal gas spheres. This class of profiles is

characterized by an inner plateau of nearly constant density, and a steep density

decrease at the edge, scaling as r�2, r being the local radius. In the case of Barnard 68,
the maximum density is n ~ 2.5 � 105 cm�3. Barnard 68 does not host any young

star or proto-stellar object, and seems to be in quasi-static equilibrium. Other dense

cores show more concentrated profiles (e.g. LDN 1544 [18]) indicating that

they are on the verge of collapse. Dense cores without sign of star formation are
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called pre-stellar cores, and represent the initial conditions for the birth of stars,

while those already hosting newly formed young stellar objects are called proto-

stellar cores. Pre-stellar cores usually are colder and less turbulent than proto-stellar

cores.

2.3.1.2 High Mass Cores

Finding the counterparts of the low mass dense cores for high mass stars has proven

to be more difficult for several reasons

• The massive star forming regions are statistically more distant than the low mass

star forming regions, leading to limited spatial resolution and a more difficult

recognition of small compact objects.

• Massive stars are less numerous than low mass stars implying a smaller number

of progenitors and the need to survey large areas in the sky to build statistically

significant samples.

• Massive stars evolve significantly faster than low mass stars, and have a strong

effect on their surrounding environment due to the combined effect of strong

winds and radiation. Their birthplace must therefore be identified at a very early

stage, before these negative feedback effects have had time to develop.

The best method for finding birth places of massive stars has been to use

extensive surveys of large areas of the Galactic plane, either at sub-millimetre

wavelengths targeting the dust thermal emission, or at mid infrared wavelengths

targeting the PAH emission and the dust extinction. Indeed, the most massive cores

Fig. 2.1 Image of the Barnard 68 dark cloud at visible wavelengths (left) and combining with near

infrared (J, H and K coded with red colour) (right). This dense interstellar core blocks the light of
the background stars, creating a dark patch. The dust grains responsible for this visible extinction

are less effective in the infrared, enabling the detection of the brightest stars (Courtesy ESO, J.

Alves [17])
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are recognized as compact sub-millimetre sources and/or by maxima of the infrared

extinction, two diagnostics of large column densities approaching 100 magnitudes

of visual extinction, or H2 column densities larger than 1023 cm�2. The objects

detected in the infrared are called “Infrared dark clouds” to mimic the name of the

classical “dark clouds” such as Barnard 68. First recognized in the ISO imaging

data [19], their study has rapidly developed using the subsequent infrared satellites

WISE and Spitzer. As of today, the most recent catalogue contains over 10,000

objects [20]. A careful and lengthy work of cross identification and validation must

be performed, after a particular object has been detected, to determine its nature.

Although the search for massive pre-stellar cores is a rapidly evolving field, it is

already well accepted that a fraction of the IR dark clouds belongs to this category,

while other IR dark clouds already harbour massive proto-stars and are therefore at

a later stage of evolution. The massive proto-stellar cores are typically located at

larger distances than the local pre-stellar cores, because they are associated with

larger molecular clouds that are relatively rare in the solar neighbourhood. They

have larger masses too, typically of a few tens solar masses, sufficient to enable the

formation of at least one massive star. Otherwise, their physical conditions and

chemical composition are fairly similar to those of pre-stellar cores, with a tendency

towards slightly warmer temperatures.

2.3.2 Young Stellar Objects and Their Environment

After the onset of gravitational collapse of a dense core, and when a first stellar

embryo is formed, the physical conditions and chemical composition of the

surrounding envelope are heavily modified. The increase of temperature due to

the infrared radiation produced by the accreting object, combined with shocks and

outflows and eventually with energetic radiation (FUV, X-rays) produced by the

young proto-stars lead to a strong increase of the temperature in a small zone around

the proto-star. This leads to the destruction of ice mantles, either through thermal

evaporation or through non-thermal processes like sputtering by shocks or photo-

desorption. The presence of relatively complex organic species such as methyl

formate (HCOOCH3) or dimethyl ether ((CH3)2O) as well as a tenfold increase of

the abundance of formaldehyde (H2CO) or methanol (CH3OH) are clear signs of

this phenomenon as explained in the review by Herbst and van Dishoeck [21].

The large number of complex molecules leads to a rich spectrum in the

millimetre and sub-millimetre wavelength range, with numerous spectral lines.

Two object classes are defined, that depend on the mass of the associated proto-

star: high mass sources are called “hot cores”, while the term “hot corinos” refers to

solar type proto-stars. Indeed, because the time scales for low mass and high mass

star formation are different, with high mass stars evolving significantly more

rapidly than low mass stars, it is expected that clues on the chemical mechanisms

will be found by studying both categories. Among the important differences, one

must take into account the longer evolutionary time scale for low mass star
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formation, and the smaller envelope mass that leads to a lesser degree of processing

of the species produced in the ice mantles in low mass proto-stars, compared to the

hot cores in high mass star forming regions. The degree of deuterium fractionation

is significantly larger in hot corinos compared to hot cores with relatively easy

detections of doubly deuterated formaldehyde and even triply deuterated methanol

in the prototypical source IRAS16293-2422 [22].

A key characteristic of young proto-stars is the presence of bipolar molecular

outflows and jets as shown in Figs. 2.2 and 2.6. These collimated structures have a

strong impact on the dense core where the proto-star is born, by stirring and

disrupting the quiet cocoon. As explained below, the jets and outflows are

connected with the accretion of matter on the central object, and contribute to the

outward transport of energy and angular momentum that is necessary for energy

and angular momentum conservation. These jets and outflows also have interesting

chemical properties: because sputtering is efficient in shocks where dust grains are

bombarded with atoms and molecules from the gas phase, grain mantles, and even a

fraction of the grain cores, are destroyed in the molecular outflows. This leads to a

specific chemistry, with significant enrichment of the shocked gas in some molecu-

lar species such as silicon monoxide (SiO) and water vapour (H2O). Molecular

outflows show up as broad “wings” in the molecular line profiles, tracing the

Fig. 2.2 Sketch of the environment of the low mass proto-star IRAS16293-2422 [23]. A binary

system with sources A and B is located at the centre of a cold dense core. Sources A and B have

distinct chemistries with a richer composition of organic species in source A. This system is

associated with two molecular outflows, in the East–west and North-East-South-West directions

represented by arrows. The former outflow is compressing a second dense core to the East

(core E), triggering a new generation of star formation
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presence of material at different velocities (either more positive or red-shifted,

more negative or blue-shifted, or both) than the dense core, with a roughly sym-

metrical pattern of blue-shifted emission on one side of the proto-star and red-

shifted emission on the other side (Fig. 2.2). Such a pattern can be analysed to

deduce the expansion velocity, the opening angle as well as the orientation of the

bipolar outflow on the plane of the sky. While molecular outflows are easily

detectable in rotational lines of carbon monoxide (CO), care must be taken to

separate the outflow signal from the emission associated with the dense molecular

core. Other species are used that provide a better contrast, silicon monoxide or

water vapour. The presence of strong emission from silicon monoxide, a species

directly linked to the destruction of the silicates cores, as well as from water vapour,

the main constituent of grain mantles, are two strong arguments supporting the

destruction of mantles in such shocks. Molecular outflows are therefore good places

to study the influence of shocks on the structure of the interstellar medium, as well

as physical processes, especially the sputtering of ice mantles and grain cores.

The presence of magnetic fields has a strong influence on the process of star

formation, because it introduces an asymmetry in the collapse and permits an

efficient angular momentum transfer in the first stages of the gravitational collapse.

Recent theoretical studies (e.g. [24] and references therein) based on extensive

MHD simulations, have shown that the gravitational collapse proceeds with the

formation of a flattened structure (a “pseudo-disk”) and the launching of outflows.

The fragmentation into several components, as well as the formation of a Keplerian

disk depends on one key parameter, the mass to flux ratio m ¼ (M0/F)/(M/F)c,
relating the core mass M0, the magnetic flux F ¼ pBR0

2 ¼ pB(3 M0/4pr)
2/3 and

the critical value of the mass to magnetic flux ratio (M/F)c ¼ (c1/3p) √(5/G) where
c1 is a numerical constant of about 0.53 [25]. Large values of m (>20) correspond to a

behaviour approaching the pure hydrodynamical case, while small values of

m (<0.1) correspond to a behaviour dominated by the magnetic field. Typical values

deduced from the observations correspond to m ~ 2 to 5, a case where the magnetic

field is dynamically important but not dominant. These simulations also show that it

is important to include a realistic equation of state, including localized cooling or

heating of the matter. Therefore it is expected that knowledge of the chemical

composition, especially the species having a largest contribution to the thermal

balance, will be included in future development of these investigations.

2.3.3 Circumstellar Disks

In the classical view of star formation [21, 26], young proto-stars are surrounded by

an accretion disk, also called a circumstellar disk, which contributes to the feeding

of the proto-star before it reaches its final mass. The so called class 0 proto-stars are

deeply embedded and radiate mostly in the far infrared and sub-millimetre spectral

range. At this stage, proto-stars are actively accreting, as testified by the presence of

jets and molecular outflows. These outflows contribute to the release of energy and
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angular momentum outward that balances the losses of angular momentum and

gravitational energy in the accretion process. However at this stage the presence of

a Keplerian accretion disk is difficult to establish because most of the continuum

and line radiation is associated with the dense core and the proto-stellar envelope.

The presence of disks in the youngest proto-stars is therefore still debated.

Later stages in the proto-stellar evolution are called class I and class II,

according to the accretion/ejection activity and the ratio of the total luminosity to

the stellar luminosity, class II objects being more evolved, having a smaller

accretion rate and a spectral energy distribution dominated by the proto-star radia-

tion. Keplerian accretion disks are clearly present in class I and class II objects. In

these objects, the spectral energy distribution becomes increasingly dominated by

radiation from the (proto) stellar object, at visible and infrared wavelengths.

The presence of a disk can be detected in high angular resolution images, using

adaptive optics systems or interferometers to reach sub-arcsec angular resolution

(Fig. 2.3). These methods give access to the disk size, orientation and, coupled with

spectroscopy, to its rotation pattern through the analysis of the variations of the line

profiles with the position. An indirect detection of the presence of a disk can be

established through analysis of the spectral energy distribution as the dust grains in

the disk are significantly colder than the proto-star atmosphere and therefore

produce an excess emission at longer wavelengths with respect to the close to

black body radiation of the central object.

Fig. 2.3 The HH 30 system ([27]). The background image, taken with the Hubble Space Telescope

(HST [28]), shows an edge-on disk traced by the dark bar, a jet perpendicular to the disk and

scattered light from the embedded proto-star. The left panel presents the 12CO(J ¼ 2! 1) emission

at large positive and negative velocities relative to the dense core narrow emission. This high

velocity 12CO emission follows the narrow jet. The middle panel presents the 13CO (J ¼ 2 ! 1)

emission in two velocity intervals indicated with blue and red contours for the emission approaching

us/receding from us. This velocity pattern is consistent with Keplerian rotation around a solar mass

star. The right panel presents the continuum emission due to dust grains in the circumstellar disk.

The spatial resolution of the millimetre observations is �100 [27]
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Circumstellar disks evolve together with their central object, becoming thinner

and less massive through the combined actions of accretion onto the central object,

and of dispersion of the disk triggered by the stellar radiation and winds/outflows.

Dust grains evolve simultaneously with the gas: they settle to the disk mid-plane

and start to grow in size through coagulation, first reaching centimetre sizes, and

possibly up to boulder size or even larger objects. It is thought that planet embryos

form at this period, which could start as early as 1 million years after the formation

of the stellar embryo, and could last a couple of 100 million years. Planets

gravitationally interact with their parental disk, creating density waves and gaps

in the disk in which they evolve. This is especially true for the most massive ones

that can radially migrate inward. The migration phenomenon is thought to be very

common and also applies to the early phase of our solar system, as proposed in the

so-called “Nice-Model” (e.g. [29] and references therein), in which the radial

migration of proto-Jupiter and proto-Saturn led to a pronounced redistribution of

the orbits of the small bodies, and could have caused an intense bombardment of the

Earth and Moon surfaces.

While gas disks get rapidly dispersed, young stars and their planet embryos are

still embedded in a tenuous disk of small dust particles continuously created during

the frequent collisions of the large bodies (asteroids, comets, planet embryos, etc.).

These dust disks are called “debris disks” to emphasize the fact that the dust does

not originate from the ISM but is continuously replenished. The prototypical system

surrounding the nearby star b Pictoris was discovered by the IRAS satellite

(Fig. 2.4). It harbours an edge-on disk detected through the light scattered by

the dust particles and extending up to hundreds of astronomical units. The small

change in disk inclination between the inner and the outer regions has been

interpreted as resulting from the gravitational interaction with a massive planet.

This planet has been later discovered by high resolution imaging [30]. It may also

cause the fall of comets/asteroids on to the star that were discovered earlier as

variable absorption features in the visible stellar spectrum.

While b Pictoris is a young system (12 million years), with a relatively strong IR

excess and bright scattered light emission from the disc, older systems like our Sun

are still surrounded by a very faint dust disc. The study of proto-stars and their

circumstellar discs, from the earliest phases of class 0 systems, to the debris discs,

provides the necessary keys for understanding the formation and first evolutionary

phases of our solar system. This is true for the dynamical evolution of the disc

structure, as well as for the composition of the solid and gaseous matter. Con-

versely, information on the early evolution on the solar system, deduced from the

analysis of the meteorites or from the study of the less evolved objects in the solar

system, provides important constraints for understanding planet formation. It must

be noted that the dynamical evolution of discs is closely related to the evolution of

the solid and gaseous matter inside them. Dust grains provide shielding from the

energetic radiation from the proto-star, and cold surfaces for freezing the volatiles

like water, carbon monoxide, carbon dioxide, methanol, etc., onto grain mantles in

the disk mid-plane. The presence of solid water is particularly important in the

context of planet formation theory. Volatiles are more protected from the FUV
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radiation in grain mantles than in the gas phase, hence an active organic chemistry

can proceed in the ice mantles, possibly forming the first building blocks of the

organic species detected in comets and meteorites. The study of circumstellar discs

in the context of planet formation is a very active field of research. Because

circumstellar discs are relatively small objects a few arcsec across (Fig. 2.3),

especially their inner region where planets form, the knowledge of the disk chemi-

cal composition is currently limited to the strongest spectral features available.

With the upcoming of more powerful instruments, in terms of sensitivity and

angular resolution like ALMA, VLT and soon E-ELT, tremendous progress is

expected in the near future.

Fig. 2.4 The b Pictoris system in near infrared light. The faint reflected light radiation from the

debris disc is revealed after a very careful subtraction of the much brighter stellar halo. The outer

part of the image shows the dust disc, as observed in 1996 with the ADONIS instrument on the

ESO 3.6 m telescope; the inner part of the image has been obtained with the NACO instrument on

the ESO Very Large Telescope. The newly detected source is more than 1,000 times fainter than

b Pictoris, aligned with the disc, at a projected distance of eight times the Earth-Sun distance. Both

parts of the image were obtained on ESO telescopes equipped with adaptive optics [30]
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2.3.4 Photodissociation Regions and Shocks

Energy is fed in the interstellar medium either through impinging radiation from the

surrounding stars or through stirring the gas by dynamical processes. Therefore, it is

very important to understand (1) the coupling of matter with radiation on the one

hand, and (2) the specific chemistry induced by shocks. In both cases, the modelling

must involve the description of the heating and cooling processes of matter, which

requires a detailed understanding of the relevant physical and chemical processes

controlling the composition, electron fraction and thermal balance.

In addition, the modelling must include a macroscopic description of the system

in consideration, its geometry, and the associated physical conditions.

The name “Photodissociation regions” or “PDRs” refers to the illuminated edges

of dense molecular gas as well as the lower density diffuse and translucent

interstellar medium, as both environments are bathed by far ultraviolet photons.

One of the most famous examples, the edge of the horsehead nebula is illustrated in

Fig. 2.5. In such regions the heating is dominated by the interaction of these far

ultraviolet photons with matter, especially with the dust grains through the photo-

electric effect. Indeed, FUV photons can eject an electron from an inner shell of an

atom bound in a dust grain. This energetic electron with typically 1 eV of kinetic

energy, subsequently heats the gas by colliding with other particles. The process is

most effective for small dust grains, like the PAHs and very small grains. The

cooling is dominated by radiation of abundant species in the gas phase such as

atomic oxygen OI, ionized carbon CII, H2 and CO (Table 2.2). FUV photons also

have a profound influence on the gas composition and on the dust structure. As the

ionization energy of carbon is lower than that of hydrogen, ionized carbon is present

in the neutral gas and can participate in the chemistry, contributing to the formation

of many carbon bearing species. FUV photons can also induce the desorption of

species frozen onto grain mantles, contributing to the destruction of these mantles

and the release of frozen molecules into the gas phase. Finally molecules are

destroyed by photons. During the destruction process, molecules can access excited

states that produce specific emission lines. This is especially true for molecular

hydrogen, H2, whose photodissociation involves absorption involving its electronic

transitions. The excited H2 molecule can either dissociate or be de-excited through

line emission and collisional de-excitation. The former process destroying H2 is

relatively inefficient, with radiation being preferred to dissociation in about 90% of

the cases. The line emission produced during the de-excitation process can be

detected in the near infrared (e.g. Fig. 2.5) and used as a clean probe of the

interaction of FUV radiation with molecular gas.

State of the art models of photodissociation regions today involve hundreds of

chemical species, thousands of chemical reactions, and tens of physical and chemi-

cal processes in order to accurately describe the physical and chemical structure of a

piece of gas illuminated by FUV photons. This degree of sophistication cannot yet

be implemented in 3D dynamical models. Most PDR models are therefore steady-

state and one dimensional, with ongoing developments towards simplified three
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Fig. 2.5 The horsehead nebula, a dark cloud illuminated on its right edge by FUV radiation from

the nearby O9 star sOri. This edge is a template source for studying the physical and chemical

processes in UV irradiated interstellar matter. The background image is taken in the visible at

ESO. The small colour pictures show the distribution in various spectroscopic tracers [31]

Table 2.2 Main gaseous cooling lines

Species Transition Wavelength/mm T/K

H2 Rotational lines 28, 17, 12, 9.3 200–1,000

Oxygen [OI] Fine structure 63, 145 100–400

Ionized carbon [CII] Fine structure 158 50–300

Neutral carbon [CI]a Fine structure 610, 370 20–100

COb Rotational lines 124–2,600 10–200

H2O
c Rotational lines 538– ~60 50–500

aWeaker contribution compared to [CII].
bStronger contribution than [CI], saturated lines.
cMore important in shocks than in PDRs.
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dimensional geometries. The PDR code developed in the Meudon Observatory

[32] is accessible on line (http://pdr.obspm.fr). It is however possible to imple-

ment a very coarse treatment of the chemistry and the interaction of matter with

radiation in magnetohydrodynamic (MHD) simulations. The Heidelberg team has

published pioneering results, showing the interplay of chemistry and dynamics

clearly [33]. While both approaches have their pro and cons, it is foreseeable that

they will be more often combined in the near future, thanks to a rapid increase in

computer capabilities and the development of more advanced numerical codes.

Shocked regions are relatively frequent in the interstellar medium. Among the

main shock sources are the jets from young stars creating molecular outflows

(Fig. 2.6), and the shocks induced by supernovae explosions the most studied.

The latter shocks can reach very large velocities, up to 100 km s�1 or higher, and

have typical speeds of a few tens of km s�1. Slower shocks are also present, as

consequences of the large scale streaming motions along the spiral arms, stirring of

the interstellar medium by stellar winds, distant supernovae shocks, and resulting

turbulent motions. Understanding the shock physics is therefore as important as

understanding the PDR physics for a global description of the interstellar medium.

Because the interstellar medium is penetrated by magnetic fields, the shock struc-

ture can be very different from pure hydrodynamical shocks. As explained in the

review by Draine and Mc Kee [34], in relatively slow shocks, a magnetic precursor

is formed ahead of the shock, that informs the gas upstream as to the arrival of the

shock. As the ionization fraction is very low, less than 10�7 in shielded molecular

Fig. 2.6 The molecular outflow created by the class 0 proto-star L1157 viewed in the infrared by

the Spitzer (left) and in the far infrared with Herschel (right) satellites. The Spitzer image taken

with the IRAC camera is dominated by emission from the rotational lines of H2. The Herschel

image taken with the PACS instrument at 179 mm, the wavelength of one of the strongest lines of

water vapour (21,2 � 10,1) shows the excellent agreement between the H2 and water vapour

morphology [35]
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gas, the ionized and neutral fluids are decoupled by this magnetic precursor, with

the neutral fluid being essentially unaffected while the ions are accelerated and

heated. This decoupling induces a velocity drift between the ions and the neutrals,

which leads to a delayed acceleration and heating of the neutrals through the ion-

neutral friction. Since the gas can cool at the same time, the overall velocity and

density pattern remains continuous in the shock reference frame. These shocks are

therefore labelled “C-shocks” for “Continuous shocks”. When the shock velocity

becomes too large, the magnetic precursor cannot play its role and the shock

becomes discontinuous as a pure hydrodynamical shock. These shocks are labelled

“J-shocks” with “J” referring to the presence of “Jumps”. This description is very

schematic. In realistic cases, shocks may not be stationary, and have a more

complex morphology than the ideal case of a one-dimensional shock front with

the magnetic field oriented perpendicular to the shock front. For a more complete

introduction to PDR and shock physics, the reader is invited to consult specialized

references such as [34].

2.4 Constituents of the Interstellar Medium

The analysis of radiation across the electromagnetic spectrum has allowed

astronomers to uncover the composition of the neutral interstellar medium, its

spatial variation and how it relates to the local environment (physical conditions)

as well as the overall evolutionary stage of the object.

2.4.1 Neutral Gas

Table 2.3 presents a summary of the molecules detected in the interstellar medium or

in the envelope of evolved stars, most notably the bright carbon star IRC þ10216.

Species in which a hydrogen atom has been substituted by a deuterium atom are listed

as well, as they are extremely valuable tools to understand the chemical evolution of

the star-forming interstellar matter. The list has been established using on line data

bases such as the Cologne Data base forMolecular Spectroscopy (CDMS http://www.

astro.uni-koeln.de/cdms/molecules), the splatalogue (http://www.splatalogue.net)

and The Astrochymist (http://astrochymist.org/).

This list has been obtained through dedicated observations across the electro-

magnetic spectrum, from the far ultra violet for H2 or N2, down to centimetre

wavelengths for NH3 or HI. The most effective detection method is the analysis of

the rotational spectrum ofmolecules, in the centimetre to sub-millimetre wavelength

spectral range because extremely sensitive detectors are available with high spectral

resolution capabilities. However, this method is biased towards species with a

permanent electric dipole moment that allow the efficient emission (or absorption)

of rotational lines (see Chap. 1). Symmetrical species like N2, C2 and alike cannot be

50 M. Gerin

http://www.astro.uni-koeln.de/cdms/molecules
http://www.astro.uni-koeln.de/cdms/molecules
http://www.splatalogue.net
http://http://astrochymist.org/
http://dx.doi.org/10.1007/978-3-642-31730-9_1


detected through their pure rotational pattern although they can be very abundant.

When a suitable bright background source is present, absorption spectroscopy either

in the UV-visible (searching for the electronic transitions of the molecules) or in the

infrared (aiming at the vibrational transitions) can be performed. Because of the

limited number of suitable sources, the weakness of the vibrational transitions, and

lower spectral resolution, the number of species accessible through these techniques

is restricted to relatively abundant species. Furthermore, it is important to note that

the chemical composition is closely related to properties of the environment. All

molecules listed in Table 2.3 will not be present in a single source. Some species like

CO are widely present, while others like SiO are formed in specific events and can be

used to locate these events. The analysis of the chemical composition of a given

source therefore provides most of the clues on its structure, gas column density, gas

density, electron fraction, magnetic field as well as its dynamics, through the

analysis of the detected spectral lines.

Table 2.3 List of detected interstellar and circumstellar molecules, radicals and ions, grouped by

the number of atoms (N) they contain. Species detected with UV, visible or infrared spectroscopy

are indicated in italics

N Observed species

2 H2, H D, OH, O2, OH
+, CH, CH+, NH, HF, HCl, SH, SH+, CO, CO+ CS, SO, SO+, SiO, C2,

CF+, NO, O2, PN, SiS, N2, HCl
+, SiC, AlF, AlCl, NaCl, KCl, SiN, CP, PO, AlO, CN�

3 H3
+, C3, C2H, C2O, C2S, HCO, HCO

+, HOC+, CH2, O2H2O, H2O
+, NH2, HCN, HNC,

HCS+, H2S, N2H
+, OCS, SO2, CO2, HNO, N2O, H2Cl

+, MgCN, MgNC, NaCN, c-SiC2,

SiCN, AlNC, SiNC, HCP, CCP, AlOH, KCN, FeCN, O2H

4 NH3, H3O
+, C2H2, H2CO, CH3, HCNH

+, H2CN, H2CS, HC2N, c-C3H, l-C3H, C3O,

C3S, l-C3H
+, C3N, HNCO, HOCN, HCNO, HNCS, HSCN, HOCO

+, HOOH, c-SiC3,

C3N
�, PH3

5 H2C2O, C5, C4H, C4H
�, c-C3H2, l-C3H2, H2CCN, CH4, HC3N, HC2NC, HNC3, HC2NH,

HCOOH, NH2CN, H2COH
+, HCOCN, C4Si, SiH4

6 CH3OH, C5H, l-H2C4, C2H4, CH3CN, CH3NC, CH3SH, HC3NH
+, HC2CHO, NH2CHO,

c-H2C3O, C5N, C5N
�, l-HC4H, l-HC4N, H2CCNH

7 C6H, C6H
�, CH2CHCN, CH3CCH, HC5N, CH3CHO, CH3NH2, c-C2H4O, H2CCHOH

8 CH3C3N, HC(O)OCH3, CH3COOH, CH2OHCHO, C7H, H2C6, l-HC6H

CH2CHCHO, CH2CCHCN, NH2CH2CN

9 CH3C4H, (CH3)2O, C8H, C8H
�, CH3CH2CN, CH3CH2OH, HC7N, CH3CONH2, C3H6

10 CH3C5N, (CH3)2CO, (CH2OH)2, CH3CH2CHO

11 HC9N, CH3C6H, C2H5OCHO

12 C6H6, CH3OC2H5(?), C3H7CN

� 13 HC11N, C60, C70

Deuterated species

2 HD, ND

3 H2D
+, D2H

+ HDO, D2O, HDS, D2S, DCN, DNC, DCO
+, N2D

+

4 NH2D, ND2H, ND3, HDCO, D2CO, HDCS, D2CS, c-C3D

5 C4D, c-C3HD, DC3N

6 CH2DOH, CD2HOH, CD3OH, CH3OD, CH2DCN
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Among the molecules detected so far in the interstellar medium, some species

have been more widely used than others as physical and chemical probes. Some of

the more commonly used species are described below. This choice is somewhat

subjective and care must be taken when analysing molecular spectral lines, to

compare with detailed physical and chemical models before drawing definitive

conclusions.

2.4.1.1 Density and Temperature Determination

The local gas density cannot be directly measured as detected signals always are

integrated along the line of sight. However it can be deduced from analysis of the

degree of excitation of molecules, i.e. from the comparison of populations of

different energy levels, which results from competition of radiative and collisional

excitation and de-excitation (see Chap. 1). The most abundant collision partner is

molecular hydrogen H2. Collisions with hydrogen and helium atoms, and with

electrons, can also be important especially in diffuse regions. The role of collisional

excitation is best illustrated with the notion of critical density ncr, which

corresponds for a given molecular transition to the minimum gas density for

exciting the molecule and producing an emission line. For a two level system at

temperature T, and assuming H2 as the sole collision partner, the balance between

collisional excitation and emission of radiation can be written:

nuAul þ nunðH2ÞCul þ nuIvBul ¼ nlnðH2ÞClu þ nlIvBlu (2.1)

where nu and nl refer to the populations in the upper and lower energy levels of the

system, Aul and Bul are the Einstein coefficients for spontaneous and induced

emission, Clu and Clu the collisional rates for excitation/de-excitation, n(H2) the

gas density and In the local radiation intensity. The transition frequency n is related
to the energy level as

v ¼ ðEu � ElÞ=h (2.2)

and the total number of molecules nmol is nl þ nu. The detailed balance implies,

Cul=Clu ¼ Bul=Blu ¼ gl=gue
Eu�Elð Þ=kBT (2.3)

Therefore equation (2.1) can be rewritten, neglecting the radiative coupling terms:

nu=nl ¼ 1=ð Aul=n H2ð ÞCulð Þ þ gl=guð Þehn=kBTÞ (2.4)

This formula shows that when the collisions are frequent, the first term in the

denominator becomes small compared to the radiative de-excitation, and the level

populations approach thermodynamic equilibrium at the kinetic temperature T,
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namely nu/nl ¼ gu/gl e�hn/kBT. On the contrary, when the de-excitations are

dominated by radiative processes, the population in the upper level is very small

and nu/nl � n(H2)Cul/Aul. The change of behaviour occurs close to the critical

density defined as ncr ¼ Aul/Cul. This concept can be used for multilevel systems,

using the balance between the various excitation and de-excitation routes. The

concept of critical density is useful for determining the order of magnitude of the

gas density probed by a given molecular transition.

Ammonia (NH3) and formaldehyde (H2CO) are among the best species for

probing the physical conditions as they have many accessible lines coupling levels

of different excitation energies, and their collisional cross sections have been

accurately computed [36, 37].

The kinetic temperature cannot be directly measured from the observations but

can be deduced from the analysis of the line profiles and molecular excitation as the

level populations are also sensitive to the temperature. For an accurate determina-

tion of the physical conditions, including the kinetic temperature, the full set of the

statistical equilibrium calculations must be solved. There are some freely available

numerical codes, such as RADEX ([38], http://www.strw.leidenuniv.nl/moldata/

radex.html). They make use of extensive data bases of collisional cross sections,

LAMDA (Leiden Atomic and Molecular DAtabase http://www.strw.leidenuniv.nl/

moldata/), and BASECOL (http://basecol.obspm.fr/), that are now part of the

European initiative VAMDC (Virtual Atomic and Molecular Data Center http://

www.vamdc.eu/).

2.4.1.2 Ionization

The ionization fraction is an important parameter of the physics of the interstellar

medium, as it controls the gas coupling with the magnetic fields. Because the main

charge carriers are electrons, they are not directly accessible through spectroscopy

and other methods must be used to probe the total ion content. The most common

methods take advantage of the variations of the chemical composition of the gas as

a function of the ionization fraction, and involve measurement of the abundances of

different molecular ions (e.g. HCOþ, HOCþ, N2H
þ) or radicals (e.g. atomic

carbon) that are particularly sensitive to the presence of electrons. The key point

in these methods is the necessity to understand thoroughly the processes regulating

the abundances of these molecular ions to be able to accurately extract the depen-

dency on the ionization. For instance [39] discuss the variation of the ionization

fraction across the edge of the horsehead nebula.

A related issue is the determination of the ionizing rate of the neutral gas

produced by cosmic rays z. These energetic particles have a very long mean free

path and can travel far from their birth place. They can ionize atomic and molecular

hydrogen forming Hþ and H2
þ respectively. H2

þ rapidly reacts with molecular

hydrogen to form the more stable ion H3
þ. Since H and O have almost identical

ionization energies of 13.598 eV (H) and 13.618 eV (O) Hþ can transfer its charge to

atomic oxygen, forming Oþ that reacts with molecular hydrogen to formOHþ. Then
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other hydrogen abstraction reactions lead to H2O
þ andH3O

þ. H3
þ, and possibly the

oxygen ions, can be therefore be used as probes of the cosmic ray ionization rate z
[40, 41].

2.4.1.3 Magnetic Field Measurement

As explained below, magnetic fields induce a small modification of the energy levels

of molecules, through the Zeeman effect, which is particularly important for

paramagnetic species like O2 or SO, or radicals with an unpaired electron like CN,

CCH or OH.With the typical strength of interstellar magnetic fields, from a few tens

to a few hundreds mGauss, the signature of interstellar magnetic fields in the line

profile is very weak and difficult to separate from other effects leading to

deformations of the line profiles, especially systematic instrumental effects.

In order to calibrate the instrumental effects, molecular species exhibiting hyperfine

transitions with different sensitivities to the magnetic fields such as CN are usually

preferred for probing the magnetic field intensity (see Crutcher [42] for a review).

2.4.1.4 Tracers of Astrophysical Environments

Because the chemical composition is highly dependent on the present and past

physical conditions, it is possible to use some species, or some spectral lines as

tracers of specific environment. As for the ionization fraction, the definition is

somewhat subjective, hence the applicability of the tracers listed below to a new

dataset must be carefully compared with both theoretical models and previous

observations. Because the subject is evolving fast, the list of tracers presented

below must be viewed as incomplete.

PDR Tracers

Photodissociation regions (PDRs) are defined as regions where the chemistry is

dominated by photons. Hence the chemistry of PDR tracers must be dominated by

photo-induced processes, at least indirectly. Reactive species, rapidly destroyed by

reactions with H2 or abundant neutrals are therefore good tracers of the illuminated

outer layers of molecular clouds. The list includes the gas coolants [CII], [OI] and

[CI], radicals like HCO, CCH or c-C3H2, as well as reactive ions like CO
þ, HOCþ or

CFþ. The rotational and rovibrational lines of H2 are also bright in PDRs.

Shock Tracers

Good shock tracers must show the highest abundance contrast between the ambient

medium and the shocked gas. Because most of the silicon is locked up in grain
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cores, the SiO abundance is very low in the interstellar medium, except in shocked

regions where sputtering of some silicated materials from the grains leads to the

release of silicium and the formation of SiO. A similar story can be told for water

vapour, which is locked up in grain mantles as solid ice and released in the gas

phase in shocks. Other shock tracers can involve abundant species in grain mantles

like methanol (CH3OH) but their signature is not as clear as those of SiO and H2O

because the methanol abundance of the quiescent gas is not negligible. Finally,

shocks are also bright sources of H2 emission because of strong gas heating in the

shocks.

Tracers of Turbulent Dissipation Regions

The presence of reactive ions like CHþ in the diffuse interstellar medium has been a

challenge for interstellar chemistry since CHþ is easily destroyed by reactions with

H2 but slow to form under the known physical conditions of the diffuse interstellar

medium. It now appears that a “warm chemistry” can develop in the tiny dissipative

structures of the interstellar turbulence, enabling the formation of transient species

like CHþ and SHþ [43]. The opening up of the sub-millimetre sky by the Herschel

telescope has led to the discovery of several new reactive ions, enabling a better

characterization of their chemistry. In the future, these tracers should bring inter-

esting constraints on the properties of the interstellar turbulence.

Cold Cores

With their larger density compared to the background, and the cold grain

temperatures, dense pre-stellar cores appear as bright sub-millimetre sources.

A specific chemistry develops at the cold temperatures and high densities. While

the main molecular species like CO freeze onto dust grains because of the very low

grain temperatures (�10 K), the chemistry remains active. In particular, the cold

temperatures are particularly favourable for enhancing the deuterium fractionation,

with observed abundance ratios of the deuterated species compared to the main

isotopologue larger than one tenth, while the elemental abundance of deuterium

relative to hydrogen is 20 ppm. The presence of multiply deuterated species with up

to three D atoms is another key characteristic of pre-stellar cores. This includes the

deuterated forms of H3
þ [18], Hence the presence of strong rotational lines from

deuterated molecular ions (H2D
þ, DCOþ, N2D

þ) can be used to locate cold dense

cores. The abundances of deuterated molecular ions is sensitive to the temperature

because the fractionation is induced, in the gas phase, by the exothermic reaction

between Hþ and HD:

H3
þ þ HD ! H2D

þ þ H2 DE ¼ 232Kð Þ (R2.1)
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At the low temperatures of cold dense cores, the rate of the forward reaction is

much larger than the rate of the reverse reaction, and the deuterium fractionation is

favoured. The fractionation is limited by the H2D
þ destruction processes, namely

the dissociative recombination with electrons and reactions with neutral species

(CO, N2, etc.) that destroy H2D
þ and H3

þ faster than the reaction with HD. Similar

reactions with D2H
þ, D3

þ, CH2D
þ must also be considered in chemical networks,

all contributing to deuterium enrichment.

In addition to deuterated species, some nitrogen bearing species can also be used

to study the properties of cold dense cores, notably NH3 and N2H
þ [26] as emission

maps show that they are spatially associated with the cold dense cores. Indeed, in

time dependent models, these species need a rather long time to reach their steady

state abundance which may explain this spatial association.

Hot Cores and Hot Corinos

The chemical composition of hot cores and hot corinos is much richer than at any

other place in the interstellar medium. In particular, a huge variety of organic

species can be detected in these warm and compact objects, such as CH3OH,

HCOOCH3, CH3CN, (CH3)2O. At the warm temperatures created by strong

heating by the newly formed stars, ice mantles can evaporate, liberating in the

gas phase the frozen molecules and simultaneously triggering a rich chemistry.

Therefore many of the polyatomic species listed in Table 2.3 are only found in hot

cores and hot corinos. As the chemical time scales associated with the processing of

different abundant ices are different, high spatial resolution studies have shown that

oxygen bearing species may show a different spatial pattern than nitrogen bearing

species in some cases. Two sources stand out among the known hot cores, the hot

core in the Orion KL region, close to the infrared source IRc2 because of its small

distance (400 pc), and the “large molecule heimat” in the SgrB2 molecular complex

because of the high abundance of organic species. The class 0 proto-star IRAS

16293-2422 (Fig. 2.2) is considered as a prototype of hot corino. We recall that the

main difference between hot cores and hot corinos is the association with high mass

stars for hot cores, and with low to intermediate mass stars for hot corinos.

Furthermore, deuterated saturated molecules, like D2CO are usually more abundant

in hot corinos than in hot cores [21].

2.4.2 Dust Grains

2.4.2.1 Composition

The physics of dust grains is a vast topic that is only briefly introduced here as other

chapters in the book present chemical aspects. The term “dust grains” refers to the

solid particles present in the interstellar medium (Fig. 2.7) as well as in
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circumstellar disks, proto-planetary and debris disks, as well as in evolved star

envelopes. These sub-micronic solid particles are mainly formed in the last evolu-

tionary phases (Red Giant phase and beyond) of stars, and possibly in other more

energetic events (e.g. supernovae shocks). The diversity of progenitors leads to a

diversity in the dust grain materials, grouped in two main categories, silicate grains

and carbonaceous particles (Table 2.4).

In the interstellar medium, the mass of solid particles is about one hundredth of

the total mass of the gas. The composition of interstellar dust grains can be

established using several sources of information. By comparing the elemental

abundances in the sun and in nearby stars with those in the interstellar medium, it

is possible to identify the elements showing a deficit in the gas, because they are

locked in solid particles. For instance gas phase abundances of silicon, magnesium

and iron is lower by more than one order of magnitude in the diffuse interstellar

medium than in the sun, because silicon is mostly locked up in solid silicate particles

that also include some magnesium and iron. By contrast, gas phase abundances of

sulfur and nitrogen are very similar in the sun and in the diffuse interstellar medium

indicating that these elements do not contribute much to the building of solid

particles in this environment.

Another source of information is the analysis of the preserved dust grains in

meteorites. Indeed, some meteorites contain grains that can be identified through

their isotopic compositions as being formed before the birth of the solar system.

These “pre-solar grains” carry interesting information on the formation places of

dust grains, and on their possible composition. In addition to silicates and oxides,

one important component of pre-solar grains in primitive meteorites (carbonaceous

chondrites) is nanodiamonds (size �2 nm).

Fig. 2.7 Image of a fraction of the Rosette nebula obtained at far infrared wavelengths with the

Herschel telescope. The colours correspond to the three monochromatic images that have been

combined, with blue coding for the shortest wave- length (60 mm) and red for the longest

wavelength (500 mm) [45]. Regions with the warmest dust appear in blue while the cold dust

regions, further away from the heating sources, appear in red

2 The Molecular Universe 57



Finally, information on the composition, size and quantity of solid material can

be extracted from analysis of the spectra of interstellar sources. Dust grains are the

main sources of reddening in the UV/visible and near infrared spectral regions, and

contribute most of the sub-millimetre continuum radiation through their thermal

emission. Several spectral bands due to solid materials have been found in the

spectra, leading to important information on their size and composition (Table 2.4).

The information listed in Table 2.4 must be viewed as a short summary of a

complex topic. For instance the size distribution of dust grains extends from

nanometre particles up to nearly micron size solids in the variety of interstellar

environments, and could extend to even larger particle sizes in proto-planetary

disks. The profile of the silicate absorption band at 9.7 mm indicates that the grains

responsible for this absorption are composed of amorphous silicates, in contrast

with the nature of solar system grains that show both crystalline and amorphous

components. Crystalline silicates are relatively easy to detect since they have a

richer band spectrum than amorphous silicates, with bands specific of each mate-

rial. The ISO satellite, followed by the Spitzer Space Telescope, discovered the

presence of crystalline silicates in some circumstellar disks as well as in the ejecta

of red giant stars where these particles form. Therefore, the physics of silicate

grains is not as simple as initially thought, as it now appears that these particles

continuously evolve, possibly through the combined effect of energetic radiation,

cosmic ray particles, collisions and shocks.

The carbonaceous grain population, including polycyclic aromatic hydrocarbons

(PAHs) and fullerenes is of particular interest for astrochemistry. They account for

at least 10% of the total carbon content and can contribute up to �20% of the total

infrared luminosity of a star forming galaxy. The PAH family has been identified

Table 2.4 Composition and properties of interstellar dust grains

Category Material Size Main bands

Amorphous silicatesa Pyroxene �0.1 mm 9.7, 18 mm
(Mgx Fe1�x SiO3)

Olivine

(Mgx Fe1�x SiO4)

Oxides SiO2, MgO, Fe3O4, etc.

Carbon material Amorphous carbon �10 nm 3.4 mm
Graphiteb �10 nm 2175 Å

PAHsc �1 nm 3.3, 6.2, 7.7, 8.6, 11.3 mm
Ice mantlesd H2O 3.07, 6.0 mm

CO 4.67 mm
CO2 4.27, 15 mm
CH3OH 8.5, 3.9, 8.9, 9.65 mm

aMost silicates are amorphous. Crystalline silicates have been identified through their infrared

spectral features in sources where they form (see text).
bAssignment debated between graphite and possibly PAHs and cluster of PAHS (see text).
cPolycyclic Aromatic Hydrocarbon (e.g. coronene C24H12).
dIce mantles are mixtures of several components, only the most abundant ices are listed. See e.g.

[44] for a more complete list of ice constituents.
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through strong vibrational bands in the infrared (notably at 3.3, 6.2, 7.7, 8.6 and

11.3 mm, see Fig. 1.4), that indicate that this population is ubiquitous, in the

interstellar medium as well as in external galaxies up to very large redshifts (see

the book by Joblin and Tielens [46] for a presentation of the recent results on

PAHs). Although no single molecule has been identified so far, the combined work

on observations, laboratory experiments and theory has enabled this population to

be better defined. It is now believed that PAHs exist in the diffuse ISM and can be

either neutral, positively or negatively charged. Their sizes range from a few tens to

a few hundreds of carbon atoms. In dense gas, shielded from the FUV radiation,

PAHs are thought to aggregate forming PAH clusters of several hundreds of carbon

atoms. Fullerenes have been recently detected in the ISM and circumstellar

envelopes but these symmetrical particles contain a smaller fraction of the carbon,

at the percent level.

2.4.2.2 Physics

Dust grains play an important role in the physics of dense interstellar gas. When

irradiated by far ultra violet photons, dust particles can get positively charged by the

ejection of an energetic electron with typically 1 eV kinetic energy, through the

photo-electric effect. This energetic electron loses its energy by collisions with gas

species, and hence heats the gas. Since the effect is most efficient for small particles

that have the largest surface area to volume ratio, the small carbonaceous dust

particles and the PAHs are the most efficient dust particles for this heating mecha-

nism. Although the efficiency is only a few percent, the photo-electric effect is one

of the most important heating mechanisms of the gas since it allows transfer of

energy from radiation to matter.

Dust grains can also contribute to the thermal balance as they efficiently cool

through their thermal emission. At low densities the gas and grain temperatures are

different since the gas cools less efficiently than the dust. However, for gas densities

greater than about 105 cm�3, collisions enable an efficient coupling between the gas

and dust particles, leading to similar temperatures. Depending on the difference in

temperatures, these collisions can be considered as either a cooling or a heating

mechanism.

Because they are subject to photo-electric heating, dust grains usually carry

charges, and therefore contribute to the charge balance. It is important to know the

charge on dust grains since the efficiency of the photoelectric effect heavily

depends on the grain charge, the ejection of an electron being more difficult from

a positively charged grain than from a neutral particle. In addition grains can

contribute to the neutralization of charged particles. Their role in the charge balance

is especially important in the dense and well shielded regions where the ionization

fraction is low since they can help to maintain a coupling of matter with the

magnetic field.

Another key role of dust grains is their role in the formation of molecular

hydrogen. Except in the very early universe, the formation of H2 on dust grains is
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significantly more efficient than a pure gas phase route. First deduced from

the comparison of measurements of H and H2 column densities with a simple

model [47], the formation of H2 on solid surfaces is now the subject of laboratory

and theoretical studies that are subsequently used in chemical models [48]. The

newly formed H2 is released with excess energy corresponding to a fraction of the

binding energy of H2 (4.5 eV). Therefore the formation of H2 contributes to the

heating of the gas.

2.4.2.3 Chemistry

Dust grains act as small chemical reactors. They also participate in the circulation

of matter through the various phases of the interstellar medium. Ice mantles built up

on silicate grains in dense cores, both through condensation of gas phase species

and through additional processing in the solid phase. Because the molecules

are closer to each other in ice mantles than in the gas phase, the chemistry can be

more efficient in ice mantles. Started with difficult observations from the ground,

the inventory of ice mantles has fully benefited from the ISO and Spitzer missions,

with their sensitive spectrometers fully covering the infrared spectral domain [44].

This field has fully benefited from the synergy between astrophysical observations

and laboratory experiments, where the formation and evolution of interstellar ices

can be studied. The excellent agreement of the infrared spectra of material produced

in the laboratory with astrophysical data indicates that the most important features

are well understood. The effort is now put into understanding the physical and

chemical processes leading to the complex ice composition when starting with

relatively simple ice mixtures (e.g. [49]).

Indeed, one of the most important roles of dust grains is the production of

complex organic molecules in grain mantles, which would not be possible through

pure gas phase chemistry. The detection of organics such as those listed in Table 2.3

in hot cores and hot corinos with radio telescopes shows the chemical richness

produced in ice mantles, both during the cold pre-stellar phase and during the

warm-up phase following the birth of the proto-star(s). The energetic radiation

associated with young proto-stars, with intense FUV and X-Ray emission, likely

contributes to the processing of the ice mantles and helps in building complex

organics. The detection through radio techniques is biased towards polar species,

with radio spectra strong enough to be identified. It is likely that the inventory of

organics in astrophysical ices is significantly richer than those identified so far.

The analysis of the soluble organic matter of primitive meteorites provides inter-

esting clues on this issue, since this material has condensed in the primitive nebula in

an analogous way as ices condense in dense interstellar clouds. The processing

induced by the radiation of the young sun is also similar to that expected in the ISM.

The composition of the soluble organic matter is very rich, with numerous amino-

acids. The direct detection with high spectral resolution techniques of a particular

amino-acid is extremely difficult since the expected spectrum in the astrophysical

sources will be composed of a very large number of weak spectral features that may
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not be individually detectable. A better approach is probably to focus on laboratory

experiments to learn more about the possible routes to chemical complexity in space.

For instance, [50] have recently detected in ice residues a key intermediate species in

the synthesis of peptides, hydantoin, confirming the important role of ice mixtures in

the synthesis of complex organics.

2.5 Observations of the Dense Interstellar Medium

The properties of the interstellar medium have been deduced from analysis of

extensive observations covering most of the electromagnetic spectrum (Fig. 2.8).

Except for the analysis of pre-solar grain inclusions in meteorites, no in-situ

measurement is possible because of the large distance of the objects. In the

following, we describe the main observation methods and the information carried

out by photons across the electromagnetic spectrum.

2.5.1 Photometry

For an extended object like the interstellar medium, imaging is a natural source of

information, providing clues on the spatial structure, geometry and many other

physical properties depending on the wavelength of interest.

2.5.1.1 Visible and Near Infrared

Images in the visible and UV are dominated by the combination of scattering and

absorption of the radiation from surrounding and embedded stars. Strong visible

lines, as those of hydrogen (Ha at 656.3 nm) can also contribute to the detected flux.

Scattering and absorption are produced by the dust grains, and are therefore used to

study the dust grain size distribution and composition. Both effects cause a dim-

ming of stellar radiation which varies as a function of wavelength and is more

pronounced at short wavelengths. The variation of the extinction as a function of

wavelength is called the extinction curve. It decreases continuously from the FUV

to IR wavelengths, except for the “extinction bump” at 217.5 nm. Dense regions of

interstellar clouds have a large enough column density of dust grains that the light

from the stars in their background is totally dimmed and they appear as black

patches in the bright trail of the Milky Way. The first catalogues of so-called “dark

clouds” were therefore established in the beginning of the twentieth century, by e.g.

Barnard and co-workers. Barnard 68 (Fig. 2.1) is a good example of such dark

clouds. Because the extinction decreases at near infrared wavelengths, background

stars that are totally invisible in the optical can be detected in the near infrared

J (1.2 mm), H (1.6 mm) and K (2.1 mm) bands.
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With the increase in the size and sensitivity of visible and near infrared cameras,

it is now possible to map the extinction across large areas of the sky, covering the

full extent of molecular complexes [51]. These studies make use of full sky surveys

such as the Two Micron Sky Survey (2MASS [52]) and the associated stellar

catalogue to derive extinction maps. To reach very large column densities, access

to the infrared wavelength region has proven to be the most valuable tool. First

images of the Galactic Plane at 8 mm revealed dark patches, reminiscent of the

classical dark clouds, that were therefore named “infrared dark clouds”. As

explained above, some of these infra red dark clouds are now thought to be the

birth place of massive stars. Current catalogues include 10,000 of objects [20].

The efficiency of scattering as a function of wavelength of the incoming radia-

tion is a strong function of the particle size. Therefore a large fraction of current

information on the particle size distribution has been extracted from analysis of the

scattered light, in visible nebulae as well as at infrared wavelengths to probe the

Fig. 2.8 Sketches of planned or proposed future telescopes. From left to right, top row: the space
telescopes JWST (James Webb Space Telescope, currently in construction, image credit NASA)

and SPICA (JAXA project, image credit JAXA); bottom row: the ground based telescopes ALMA

(in construction, image credit ESO/NOAJ/NRAO), Extremely Large Telescope (ELT, ESO

project), Plateau de Bure Interferometer (PdBI) (in operation, proposal for extension as

NOEMA, image credit IRAM)
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population of dust grains in dense cores. While the classical population of dust

grains has sub-micron size (0.1 mm) in the diffuse clouds and in visible nebulae, the

analysis of the deep images taken by the IRAC camera on board the Spitzer satellite

has revealed the presence of significantly bigger grains, with micrometre sizes [53]

likely resulting from the coagulation and aggregation of smaller particles.

2.5.1.2 Far Infrared

In the far infrared, the continuum radiation from the interstellar medium is

dominated by the dust thermal emission. At long wavelengths in the far infrared

and sub-millimetre domains, the emission is dominated by the sub-micrometre dust

grains that reach a stable temperature. The resulting emission can be described by a

modified black-body law, namely:

I nð Þ ¼ eðnÞð2kBn2Þ=c21=ðehn=kBT � 1Þ (2.5)

where e(n) describes the emissivity of dust grains as a function of frequency, and T

is the dust grain temperature. e can be derived either empirically from the analysis

of multi-wavelength observations, or from theoretical models of the dust grain

composition and structure. To first order, e scales as nb, with b ranging between 1.5

and 2. The assumption of a single dust grain temperature is a simplification given

the spread in dust grain size and composition, but is usual in order to obtain a first

insight into the mean properties of the source. The mean grain temperature is about

18 K [54, 55] in the diffuse interstellar medium, and decreases to �12 K in dense

clouds and even down to �6 K in the coldest dense pre-stellar cores [26] (Fig. 2.7).

The spectra of interstellar nebulae deviate notably from a modified black-body at

short and mid-infrared wavelengths (from about 3 to 60 mm), with a significantly

stronger radiation than that expected from thermal produced by the smallest solid

particles of nanometre size, that can fluctuate in temperature following the absorp-

tion of a far UV photon. This phenomenon can heat the small particles to

temperatures of a few hundred Kelvin, sufficient to emit in the mid infrared [3].

Therefore, by combining information across the electromagnetic spectrum, it is

possible to reveal the dust content, temperature and spatial distribution, as well as

the direction of the heating sources.

2.5.1.3 Polarimetry

The analysis of light polarization properties is the best tool to probe the magnetic

field in the interstellar medium. Indeed, there are two main mechanisms producing

polarized radiation in the visible and near infrared: (1) through scattering of the

incoming radiation from a nearby star, or (2), as a result of the dust grain partial

alignment with the magnetic field. These two mechanisms can be easily identified
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with their different spatial and spectral properties. In the former case, the polariza-

tion is detected at the same wavelength as the incoming radiation and has a specific

spatial pattern determined by the source geometry. In the latter case, the polarization

of radiation is caused by asymmetries in the light absorption by dust grains, induced

by the magnetic fields. Sub-micron dust grains are not perfectly spherical and can

therefore induce an alignment of the long axis of the dust grains perpendicular to the

local direction of the magnetic field. Such a geometry is indeed a stable configura-

tion since spinning elongated particles tend to align their angular momentum with

the local direction of the magnetic field. The most likely grain alignment mechanism

is thought to be due to radiative torques (e.g. [56] and references therein) induced by

asymmetry in the grain illumination and their irregular shapes. Aligned grains

absorb with higher efficiency light polarized with the electric field parallel to the

long axis of the dust grain. Therefore aligned dust grains create a polarization

pattern in the extinction of background stars, with the direction of polarization

parallel to the direction of the magnetic field. While the dust alignment is a local

effect, the resulting polarization pattern is a global effect since the signal is

integrated along the line of sight. The efficiency of polarization amounts to a few

percent, but its dependency on the intensity of the field is not completely understood

yet. The most useful information is the direction of polarization, which gives the

direction of the component of the magnetic field parallel to the plane of the sky.

Aligned dust grains also cause a polarization pattern in their thermal radiation at far

infrared and sub-millimetre wavelength, because the efficiency of thermal radiation

is larger in the direction parallel to their long axis. The resulting polarization pattern

is perpendicular to the extinction polarization pattern, with the polarization angle

being perpendicular to the local direction of the magnetic field.

In both cases, the direction of polarization gives access to the average direction

of the magnetic field, projected on the plane of the sky. No information is available

on the magnetic field component along the line of sight with this method. The

polarization degree ranges from a few percent up to slightly more than 10%.

A third method for studying the magnetic field is the detection of the Zeeman

effect using molecular lines. The presence of a magnetic field breaks the degener-

acy of the energy levels of molecule. This effect induces a splitting of the molecular

spectral lines, together with specific polarization pattern in the different spectral

components. The current detection schemes make use of these properties. Usually,

the Zeeman effect is detected in circular polarization, resulting from the difference

between the left hand side and the right hand side polarizations. The magnitude of

this effect scales with the intensity of the magnetic field along the line of sight. The

number of suitable spectral lines for such studies is relatively limited, because it

requires paramagnetic molecules that strongly interact with the magnetic field.

Such species have spectral lines which can be significantly split in the presence

of the magnetic field. In the interstellar medium, the hyperfine structure line of

atomic hydrogen at 21 cm, the L doubling lines of OH at 18 cm, and the rotational

lines of the CN radical near 113 GHz are the main spectral features used for

measuring the magnetic field [42].

64 M. Gerin



2.5.2 Spectroscopy

Spectroscopy is a key method of investigation for astrochemistry. It can be com-

bined with imaging methods in so-called “spectro-imaging techniques”, which

provide three dimensional data cubes, having as first two dimensions the position

on the sky, and as third dimension a spectral axis, labelled in wavelength, frequency

or velocity.

Spectroscopy is a very important technique because it allows measurements of

most of the constituents of the interstellar gas, thanks to their unique spectral

signatures (see Chap. 1) (Fig. 2.9). Depending on the wavelength domain,

molecules, atoms and ions in the gas phase can be detected through their electronic,

vibrational, rotational and/or fine-structure transitions. Given the typical values of

the Doppler broadening of interstellar lines of a few km s�1, high spectral resolution

is required for obtaining spectral information on the line profiles, namely R ¼ l/
dl �104. This figure is a minimum, with higher spectral resolutions reaching 106

being favoured for studies requiring a detailed description of the line profiles. Given

the low pressures of the interstellar medium, the sole broadening mechanism of

spectral lines is the Doppler effect. It relates the shift in line frequency n (or

wavelength l) relative to the rest frequency n0(l0) to the velocity of the molecule

or atom vz along the line of sight joining the source and the telescope. To first order,
it can be written as,

dn=n0 ¼ ðn� n0Þ=n0 ¼ �dl=l0 ¼ �vz=c (2.6)

Therefore line profiles carry precious information on the gas dynamics along the

line of sight, as the Doppler effect is only sensitive to the velocity component

parallel to the direction of observation. The centroid of the line profile provides the

mean velocity along the line of sight, the line width provides information on the

velocity dispersion that can have several sources:

• Thermal broadening resulting from the randommotions of molecules or atoms at

a finite temperature, sth ¼ √kBT/m
• Turbulent motions associated with the local fluid dynamics, st.

• Systematic motions along the line of sight, such as ordered rotation, expansion

or more complex motions.

The first two broadening mechanism produce Gaussian line profiles,

f ðvÞ ¼ ð1=sppÞe� v�v0ð Þ2=s2 (2.7)

with v0 the source velocity in the rest frame of interest, and s the broadening

parameter, while the last mechanism can produce any line profile, either symmetric

or asymmetric. It is therefore customary to use Gaussian profiles to fit astronomical

line profiles. For this purpose, astronomers often use the Full Width at Half
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Maximum FWHM to characterize the line width. It is related to the broadening

parameter s with FWHM ¼ 2s √ln(2) � 1.665s.
Although their spectral signatures are not as narrow as gas phase species, the

composition of the dust particles can also be established through analysis of

astronomical spectra, especially in the infrared spectral domain. The best tools

are the vibrational bands of solid state materials. For instance, two deep absorption

bands at 9.7 and 18 mm track the presence of silicate grains. The exact position and

shape of the band carry important information on the silicate composition, amor-

phous versus crystalline character, as well as the grain sizes. The physical meaning

is as follows: these bands correspond to the elongation and bending modes of the

Si � O bond in silicates whose properties depend on the environment of these

Fig. 2.9 (continued)
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atoms in the solid. The dependency with the grain size is introduced because a

competition between absorption and scattering will be dimming the bands when

grains reach a size comparable to the wavelength of the band [3].

The presence of mantles on silicate grains is revealed by absorption bands of

water ice, superimposed with features from carbon monoxide, carbon dioxide,

methanol and other less abundant constituents. As for the silicate bands, the spectral

features associated with molecular ices are most prominent in the infrared spectral

region, between 3 and 40 mm mainly. Because water ice is the main constituent of

ice mantles, the spectral features due to water ice are the strongest, especially the

3.1 mm feature due to the stretching mode of the O-H bound in solid water. This

band can be fully saturated for deeply embedded young stellar objects.

Fig. 2.9 Subset of the full spectral survey of the Orion-KL region performed with the Herschel

space observatory. The first panel shows the frequency coverage with two successive zooms on a

small subset of the data, where the carriers of the strongest lines are identified. In the bottom panel,
all lines with numbers ranging from 1 to 27 are produced by CH3OH. The second panel shows a
collection of lines from HDO and HD18O. The line profile is fitted with four separate spectral

components, corresponding to four spatially distinct sources of emission, that are too close to be

spatially separated at the moderate angular resolution allowed by Herschel [57]
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2.5.3 Instruments

Specific instruments have been developed to enable the detection of the faint and

usually extended emission of interstellar nebulae, as well as the narrow spectral

lines, that can appear either as emission or absorption features. The key parameters

for such studies are the spatial and spectral resolution of the instruments, their

wavelength coverage and sensitivity. Depending on the wavelength domain, spe-

cific detectors and instrument layout must be used that take advantage of the most

recent advances in light collecting and detection.

For a telescope of diameter D, the scattering of the incoming radiation upon the

dish provides the most stringent limit on the angular resolving power dy defined as

the angular size of the smallest object that can be individually resolved. This

resolving power is related to the telescope diameter and the observing wavelength

l as

dy � l=D � 100ðl=1mmÞð0:25m=DÞ

In this formula, the resolving power is expressed in arcsec (1rd ¼ 20626500). The
theoretical resolution is seldom achieved at visible wavelengths because the atmo-

spheric turbulence limits the resolving capabilities of ground based telescopes to a

fraction of an arcsec, unless they are equipped with adaptive optics correcting

systems. In the far infrared and (sub)millimetre domain, the seeing induced by

the atmosphere has no impact and telescopes can achieve their theoretical angular

resolution. For the closest molecular clouds situated in the Taurus or Ophiuchus

complexes, at distances d of about 120 parsecs, such a resolving power corresponds

to a linear size l of l ¼ dyd ¼ 1.8 � 1013 m ~ 120 AU ~ 0.6 � 10�3 pc.

In the following, we give a short summary of the main observatories and

instruments that have led to great advances in the field of astrochemistry.

Instruments operating at ultraviolet wavelengths must be space borne as the

Earth’s atmosphere efficiently shields the energetic radiation. Recent instruments

include the Hubble Space Telescope (HST) with its long suite of instruments

combining imaging cameras and spectrometers (see http://hubblesite.org/

the_telescope/). The Far Ultraviolet Spectrum Explorer (FUSE) has explored the

shortest wavelength, a key domain for the study of molecular hydrogen.

In the visible, ground based telescopes provide the necessary instruments, with

imaging cameras with a large field of view and sensitive high resolution

spectrometers. Similar instruments are developed in the near infrared spectral

region, that is well accessible from the ground. (see e.g. the instrument available

at the European Southern Observatory (ESO) http://www.eso.org).

The atmospheric transmission becomes very poor past �10 mm, with the

increased attenuation of the mid and far infrared radiation by molecules in

the atmospheres, most notably water vapour H2O and carbon dioxide CO2. There-

fore the information has been acquired using space borne or airborne telescopes

such as the ESA mission Infrared Space Observatory (ISO http://sci.esa.int/iso) and
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the NASA Spitzer Space Telescope (http://www.spitzer.caltech.edu), or the Strato-

spheric Observatory for Infrared Astronomy (SOFIA), (http://www.sofia.usra.edu).

The need for space borne systems is also true in the far infrared. This wavelength

domain is currently accessible thanks to SOFIA and the joint ESA/NASA mission

Herschel Space Observatory (http://herschel.esac.esa.int).

The sky becomes more transparent at longer wavelengths, allowing the use of

large (sub)millimetre telescopes from ground based observatories. Because the

presence of water vapour in the atmosphere is one of the major source of atmo-

spheric opacity, these observatories are located in high altitude sites such as the top

of the Mauna Kea extinct volcano or the high altitude Chajnantor plateau in the

Atacama desert about 5,000 m above sea level in Chile. This frequency domain,

from about 80 GHz to about 900 GHz is one of the main sources of information for

studying interstellar molecules since it corresponds to the frequencies of rotational

lines of molecules. However, the relatively long wavelength gives access to limited

spatial resolution as the spatial resolution power of a given telescope scales linearly

with the wavelength and inversely with its size, as l/D. Therefore at (sub)

millimetre wavelengths, even the largest monolithic telescopes like the IRAM

30 m telescope (http://www.iram-institute.org) have a modest spatial resolution of

several tens of arcsec, significantly worse than the arcsec achievable with visible

and IR telescopes because of the long wavelengths. Therefore, it is customary to

build radio interferometers, in which the incoming radiation is coherently detected

by several identical dishes spaced by a large distance, from a few hundred meters up

to several kilometres. The resolving power is now given by the telescope separa-

tion, rather than by the telescope diameter, enabling an excellent spatial resolution.

The price to pay is in terms of sensitivity, especially for extended emission since the

sparse spacing of the telescopes composing the interferometer (typically six to nine

element telescopes, giving access to N(N � 1)/2 independent measurement points)

introduces a spatial filtering in the incoming radiation.

The Plateau de Bure Interferometer (PdBI) located in the French Alps, and the

Atacama Large (sub)Millimeter Array (ALMA) (http://www.almaobservatory.org/)

located in Chile are among the most sensitive (sub)millimetre radio interferometers.

When its construction is complete, ALMA will provide unprecedented sensitivity

for detection and imaging, with its 50 antenna network and its complementary arrays

increasing the sensitivity to extended emission.
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Chapter 3

Chemical Processes in the Interstellar Medium

Michael J. Pilling

Abstract Models of the chemical composition of the interstellarmedium incorporate

networks of chemical reactions. The rate coefficients and the products of these

reactions are important components of the model. In this chapter I review the

determinants of these components and the methods used to measure them experimen-

tally and calculate them using theory. The bulk of the chapter is devoted to ion þ
neutral molecule and neutral molecule þ neutral molecule reactions. I also briefly

discuss radiative association, dissociative recombination and reactions occurring on

surfaces. The conditions of low pressure and low temperature in the interstellar

mediumplace considerable demands on experiment and theory, which are particularly

severe for reactions between neutral species. Many reactions can be estimated with

tolerable accuracy. Others require a combination of high level electronic structure

calculations, coupled with detailed theory and low temperature experimental

measurements.

3.1 Introduction

The use of complex models, with large networks of chemical reactions, is

discussed in Chap. 4. The models are directly linked to, and dependent on,

observations and are designed to help us understand how interstellar molecules

are created in their observed abundances [1]. Models are based on extensive

theoretical and experimental research, both in the construction, evaluation and

optimisation of the models themselves and of the networks on which they rely,

and on the underlying science that provides quantitative information on the rates of

those reactions. This chapter is primarily concerned with the underlying science.
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The study of the rates of chemical reactions has a long history as both a

fundamental and applied field of research. Fundamental interest centres on the

determinants of the reaction rates of elementary reactions, which are generally

regarded as single step processes, although this limitation will be somewhat revised

in the discussion below. From an experimental perspective, the development of

direct methods of measuring rates of fast reactions in the 1950s and over subsequent

decades played a central role. Advances in optical and mass spectrometries have

been essential in these developments. Theories of such reactions also have a long

history, largely, but not exclusively, through the conceptual framework provided by

transition state theory, although dynamical theories have also played an important

role. Advances in computing have revolutionised reaction kinetics theory by

providing routes to calculating aspects of the potential energy surfaces on which

reactions occur, as well as improving the level at which rate theory can be applied.

The main areas of application of kinetics, especially in the gas phase, have been

combustion and atmospheric chemistry, so that the emphasis has been on

temperatures above ~200 K, with experimental techniques largely restricted to

such conditions. Indeed, many measurements of key reactions have been limited

to room temperature. This limitation has clear consequences for the provision of

rate data for modelling chemical processes in the Interstellar Medium (ISM). The

development of new techniques has been essential even to approach the lower

temperatures needed, and relatively few reactions have been studied under such

conditions. Progress has depended on combining theory with experiment.

This has been achieved at a variety of levels. In many cases, no experimental

data are available and rate coefficients are simply estimated, often using theory at

the most elementary of levels. Where measurements have been made at room

temperature, rate data are again estimated at the temperatures appropriate to the

model conditions, but with the benefit of some degree of model tuning using the

available data. Measurements at very low temperatures have proved invaluable in

reducing or even eliminating the extent of extrapolation needed, but also in

providing a testing ground for the evaluation and refinement of theory. There are

so many reactions in the major networks and experimental measurement of all of

them is just not feasible, so estimation plays a key role. Recent years have seen

substantial theoretical developments, both in the calculation of the potential energy

surface and in the kinetic model itself, so that, in some cases, rate data of high

accuracy can be achieved through theory alone. The ideal solution though is one of

combined theory and experiment.

One aim of experimental and theoretical kinetics is the determination of the rate

coefficient, k(T) (Sect. 1.5), but it is not the only one. Some reactions form more

than one set of products, as in the reaction between H3
þ and O(3P):

H3
þ þ O 3P

� �! OHþ þ H2 (R3.1a)

H3
þ þ O 3P

� �! H2O
þ þ H (R3.1b)
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The rate coefficient for the overall reaction (R3.1) (= (R3.1a) + (R3.1b)) is k1,
which is equal to the sum of the rate coefficients for the two reaction channels, so

k1 ¼ k1a þ k1b. The branching ratio for the two channels is the ratio of their rate

coefficients, so that in the example above the branching ratio is k1a/k1b, while the

channel efficiency for channel (R3.1a) is k1a/k1.
1 The determination of branching

ratios is as important as the determination of overall rate coefficients but presents

greater challenges.

3.2 Reaction Networks

Reaction networks and their construction and use are discussed in much greater

detail in Chap. 4. This section aims simply to provide a context for the discussion of

chemical kinetics that follows.

Models of the ISM consist of a physical framework, that may involve dynamical

processes, but certainly involves the timescales of the overall processes being

modelled, a chemical context, e.g. the abundances of key species, and a set of

ordinary differential equations (odes), that describe the kinetics of the component

elementary reactions that make up the network [2]. These odes are of the form:

d X½ �=dt ¼ Total rate of forming X� Total rate of removing X: (3.1)

The rate terms contain the rates of each of the elementary reactions forming or

removing species X. For example, for X ¼ H2O
+, the rate of forming X includes

the rate of reaction (R3.1b), k1b[H3
þ][O], while for X ¼ H3

+, the rate of removing

X includes the overall rate of reaction (R3.1), k1[H3
+][O], where the square brackets

denote concentration.

Reaction (R3.1) is an elementary reaction; it is a single step reaction in which

the reactants approach, under the influence of, in this case, an ion-quadrupole

interaction, and electronic rearrangement in the resulting collision complex leads

to formation of the two sets of products. Quantitative information on the rate

coefficient and branching ratios, including their temperature dependence, is

needed to construct and use the reaction network.

Millar et al. [3] were the first to describe a database of reactions and rate

coefficients for use in astrochemistry, and this formed the basis of the Manchester

database, which is available on line (http://www.udfa.net). The other major network

is that at Ohio State University (osu-09-2008 is the latest version) (http://www.

physics.ohio-state.edu/~eric/research.html). Similar web-mounted networks are

1 These definitions of ‘branching ratio’ and ‘channel efficiency’ are not universally agreed. For

example, the KIDA data base uses ‘branching ration’ for the ratio of the rate coefficient for a

particular channel to that for the overall reaction, so that the branching ratios sum to unity.
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available for combustion (e.g. GRI-Mech, http://www.me.berkeley.edu/gri-mech/)

and atmospheric chemistry (e.g. master chemical mechanism, http://mcm.leeds.ac.

uk/MCM/)

Reaction networks are large: osu-09-2008 for example, includes reactions of 455

species and 4,457 reactions. The construction of such a network has taken place over

many years and its current form reflects increasing knowledge of the elementary

reactions and increasing understanding of the reactions that need to be included. The

latter depends on evaluating simulations based on a network against observational

data. Evaluation is easier for the equivalent networks used in combustion [4] and

atmospheric chemistry [5, 6], where simulations are compared not only with

observations of a flame or the atmosphere, but also with observations in relatively

controlled environments in the laboratory, such as flow or stirred reactors in

combustion and simulation chambers in atmospheric chemistry, where the experi-

mentalist has some control over the system studied. This is not the case in the ISM,

because the conditions of pressure, temperature and species concentration are

difficult to achieve in the laboratory, and model and network evaluation are

necessarily restricted to comparisons between model predictions and observations

of the ISM itself. Tests on sub-systems – combinations of reactions, such as those

occurring on surfaces – make an important contribution to the construction of

realistic networks.

The effort required to determine rate coefficients is such that some focus is

needed, so that key reactions are studied. This is increasingly achieved using

uncertainty propagation [1, 7] and sensitivity analysis [8]. The former provides an

estimate of the overall uncertainty of the model. The latter helps identify those

reactions contributing most to this uncertainty, or which are the major reactions

forming or removing a key species. The former activity requires knowledge of the

parameters in the model; in the context of the present chapter, these are the rate

coefficients and branching ratios of the component elementary reactions. This

process is made more difficult because reaction kinetics is not as exact a science

as one might wish, and measurements of the same rate coefficient in different

laboratories can differ significantly. The provision of databases of evaluated rate

coefficients has been an important activity in combustion [9] and atmospheric

chemistry [10] for many years; the KIDA (Kinetic Database for Astrochemistry,

http://kida.obs.u-bordeaux1.fr/) has recently been set up to provide the same service

in astrochemistry [11]. Each datasheet reviews all available measurements and

calculations of the rate coefficient for a specific reaction, and recommends rate

parameters over a specified temperature range, together with an estimate of the

uncertainty. The rate coefficients are usually expressed through the Kooij equation

(1.29): k ¼ a(T/300)bexp(�g/T).
The emphasis in this chapter is on bimolecular reactions, i.e. reactions of the type

A þ B. Both the theoretical framework and the experimental techniques differ for

reactions between an ion and a neutral molecule and between two neutral molecules,

and they are discussed separately, in Sects. 3.3 and 3.4 respectively. In ion þ neutral

molecule reactions, the intermolecular forces are comparatively long range and

theory concentrates on the calculation of the so-called capture rate coefficient.

76 M.J. Pilling

http://www.me.berkeley.edu/gri-mech/
http://mcm.leeds.ac.uk/MCM/
http://mcm.leeds.ac.uk/MCM/
http://kida.obs.u-bordeaux1.fr/
http://dx.doi.org/10.1007/978-3-642-31730-9_1


For most reactions of this type, all that is necessary to ensure reaction is that the

reactants approach and are held together by the strong intermolecular force. Any

rearrangement of the electrons to form new chemical bonds is then assured and so is

not rate determining. In neutral molecule þ neutral molecule reactions, by contrast,

the attractive intermolecular forces are shorter range and generally overlap the region

inwhich the chemical forces operate. Calculation of the rate coefficient thereforemust

acknowledge both types of force and the approach is necessarily different.

Radiative association is examined in Sect. 3.5 and dissociative recombination

and surface reactions are discussed briefly in Sects. 3.6 and 3.7. Photo-processes are

not covered.

3.3 Ion-Neutral Reactions

The majority of reactions in the OSU kinetic database involve reaction of a cation

with a neutral atom or molecule. They are initiated by the ionization of H2 by

cosmic rays [12, 13] followed by proton transfer to H2 to form H3
þ:

H2
þ þ H2 ! H3

þ þ H (R3.2)

The rate coefficient, k2, is 1.7 � 10�9 cm3 s�1 at 10 K [14], which is typical of

many of the reactions of this type that are of importance in the ISM. The timescale

for conversion of H2
þ to H3

þ is (k2[H2])
�1 which is less than a day for a molecular

hydrogen density of 104 cm�3. H3
þ reacts rapidly with a wide range of neutral

species. The key data needed for modelling purposes are the rate coefficients for

these reactions and the branching ratios between competing product channels. For

example, H3
þ reacts with CO to form both HCOþ and HOCþ [15]:

H3
þ þ CO ! HCOþ þ H2 (R3.3a)

H3
þ þ CO ! HOCþ þ H2 (R3.3b)

Mass spectrometry, in principle, provides a means of determining the product

branching ratio, but it is not always easy to do, especially for reaction (R3.3), where

the product ions in channels a and b have the same mass. Most experimental studies

simply provide the rate coefficient. The problem of providing appropriate rate data is

further compounded by the difficulty of making measurements of k at temperatures

appropriate to the ISM; most are determined at room temperature. It is often

necessary, therefore, to extrapolate experimental data to low temperatures, or even,

when measurements are unavailable, simply to make estimates to provide the neces-

sary rate data.
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3.3.1 Experimental Methods

Two general approaches have been used in the study of cation-neutral reactions,

Aþ þ B, based on trapping the ion in a field and observing its loss by reaction with

the neutral [16] and flowing the ion down a flow-tube, in the presence of the neutral,

and observing its loss at a point down the tube [17, 18].

Most of the earlier rate data for ion neutral reactions were determined using

ion cyclotron resonance (ICR), where the ions, Aþ, are trapped by a combination of

magnetic and electric fields. The neutral reactant, B, is then introduced in

large excess and Aþ decays exponentially with a time constant (k[B])�1, where

k is the rate coefficient. After a known time delay, the ions are transferred through

an analysis region, where their concentration and hence the rate coefficient are

determined. Varying the time delay allows a whole time profile to be developed, on

a 10 ms timescale, for a selected ion.

The total gas density in an ICR is ~1011 cm�3, while the extraction time is

typically 10 ms. Since the collision frequency is ~100 ms, the reaction is little

affected by collisions with the bath gas. This has some advantages, in that the

conditions are closer to those found in the ISM than is the case for the flow methods

discussed below, but observing the effects of collisions on the rate coefficient can

provide useful quantitative information on the reaction mechanism.

Measurements made using ion cyclotron resonance are mainly restricted to room

temperature. Low temperatures have been achieved using liquid helium cooled

Penning ion-traps [19] and Gerlich and co-workers [20] have used inhomogeneous

trapping fields, coupled with cooling by collision with a buffer gas to reach

temperatures of ~10 K. They studied the reaction:

CH4
þ þ H2 ! CH5

þ þ H (R3.4)

and showed that the rate coefficient varied as T�1.1 over the range 300–30 K, and

reached a roughly constant value of 4 � 10�10 cm3 s�1 over the range 30–10 K.

Flow methods operate at gas densities of ~1016 cm�3. In the flowing afterglow

(FA) method, ions in a buffer gas, usually He, flow down a tube and are detected

mass spectrometrically at a point downstream [17, 18]. The neutral co-reactant can

be introduced at a number of injectors, so that the reaction time, between mixing of

the ion and neutral and detection, can be varied. Many reactions have been studied

using the selected ion flow tube (SIFT) method, in which the ions introduced into

the flow tube are mass selected using a quadrupole mass filter [21]. Flow tubes can

be cooled cryogenically and typical lower temperatures of ~80 K are achievable

using liquid nitrogen. A major limitation is the condensation of lower volatility

materials at the cooled flow tube walls, which can limit the molecules studied and

the reactant concentrations. Snow and Bierbaum [22] recently reviewed the SIFT

and other techniques for measuring rate coefficients for ion-neutral reactions.

A selection of rate coefficients taken from their review is given in Table 3.1, for

a few of reaction types.
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Significantly lower temperatures have been achieved by Rowe and co-workers

[23, 24] using the CRESU (Cinétique de Réaction en Ecoulement Supersonique

Uniforme) technique, in which the gas is expanded through a Laval nozzle and the

flow parameters, density, temperature, pressure and velocity in the central

10–20 mm of the resulting uniform supersonic jet are invariant in both axial and

radial directions, since the flow is isentropic over a flow distance of tens of

centimetres. The jet crosses an electron beam to provide the ions and into a mass

spectrometer, which is movable so that the reaction times can be varied.

Measurements have been made down to 8 K. Measurements on Heþ þ N2 gave

k ¼ 1.2 � 10�9 cm s�1 at 8 K and 1.3 � 10�9 cm s�1 at 30 K, showing the

temperature invariance predicted by the Langevin equation (see below), which

gives a value of 1.7 � 10�9 cm3 s�1.

3.3.2 Theoretical Considerations

An understanding of the factors affecting the rate coefficient for reaction between an

ion and a neutral atom or molecule centres on the calculation of the capture rate

coefficient. Capture brings the reactants into sufficiently close proximity for chemical

interaction to occur and reaction to take place. Intermolecular forces were discussed

in Sect. 1.4 for the reaction A þ B. The attractive potential varies as RAB
�n, where

RAB is the distance between A and B. The effective potential energy, Veff (RAB), is

obtained by adding the energy of orbital motion of A and B, giving:

Veff RABð Þ ¼ Etransb
2=RAB

2
� �� C=RAB

n (3.2)

where b is the impact parameter, which is the distance of closest approach of the

centres of the two particles in the absence of intermolecular forces. C and n depend
on the nature of the intermolecular potential. Table 3.2 gives values of n and

expressions for C for a number of different interactions.

The requirement for reaction in a specific collision is that the reactants have

sufficient energy to overcome the centrifugal barrier presented by their orbital

motion. A strategy was presented in Sect. 1.4 for calculating the cross section

for reaction with an ion-induced dipole interaction by (1) finding the value of

RAB (RAB,max) at which Veff (RAB) has its maximum value (by differentiating the

right-hand-side of (1.9) and setting the result to zero); (2) finding the corresponding

Table 3.1 Examples of rate coefficients for ion-neutral reactions

Reactants Products Channel efficiency k/cm3 s�1 T/K

C6H6
þ þ H C6H7

þ ~0.65 2.1 � 10�10 298

C6H5
þ þ H2 ~0.35

CH4
þ þ H CH3

þ þ H2 1.0 6 � 10�10 50

COþ þ N NOþ þ C 1.0 8.2 � 10�11 298
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value of Veff(RAB), that is, Veff(RAB,max), and (3) using these results to find the

maximum value of b at which collisions with relative energy Etrans can ‘surmount’

the ‘centrifugal barrier’, Veff(RAB,max). The rate coefficient is obtained by multiplying

the expression for the cross-section by the Maxwell-Boltzmann expression for the

distribution of relative velocities and integrating the result.

The A-B distance at the maximum, RAB,max, moves to larger values as Etrans

falls. Similarly, the average value of RAB at temperature T increases as T is reduced.

This behaviour applies to all types of interaction and also to reactions between

neutral species, and has important mechanistic consequences as discussed in the

following sections.

For reaction between an ion and a spherical molecule, C ¼ aq2/2 and n ¼ 4 (see

Table 3.2 for definitions of a and q). The resulting capture rate coefficient is given

by the Langevin expression:

k ¼ 2pq a=mð Þ1=2 (3.3)

where m is the reduced mass; for the reaction A þ B, m ¼ mAmB/(mA þ mB),

where mX is the mass of X. Typically, kL is ~2 � 10�9 cm3 s�1, e.g. kL ¼ 1.7

� 10�9 cm3 s�1 for Heþ þ N2 (treating N2 as a spherical molecule) and kL ¼ 2.4

� 10�9 cm3 s�1 for H3
þ þ CH4. kL is independent of temperature.

The Langevin expression was extended by Su, Chesnavich and Bowers [25, 26]

to reaction between an ion and a dipolar molecule, using trajectory calculations and

variational rate theory (see below). The reactants were treated as rigid bodies and

only their translational and rotational energies were considered. This is a realistic

assumption, because the vibrational energies are unlikely to change during

approach and capture (see the discussion of adiabatic channels below). For

reactions of this type, the potential in (3.3) includes not only the ion-induced dipole

interaction but also the orientation-dependent ion-dipole interaction, �qmDcosy/
RAB

2 (Table 3.2). The effective potential energy for the system now depends not

only on the orbital motion of the reactants and the interaction energy deriving from

the charge on A and the induced and permanent dipole moments on B, but also on

the orientation of B.

They showed that the ratio of the capture rate coefficient to the Langevin value,

kD/kL, depends primarily on a reduced parameter, x, where

x ¼ mD
2akBTð Þ1=2

(3.4)

Table 3.2 Types of interaction between an ion and a neutral molecule (cgs units)a

Type n C

Ion-induced dipole 4 aq2/2
Ion-dipole 2 qmDcosy
Ion-quadrupole 3 (qmQ/4)(3cos

2y � 1)
aThe form of the potential is �C/RAB

n. q is the charge on the ion, a, mD and mQ are the

polarizability, dipole moment and quadrupole moment of the neutral, y is the angle formed

between the dipole and RAB
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x ¼ 1/√TR, where TR is a reduced temperature. They found that, under most

conditions,

kD=kL ¼ 0:4767xþ 0:620 for x � 2; (3.5)

and

kD=kL ¼ ðxþ 0:5090Þ2=10:526þ 0:9754 for x < 2 (3.6)

As x ! 0, kD ! kL, as required, since at high temperatures the charge dipole

interaction averages to zero. Wakelam et al. [1] give alternative expressions in

terms of T and recommend that the Su-Chesnavich formulae are used where no

experimental data are available and that the formulae are suitably scaled when room

temperature experimental values of the capture rate coefficient have been

measured. Applications of the formulae have been considerably aided by the

publication by Woon and Herbst [27] of quantum chemical calculations of

polarizabilities and dipole moments for 200 neutral species with up to 12 atoms

that occur in astrochemical reaction networks. Where such data are available, the

calculated values are compared with experimental results.

Maergoiz et al. [28–30] performed classical trajectory calculations for ion-

dipole, ion-quadrupole and dipole-dipole collisions, deriving results for capture

rate coefficients and expressing them in terms of two reduced parameters, the

reduced temperature, y, closely related to the TR parameter in the work of

Chesnavich and co-workers, and x, the Massey parameter, which is equal to the

ratio of the collisional timescale to the rotational period of the neutral. x � 1

corresponds to the adiabatic limit (see below). They gave parameterized

expressions for kD/kL, similar to those given by Su and Chesnavich [26], but

extending the range of validity.

While the results of trajectory calculations provide an accurate testing ground

for more approximate theories, and, in the parameterised form developed by Su,

Chesnavich and Bowers [25, 26], a widely applied means of calculating capture rate

coefficients for these more complex interactions, they provide less insight into

reaction mechanisms and rate coefficient determinants than more analytic

approaches. The simplest approach is provided by phase space theory (PST)

which assumes an isotropic potential between the reactants [31]. The centrifugal

term in the effective potential in (3.2) can be expressed in terms of the orbital

angular momentum quantum number, ‘ , for the collision, so that the equation for

Veff (RAB) becomes:

Veff RABð Þ ¼ �h2‘ ‘þ 1ð Þ
2mR2

AB

� C

Rn
AB

(3.7)

The capture rate for a given total energy, E, and total angular momentum, J, is
proportional to the number of states N(E,J) whose relative translational energy
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exceeds the maximum in the potential, Veff. This maximum energy in turn depends

on C,n, ‘ and m. The total capture rate coefficient is obtained by integrating over a

Boltzmann distribution, which gives:

kðTÞ ¼ 1

hq

ð
N E; Jð Þ exp � E

kBT

� �
dE dJ (3.8)

where q is the partition function for the reactants (Sect. 1.3). N(E,J) includes the
vibrational and rotational states of each reactant, although the former change little

in the capture process and can be omitted from the sum. This leaves the rotational

states of each reactant. PST assumes that these do not interact so that the attractive

potential remains isotropic. For an ion-induced dipole interaction, (3.8) leads to the

Langevin expression.

When the interaction depends on the orientation of the neutral molecule, as is the

case, for example, for ion-dipole reactions, the simple treatment outlined above is

no longer appropriate. The adiabatic channel method is often used in this context

[32]. The rotational energy levels in the separated reactants are coupled with the

orbital energy levels to define a set of channels for the collision complex. The

number of open states, N(E,J), is the number of channels with an energy maximum

below the energy E. Examples of this approach include the adiabatic channel

centrifugal sudden approximation (ACCSA) of Clary [33] and the statistical adia-

batic channel model (SACM) of Troe and co-workers [34].

Troe examined reactions of an ion with a dipolar molecule using SACM [35]. He

found that kD/kL increases with decreasing temperature in quantitative agreement with

the expressions of Su and Chesnavich [26] for a number of ion þ linear molecule

reactions, including HCl þ H3
þ and HCN þ H3

þ although the results diverged at

temperatures below the characteristic rotational temperature, T* ¼ B/kB, where B is

the rotational constant (¼ h/8p2I, where I is the moment of inertia). For HCl þ H3
þ,

T* ¼ 15.2 K, while for HCN þ H3
þ, T* ¼ 2.12 K. Below these temperatures the

SACM values for kD/kL reach a limiting value while those from (3.5) and (3.6)

continue to increase. Troe also considered reactions in which the neutral, B, is a

symmetric or an asymmetric top, where the rotational energy levels are described by

more complex expressions than is the case for linear molecules.

Maergoiz et al. [28–30] found good agreement between their trajectory

calculations and the Troe results in the adiabatic limit (x � 1). They also showed

that the divergence of the SACM results from the expressions of Su and Chesnavich

[26] at very low temperatures can be expressed in terms of aB/2mD
2.

Georgevskii and Klippenstein [36] applied variational transition state theory

(VTST) to the derivation of rate coefficients for reactions governed by long range

interactions. VTST is an alternative approach to the adiabatic channel method and

is discussed in greater detail in Sect. 3.4, They applied the microcanonical,

rotationally resolved version of the theory (mJ-VTST, where J is the total angular

momentum of the system), obtaining the final rate coefficient by integrating over

the appropriate Boltzmann distributions of translational and rotational energies, as

discussed above for PST. The result they obtained, for example, for reaction

between an atomic ion and a dipolar molecule at low temperatures is very simple:
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k ¼ qmD

ffiffiffiffiffiffiffiffiffiffiffi
2p

mkBT

s

(3.9)

The result agrees well with their extensive classical trajectory calculations. Note

that this expression is for a simple ion-dipole interaction – it does not include any

effects of the induced dipole. The paper includes a large number of different

interaction potentials, and much of the discussion relates to reactions between

neutral molecules.

3.3.3 Ion-Molecule Reactions: Specific Examples

Two specific ion molecule reactions are examined in this section, H3
þ þ O and

H3
þ þ CO. Both experimental and theoretical results are discussed.

H3
þ þ O(3P)

O(3P) is the ground electronic state of the oxygen atom. Its reaction with H3
þ

provides one of the main channels for removal of the ion in dense star forming

regions. There are two reaction channels:

H3
þ þ O 3P

� �! OHþ þ H2 (R3.1a)

H3
þ þ O 3P

� �! H2O
þ þ H (R3.1b)

There have been two experimental determinations of the overall rate coefficient.

Fehsenfeld [37] used a flowing afterglow technique at 300 K, obtaining an overall

rate coefficient of (8 � 4) � 10�10 cm3 s�1. Milligan and McEwan [38] used a

SIFT method to generate H3
þ and a microwave discharge to form O(3P). The

experiments were conducted under conditions where [H3
þ] � [O(3P)], so that

the atom concentration was needed to determine the rate coefficients; this was

achieved by observing the decay of CH3
þ in the presence of the same [O(3P)], and

calculating [O(3P)] using the well established rate coefficient for CH3
þ þ O(3P).

They obtained k1 ¼ (1.2 � 0.5) � 10�9 cm3 s�1 and also determined the fractional

yields as 0.7 and 0.3 for channels a and b respectively.

Theoretical analyses of the reaction have been performed by Bettens et al. [39]

and by Klippenstein et al. [15]. The former used classical trajectories on a calculated

potential energy surface. Klippenstein et al. used high level electronic structure

methods to calculate the potential energy surface, coupled with the analytical

solutions outlined above [36], detailed transition state theory and trajectory

calculations. Their paper contains a great deal of insight into the mechanism and

the temperature dependence of the overall rate coefficient.

Milligan and McEwan [38] compared their experimental result with that from

the Langevin expression, obtaining agreement within their uncertainty range.
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The reaction is, however, much more complex. It turns out that the ion-quadrupole

interaction is the most important term in the long range potential, especially at low

temperatures, where the variational transition state occurs at large internuclear

separations [15]. Assuming that only the ion-quadrupole interaction is important,

Klippenstein et al. [15] showed that the rate coefficient is given by:

k ¼ 8:46m�1=2 mQq
� �2=3ðkBTÞ�1=6

(3.10)

where mQ is the quadrupole moment. This expression agrees well with their more

exact calculations based on the electronic structure calculations, differing slightly at

higher temperatures, where other interactions, in addition to the charge-quadrupole

interaction, begin to contribute to the potential.

Complications arise from the differing reactivities of the spin orbit components

of O(3PJ). There are three low lying energy levels, with J values of 2, 1 and 0,

energies equivalent to 0, 228 and 326 K and degeneracies of 5, 3 and 1 respectively.

These states are labelled O(3P2,1,0); O(3P2) is lowest in energy. Only three

components of the fivefold degenerate O(3P2) state are reactive. The other two

components and all the components of O(3P1,0) interact with H3
þ on repulsive

electronic surfaces, so that they are unreactive. There are two consequences. Firstly,

the fraction of O(3P) that can react is temperature dependent and decreases with

increasing temperature, as the fraction of unreactive states increases. Secondly, the

interplay between the spin-orbit and charge-quadrupole interactions makes the

potential energy curve slightly less attractive at low T, reducing the rate coefficient

by a factor of ~2 in the low temperature limit. Klippenstein et al. [15] obtained the

rate coefficient expression k1 ¼ 1.14 � 10�9 (T/300 K)�0.156 exp(�1.41 K/T)
cm3 s�1, over the temperature range 5–400 K. This gives a room temperature

value of 1.1 � 10�9 cm3 s�1, in very good agreement with the experimental result

of Milligan and McEwan [38].

The reaction has been evaluated in the KIDA database (http://kida.obs.u-bordeaux1.

fr/), and the expression of Klippenstein et al. adopted, with a reliability of ~40%. In the

absence of a theoretical analysis of the temperature dependence of the channel yields,

they recommended the values determined by Milligan and McEwan, independent of

temperature, i.e. k1a/(k1a þ k1b) ¼ (0.7 � 0.2) and k1b/(k1a þ k1b) ¼ (0.3 � 0.2).

H3
þ + CO

This reaction also has two channels forming HCOþ and HOCþ.

H3
þ þ CO ! HCOþ þ H2 (R3.3a)

H3
þ þ CO ! HOCþ þ H2 (R3.3b)

It again occurs in dense clouds and is a major source of HCOþ, which is

employed as a tracer for such environments.
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While CO has a dipole moment, it is very small (0.11 D), so that other interactions

are also important, and the charge-quadrupole and charge-induced dipole interactions

are of a comparable magnitude to the charge-dipole interaction. They have different

distance dependences (Table 3.2), so that the relative contributions from the different

potential energy components change with distance and hence their relative impact on

the rate coefficient changes with temperature. Klippenstein et al. [15] have provided

the most detailed analysis of the reaction, determining the rate coefficient with the

potential energy calculated using both analytic (with the above three components) and

high level electronic structuremethods. The two approaches agree verywell, except at

the highest temperature studied (400 K), where a difference of ~5% indicates addi-

tional contributions to the potential. The channel yields depend primarily on the

direction of approach of the reactants, with H3
þ approaching from the C direction

for channel (R3.3a); since the C atom is the negative end of the dipole, this direction is

favoured and the fractional yield of channel a is greater than that of channel (R3.3b).

An approach perpendicular to the CO bond is repulsive, so that it is straightforward to

calculate the relative efficiencies of approach, using either trajectory or transition state

calculations.

The reaction channels proceed through bound intermediates, H2 . . . HCO
þ and

H2 . . . HOC
þ, which have zero point energies 180.3 and 58.6 kJ mol�1 below the

combined zero point energy of the reactants (Fig. 3.1). The relative efficiencies

discussed in the previous paragraph refer to the formation of these two adducts.

Calculation of the overall rate coefficients for channels (R3.3a) and (R3.3b)

requires an assessment of the rates of the dissociation of the two adducts, which

CO+H3
+

TS
H2 +HOC+

H2...HCO+

H2 +HCO+
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Fig. 3.1 Schematic diagram of the stationary points on the potential energy surface for CO

reacting with H3
þ [15]. Energies are in kJ mol�1 relative to CO þ H3

þ and include zero-point

corrections
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can not only form the reaction products, but can also regenerate the reactants.

In addition, as shown in Fig. 3.1, isomerisation between the adducts is also possible.

This problem was solved using a master equation approach (discussed below in

Sect. 3.4.4) at zero pressure, given the low pressure conditions pertaining in the

ISM. The results show that forward dissociation of the adducts occurs much more

rapidly than reverse dissociation to the reactants, even for H2 . . . HOC
þ, and that

isomerisation is not significant, so that the rates of formation of the adducts are

equal to the rates of forming the products in channels a and b.

The rate coefficients are given by:

k3a ¼ 1.36 � 10�9 (T/300 K)�0.142 exp(3.41 K/T) cm3 s�1

k3b ¼ 8.49 � 10�10 (T/300 K)0.0661 exp(�5.21 K/T) cm3 s�1

and are compared with experimental results in Fig. 3.2. The fractional contribution

from channel b to the overall rate coefficient increases from ~0.12 at 10 K to ~0.38 at

400 K, as increasing thermal energy washes out the orientational effects of the

charge-dipole interaction. The experimental results lie below the calculated overall

rate coefficient and close to the value calculated for channel a, leading Klippenstein

et al. [15] to speculate that, since changing the energies of the adducts and transition

states within likely limits has little effect, the discrepancy might be due to errors

arising from mistreatment of quantum or dynamical effects in the analysis.

Fig. 3.2 Plot of the rate coefficient for CO + H3
+ as a function of temperature. The dash, dot, and

solid lines denote the theoretical predictions for formation of H2 + HCO+, H2 + HOC+, and the

total products, respectively [15]. The symbols denote the experimental results [40–47]

86 M.J. Pilling



3.4 Neutral-Neutral Reactions

Reactions between neutrals include atom/radical þ radical and atom/radical þ
molecule reactions. As discussed above, the intermolecular forces are shorter

range than is the case with ion-molecule reactions, so that it is necessary to consider

chemical interactions explicitly when modelling a reaction. After a section on

experimental methods, the ideas behind transition state (TS) theory and its varia-

tional modification are discussed, together with theories of reactions where the TS

switches, as the temperature increases, from A-B distances mainly controlled by the

potential arising from electrostatic interaction to shorter distances where chemical

forces are important. While the pressure in the ISM is too low for pressure

dependent reactions, this topic is important in the conditions used to measure rate

coefficients and in the chemistry of planetary atmospheres, including those of the

exoplanets (see Chap. 5). This topic is discussed in Sect. 3.4.4, which also

introduces the ideas that lie behind master equation models, which are widely

used for such reactions. These models can also be used for reactions in which the

adduct AB from an A þ B reaction dissociates into several products, and these

ideas are discussed in Sect. 3.4.5. Section 3.4 concludes with discussion of two

examples of neutral þ neutral reactions.

3.4.1 Experimental Methods

The technique which has been most widely used to study radical þ radical and

radical þ molecule reactions is pulsed laser photolysis. A short laser pulse

(~10 ns) is used to generate a radical reactant by photolysis. The photolysis laser is

typically an excimer laser, which can generate a number of fixed wavelengths

between 193 and 350 nm, or a Nd:YAG laser operating at 266 nm. For example,

CN can be generated by photolysis of ICN at 248 nm [48] and CH by the multiphoton

dissociation of CHBr3 at 248 nm [49]. The radical is then detected, usually using

some form of optical spectroscopy, a known time delay after the photolysis pulse.

The most widely used detection technique is laser induced fluorescence (LIF) [50],

in which a dye laser beam, at right angles to the photolysis beam, is tuned to an

electronic transition of the radical and the resulting fluorescence detected at right

angles to the two laser beams. LIF is restricted to species with suitably large

fluorescence quantum yields. Techniques without this restriction include absorption

spectroscopy, especially using the cavity ring down method [51] and frequency

modulated infra-red laser spectroscopy [52]. Mass spectrometry can also be

employed. One difficulty is interfering contributions to the reactant ion signal by

ions formed by dissociative electron impact ionisation of the radical precursor. Soft

ionisation using photons has been used to overcome this problem employing rare gas

lamps, tuneable laser beams [53] or synchrotron radiation [54].
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The limit of conventional, cryogenically cooled pulsed laser photolysis

experiments is ~80 K, and the technique suffers from the problem noted for flow

tube experiments on ion þ neutral reactions, viz. freezing out of reactants or

precursors on the cold walls of the reaction cell or the pipes leading into the cell.

The CRESU technique has been applied to neutral þ neutral reactions by Smith

and co-workers to overcome this problem. A diagram of the apparatus is shown in

Fig. 3.3. Temperatures as low as 13 K have been obtained. An alternative approach

is to introduce the gas mixture into the nozzle via a pulsed valve. This is less

demanding on the pumping capacity, but produces less stable flows. It is employed

in a number of laboratories. Mullen and Smith [55], for example, have studied

NH þ NO at temperatures down to 53 K.

The rate coefficient in a pulsed photolysis experiment is determined by repeating

the experiment a number of times with different delays between the photolysis and

LIF lasers. An example of such a set of data is shown in Fig. 3.4 for CN þ C2H2[48].

The concentrations are such that [CN] � [C2H2], so that pseudo first order kinetics

pertain and

CN½ �ðtÞ ¼ CN½ �ð0Þexp �k0tð Þ (3.11)

where k0 ¼ k[C2H2]. Non-linear least squares fitting to the exponential decay gives

k0 as a fitting parameter and k is then determined by repeating the experiment at

several [C2H2], as shown in Fig. 3.4. The rate coefficient is equal to the slope of the

Fig. 3.3 Sketch of a CRESU (Cinétique de Réaction en Ecoulement Supersonique Uniforme)

apparatus configured for the study of radical-neutral reactions. In this arrangement, radicals are

generated by photolysis of a suitable precursor using radiation from a fixed-frequency pulsed laser

operating at one of the three wavelengths, 226, 248, or 193 nm, and are detected by laser-induced

fluorescence excited by tuneable radiation from a dye laser or a master oscillator parametric

oscillator (MOPO) [56]
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plot. Note that only the relative CN concentration is needed for an exponential

decay of this sort, so that absolute calibration of the signal is unnecessary.

Figure 3.4 also shows the laser induced fluorescence signal for H, obtained using

the Lyman a transition at 121.6 nm. Analysis of the exponential growth:

[H�ðtÞ ¼ H½ �ð1Þ 1� exp �k0tð Þf g (3.12)

returns an essentially identical value for k0, showing that H is a product of the

reaction. It is not possible to determine the yield of H simply from the time

dependence and it is necessary to calibrate the H atom signal, as is discussed

below for CN þ NH3.

Discharge flow provides an alternative technique, which is quite similar to the

flowing afterglow method, and has been widely employed to study reactions of atoms

and small radicals such as OH. The transient species is produced in a microwave

discharge, or by secondary chemistry following production of a precursor in the

discharge. It is mixed with excess co-reactant, introduced via a movable injector,

and the transient measured a certain distance downstream. The reaction time is

determined from the distance from the mixing zone to the detector and the flow

velocity. A range of detectors, similar to those used for pulsed photolysis, can be

Fig. 3.4 Experimental data from a study of CN þ C2H2 using pulsed laser photolysis/laser

induced fluorescence [48]. The inset shows typical time profiles of CN and H in the reaction of

CN þ C2H2 at 60 Torr, total pressure, and 298 K; the signal decaying with time is that for CN and

that increasing with time is for H. The points show the experimental data and the solid lines are
nonlinear least-squares fits, using (3.11) and (3.12). The main graph shows a plot of the pseudo first

order rate coefficient, k0, determined from profiles like those shown in the inset, against [C2H2].

The slope gives the bimolecular rate coefficient, k
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employed. Early versions operated at total gas densities of ~1017 cm�3, usually in a

helium diluents, to ensure laminar flow [57]. More recently, turbulent flow reactors

have been used, allowing an increase of two orders of magnitude in the density [58].

3.4.2 Theoretical Considerations: Variational Transition
State Theory (VTST)

In the simplest sort of reaction, in which an atom or group of atoms is exchanged

between the reactants to form the products, e.g.

OHþ CH4 ! CH3 þ H2O (R3.5)

the reactants collide and have to overcome an energy barrier, resulting from the

requirements of rearranging the electrons in the molecular orbitals of the system,

known as a chemical interaction. The rate coefficient depends on the passage of the
reactants over the energy barrier. Only the more energetic collisions have sufficient

energy to overcome the energy barrier, so that the rate coefficient falls as the

temperature is reduced and this is reflected in a large value for g in the Kooij

equation. For reaction (R3.5), g ¼ 1,350 K, [9] so that this reaction is of no

consequence in the gas phase in the ISM. To be significant, reactions must have

very small barriers. Since thermal energies are low in the ISM, weaker interactions,

resulting from intermolecular forces (Sect. 1.4) are important in the reactions and

have a close interplay with the chemical interactions. This interplay generally

determines the magnitude and temperature dependence of the rate coefficient.

Transition state theory (TST) is an established method for calculating the rate

coefficient for a reaction that takes place over a well defined potential energy barrier

[2]. It also provides a means of understanding the factors that determine the

magnitude of the rate coefficient. The top of the barrier (Fig. 1.5) is termed the

transition state or activated complex. The rate coefficient for the schematic reaction

Aþ B ! ABz ! Products;

where AB{ is the transition state, is given by:

k ¼ kBT

h

q
ABz
q

A
q

B

exp � E0

kBT

� �
(3.13)

The threshold energy, E0 is the difference between the zero point energies of the

reactants and the transition state and q is the partition function:

q ¼
X

i
gi exp � Ei

kBT

� �
(3.14)
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where gi is the degeneracy of the ith energy level and Ei its energy (Sect. 1.3). The

summation is over all the translational, rotational, vibrational and electronic levels

for A, B and AB{. The partition functions depend on the masses, the moments of

inertia and the vibrational frequencies of the three species and the energies of any

low-lying electronic states. The moments of inertia and vibrational frequencies of

A and B are determined by spectroscopy; those for AB{, and the energy of the

transition state, E0, are generally determined by electronic structure calculations

which, if carried out at an appropriately high level, can provide reliable values, with

uncertainties of 1–2 kJ mol�1. E0 is the most difficult and sensitive parameter to

determine; its sensitivity is particularly high at low T because of its appearance in

the exponential term.

The partition functions depend on the spacings of the energy levels – the more

closely spaced they are, the higher is q at a particular temperature. The molar

entropy, S, of the reactants and transition state are also related to the partition

functions, while the change in molar enthalpy, DH, is related to E0. Since DG ¼
DH � T DS (1.20 and 1.21), where G is the molar Gibbs energy, (3.13) leads to:

k ¼ kBT

h
exp �DGz

RT

 !

¼ kBT

h
exp �ðDHz � TDSzÞ

RT

 !

(3.15)

This equation is the basis of Fig. 1.5. The transition state is located at themaximum

of the Gibbs energy along the so-called reaction coordinate, which traces out the

minimum energy path between the reactants and the transition state. If the maximum

potential energy along the reaction coordinate is well-defined, and E0/kB is much

greater than the ambient temperature, then the position of the maximumGibbs energy

is very close to themaximum in the potential energy –we say that the transition state is

constrained and, in order to calculate k using (3.13), it is necessary only to locate the
position of the maximum and properties of the transition state at that location.

The energy barriers are necessarily much smaller for reactions occurring in the

ISM than is the case for reaction (R3.5). In addition, the attractive intermolecular

forces are comparable in magnitude to these small chemical interactions, and vary

along the reaction coordinate. As a result, the transition states in reactions of

interest in the ISM are rarely constrained, so that a variational approach is needed.

This could be achieved by calculating the variation in the energy and entropy of the

reaction system along the reaction coordinate and locating the transition state at the

maximum in the Gibbs energy; this uses so-called canonical variational transition
state theory (CVTST) and can provide useful insights. A more accurate approach,

though, is to use microcanonical variational transition state theory, mJVTST, which
determines the rate coefficient for a specific energy, E, and overall rotational

quantum number, J, which are constants of motion in a reaction that is not subject

to external influences during the course of a reactive collision. The microcanonical

rate coefficient is given by:
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kðE; JÞ ¼ Nz E; Jð Þ
hr E; Jð Þ (3.16)

where N{(E,J) is the sum of states in the transition state, at E,J, lying above the

threshold energy and with energy less than E. r(E,J) is the density of reactant states,
including relative translational energy, i.e. @N E; Jð Þ=@E . The transition state is

located at the minimum in N{(E,J), which acts as a bottleneck in the reaction flux

from reactants to products. The overall canonical rate coefficient is then obtained by

integrating over a Boltzmann distribution, resulting in (3.17):

kðTÞ ¼ 1

hq

ð
Nz E; Jð Þ exp �E=kBTð ÞdEdJ (3.17)

where q is the partition function of the reactants. If the transition state is

constrained, (3.17) reduces to (3.13).

The microcanonical variational approach is essential when there is no energy

barrier, as is the case for radical + radical reactions. The ideas were elaborated by

Wardlaw and Marcus [59], who used the reaction between CH3 þ CH3 as one of

their first examples. The two unpaired electrons enter a bonding s orbital as the

reaction proceeds and the potential energy decreases without going through a

maximum. As a result, the amount of energy that can be distributed between the

modes of motion increases as the reactants approach. The minimum in the sum of

states arises because of the changes in some of those modes of motion. Some, such

as the C-H stretching vibrations, change little as C2H6 is formed; these are termed

the conservedmodes. As was the case in our discussion of ion-neutral reactions, the

orbital motion of the two radicals gives rise to a centrifugal barrier. There are

substantial changes in the rotational motion of the radicals; for example, taking

the forming C-C bond as the z-axis, rotations about the x and y coordinates in the

radicals correlate with rocking motions of the CH3 groups in the new molecule –

a change from a free rotational motion in the separated reactants into vibrations in

C2H6, with an accompanying large increase in the spacing of the energy levels. This

change is much more marked than those taking place in ion-molecule reactions,

because the transition state is located at much shorter distances, so that the angular

motions are much more strongly hindered. Similar changes occur for other angular

modes; they are termed the transitional modes and the changes must be treated

explicitly in a realistic model. The effect of the increase in the energy level spacing

in the transitional modes is to decrease N(E,J). Combined with the increasing

energy available for distribution amongst the modes, resulting from the decrease

in the potential energy, this leads to a minimum in N(E,J),which is the location of

the microcanonical transition state. As E and J increase, the transition state moves

to smaller C-C distances.

In canonical terms, the location of the transition state depends on the balance

between the decreasing energy and the decreasing entropy as the angular motion

becomes more constrained as the CH3 groups hinder one another. The transition

state occurs at the maximum in the Gibbs energy.
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A key problem is that of accurately calculating the potential energy along the

reaction coordinate, to determine the available energy for redistribution amongst

the internal modes, and the angular potential, to determine the changes in the

transitional modes. The accuracy of the calculation, depends sensitively on the

quality of the electronic structure calculations of the potential energy, as discussed

by Harding et al. [60]. The transition states occur at quite small distances between

the reactants (<0.5 nm), so that chemical interactions are dominant. For ion

molecule reactions, the intermolecular forces are longer range and stronger, so

that the transition states occur at longer distances and the angular motion remains

close to that of the separate reactants. It is still necessary, in ion-dipole reactions, for

example, to describe the rotational motion of the dipolar molecule, but the chemical

interactions that are important in CH3 þ CH3 can largely be neglected.

CN þ O2 provides an example of a radical þ radical reaction of importance

in the ISM. It involves initial formation of NCOO, which rapidly dissociates in two

channels:

CNþ O2 ! NCOO	 ! NCO þ O (R3.6a)

! COþ NO (R3.6b)

where the * indicates excess energy. The rate determining step in the overall

reaction is the formation of the adduct, NCOO.

The reaction has been studied experimentally at temperatures up to 3500 K

because of its importance in combustion. Sims et al. have measured the overall

rate coefficient using conventional pulsed laser photolysis [61] and the CRESU

technique [62, 63], both with LIF detection of CN, over the temperature range

13–761 K, obtaining k ¼ 2.5 � 10�11 (T/298 K)�0.63 The channel branching ratio

has been determined at 296–475 K by Feng and Hershberger [64], using pulsed laser

photolysis and detecting the NO product by infra-red diode laser spectroscopy

to determine the yield of channel b. They obtained a yield of 0.20 � 0.02 for channel

b and, by difference, a yield of 0.80 � 0.02 for channel a. An evaluation for

combustion applications by Baulch et al. [9] shows that the rate coefficient continues

to decrease at higher temperatures; they recommend k ¼ 1.2 � 10�11 exp(210 K/T)
over the temperature range 290–4,500 K.

There has been no recent theoretical analysis of the reaction, but Klippenstein

and Kim [65] used a canonical version of the variational transition state model

discussed above. The transitional modes in the nascent molecule, NCOO, which

derive from the rotational motions of CN and O2 are the in-plane C-O-O and N-C-O

bends and the out-of-plane N-C-O-O bend. The wavenumbers of the vibrations

increase, respectively, from 93, 45 and 64 cm�1 at a C-O bond length of 0.3 nm to

477, 142 and 224 cm�1 at 0.19 nm, leading, in canonical terms, to a significant

decrease in the entropy as the C-O bond shortens. This bond length has values of

0.30 and 0.17 nm at the canonical transition state at temperatures of 50 and 3,000 K

respectively.

3 Chemical Processes in the Interstellar Medium 93



Figure 3.5 shows a plot of the lower temperature data of Sims et al. and the values

calculated by Klippenstein and Kim [65]. The model reproduces the strong increase

in the rate coefficient at low temperatures, but underestimates the values, most

markedly in the region of ~100 K, where the difference is a factor of ~2.5.

Klippenstein has commented that the discrepancies are mainly due to inadequacies

in the treatment of the potential energy surface, reflecting the importance of the level

of the ab initio method employed for radical þ radical reactions, as discussed by

Harding et al. [60]. Calculations using today’s computing resources would probably

lead to a significant improvement in the agreement. Figure 3.5 also shows the results

of long range ACCSA capture calculations by Stoecklin et al. [66], which include

only the long range terms in the potential. The agreement is, in this case, best at low

temperatures, where the variational transition state is located at comparatively large

distances, so that the chemical interactions are less important and the long range

contributions to the potential significant.

3.4.3 Transition State Switching

The interplay between longer range attractive forces and shorter range chemical

forces can lead to interesting effects of considerable relevance to the ISM, especially

in radical þ molecule reactions, and especially where there is a relatively strong

Fig. 3.5 Plot of experimental [61–63], long range ACCSA [33] and short range canonical

variational TST (VRC-TST) [65] calculations of the temperature dependence of the rate coeffi-

cient for CN þ O2
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long range interaction. This can lead to a van der Waals well which lies outside an

energy barrier caused by the chemical interaction. There are now two transition

states. The outer transition state lies at the minimum in the sum of states as the

reactants approach and experience the decreasing potential energy in the van der

Waals well; the location of the outer TS can be determined by the methods discussed

above. The inner transition state lies at or close to the energy barrier caused by

the rearrangement of the electrons in the formation of the new chemical bond.

Figure 3.6b shows potentials of this type.

A good example is provided by the reaction

OHþ C2H4 ! HO�C2H4 (R3.7)

Although this is an association reaction, like CH3 + CH3, considerably more

electronic rearrangement is involved, leading to a well defined potential energy

maximum at short distances. The non-bonding interaction between OH and the

double bond in ethene gives a van der Waals well at longer distances. The inner

transition state is located at a shorter distance and lies below the energy of the

separate reactants: it is submerged. The inner transition state is much tighter than

the outer one, so that its energy levels are more widely spaced. The reaction has

been discussed in detail by Greenwald et al. [67]. The sum of states in (3.16) is

replaced by an effective sum of states Nz E; Jð Þeff where

1

Nz E; Jð Þeff
¼ 1

Nz E; Jð Þinner
þ 1

Nz E; Jð Þouter
(3.18)
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Fig. 3.6 (a) Measured rate coefficients (symbols) and calculated values (dashed lines). (b) Ab
initio potential energy curves along the minimum energy paths for O(3P) þ ethane and trans-
butene [68]
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At low energies, just above the long range asymptote, there is much more energy

available for redistribution among the vibrations at the inner TS, so that the sum of

states at the inner TS is much greater than that at the outer TS, the rate coefficient is

mainly determined by Nz E; Jð Þouter and the TS lies at long distances. As the energy

increases, however, the wider spacing in the energy levels at the inner TS becomes

more significant and both transition states make a contribution to the effective sum

of states, until, at still higher energies, the inner transition state is the main

determinant of k.
This behaviour is termed transition state switching; its importance in the ISM

can be illustrated by reference to O(3P) þ alkene reactions. The reactions involve

the formation of an adduct, which can either be collisionally stabilised or can

dissociate to form products. In the case of the reaction with ethene, the latter

include CH2CHO þ H and CH3 þ HCO. The overall rate determining step is

adduct formation.

Figure 3.6a shows a plot of the rate coefficients for O(3P) þ ethene, propene and

four butene isomers, measured by Sabbah et al. [68] using the CRESU technique

over the temperature range 23–298 K. O(3P) was generated by photolysis of NO2

and detected by monitoring the chemiluminescence from the reaction between

O(3P) and a small concentration of added NO. The rate coefficients for reaction

with the trans-, cis- and iso-butenes increase as the temperature decreases across

the whole of the experimental range. That for reaction with ethene decreases as the

temperature decreases and soon lies outside the range that can be studied with the

CRESU technique. The rate coefficient for reaction with propene shows interesting

intermediate behaviour, at first decreasing as the temperature falls and then increas-

ing. The figure clearly shows the difficulties facing modellers, who may only have

experimental data available to them close to room temperature – extrapolation of

the propene data from this region leads to an underestimate of the rate coefficient by

over an order of magnitude. The reaction moves from being one of little interest in

the ISM to one of potential significance.

Figure 3.6b shows a plot of the potential energy vs C-O bond distance for ethene

and for trans-butene and shows clearly the van der Waals well, resulting from the

interaction of O(3P) with the double bond, and the inner transition state. Crucially, for

ethene, the energy of the inner transition state lies above that of the reactants, while for

trans-butene it is submerged. Figure 3.6a shows the rate coefficients calculated using

mJVTST. At low temperatures, the outer transition state dominates for the butenes

and is becoming increasingly important for propene as the temperature falls. As the

temperature increases, the inner transition state becomes more important in determin-

ing the rate, especially for propene. The inner transition state dominates the kinetics

for ethene at all temperatures.

Detailed calculations of this sort are not feasible for all of the radical þ molecule

reactions that might be significant in the ISM. Measurements at the critical

temperatures are even more time-consuming. Smith et al. [69] examined ways of

predicting whether or not the inner transition state has an energy compatible with a

sufficiently high rate coefficient at low temperatures for the reaction to be potentially

significant in the ISM. The reaction may be thought to involve a virtual transfer of an
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electron from the molecule to the radical. A measure of the ease of this process is the

difference between the ionization energy (Ei) of the molecule and the electron affinity

(Eea) of the radical [70].

Smith et al. examined this difference for a large number of reactions studied at

low temperatures and proposed that if (Ei � Eea) >8.75 eV, then the reaction is

likely to possess an inner barrier above that of the reactants, so that it will be

negligibly slow at 20 K. For the O(3P) þ alkene reactions, they estimated that

(Ei � Eea) ¼ 9.05 eV for ethene, 8.27 for propene, and smaller still for the other

alkenes studied. The observed behaviour is in excellent agreement with the pro-

posed criterion, thus lending weight to the original proposal to use the value of

(Ei � Eea) to assess the importance or otherwise of radical þ molecule reactions at

low temperatures.

3.4.4 Pressure Dependent Reactions

Rate coefficients for reactions that form an adduct can show a dependence on

pressure [2]. Examples include reaction (R3.7) and the association reactions of

two methyl radicals to form ethane and of CH3
þ and H2 to form CH5

þ. In the

absence of external influences, the adduct molecule will dissociate to regenerate the

reactants, since the energy of the reaction system is conserved. Collisions with a

third body, M, serve to stabilise the initially formed adduct by energy transfer.

At the simplest level, reactions of this sort can be described by the Lindemann

model [2]:

Aþ B Ð AB	 ka;k�a (RA, -A)

AB	 þM ! ABþM ks (RS)

Reaction A is the association or capture process that forms the energised adduct,

AB*. Reaction -A is the dissociation of this adduct to regenerate the reactants and

reaction S is the stabilisation of AB* by collision with a third body, M. The overall

rate of forming the product, AB, is equal to ks[AB*][M]. At intermediate pressures,

it is easy to show that the overall rate coefficient is given by [2]:

k ¼ kaks½M�
k�a þ ks½M� (3.19)

At high pressures, k�a � ks[M]: all the AB* formed is stabilised and the rate

coefficient is equal to ka, the capture value. At low pressures, k�a � ks[M]:

stabilisation is the rate determining step and k ¼ (ka/k�a)ks[M] where (ka/k�a) is

equal to the equilibrium constant for the (RA, -A) reaction pair.
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The Lindemann treatment is oversimplified. It assumes that ka and k-a are

independent of energy and our earlier discussion shows that this is not the case.

In addition it assumes that collisional stabilisation is a single step process – the so-

called strong collision assumption. In reality, relaxation is a multistep process.

These problems are overcome using a master equation approach, by reformulating

the problem to recognise the energy dependence of the various processes, and then

setting up a set of coupled, energy resolved differential equations of the sort [71]:

dnðEÞ=dt ¼ ka;gðEÞ½A�½B� þ ks½M�
ð
dE0 P E;E0ð Þn E0ð Þ � P E0;Eð ÞnðEÞ½ �

� k�aðEÞnðEÞ (3.20)

where n(E) is the population density of the adduct at energy E, g(E) is the fraction of
the association reaction that forms adducts at energy E, P(E,E0) is the probability of
transfer from states at E0 to states at E on collision and k�a(E) is the energy

dependent rate coefficient for dissociation of the adduct at energy E. Pseudo first

order conditions are applied, i.e. [A] � [B]. The master equation is solved by

casting it in a discretized form describing the rates for a population in a set of

grains, each spanning a small range of energies, typically ~0.5 kJ mol�1. The

coupled differential equations are then expressed in matrix form, symmetrised

and solved to obtain the eigenpairs. There are as many eigenvalue and eigenvector

pairs as grains. For the present association problem, it turns out that the absolute

value of the eigenvalue of smallest magnitude is the pseudo first order rate coeffi-

cient, k[B]. The methodologies have been discussed in detail by Miller and

Klippenstein [71] and by Robertson et al. [72].

Pressure dependent reactions are not significant in the ISM, but many experimental

measurements of reactions of importance there have been determined under pressure

dependent conditions, and a master equation analysis is needed to extrapolate the rate

data to the conditions required for ISM applications. The reaction CH2 + H, which is

discussed below, is an example. Themaster equation formulation, outlined above also

provides a framework for reactions discussed in Sects. 3.4.5, 3.4.6 and 3.5. Finally

pressure dependent reactions are important at the higher pressures found in planetary

atmospheres (Chap. 5).

3.4.5 Multiple Product Channels

In many of the reactions occurring in the ISM, the adduct can dissociate in one or

more ways to form products. Examples discussed above include CN þ O2 and

O(3P) þ alkenes. For reactions of this sort, the following reactions of AB* are

added to the scheme (RA, -A, RS):

AB	 ! Cþ D (RD1)
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AB	 ! Eþ F (RD2)

where C þ D and E þ F are product molecules. This problem can be solved

straightforwardly using a master equation approach, by subtracting the term

(kd1(E)n(E) þ kd2(E)n(E)), from the right hand side of (3.20). A simpler approach

can be used at very low pressures, which are our main concern. The lifetime of AB*

at energy E is equal to (k�a(E) þ kd1(E) þ kd2(E))
�1 which depends on E and on

the number of atoms in AB, but typically is in the range 10�6�10�9 s. If we neglect

collisional relaxation, AB* retains the energy it was formed with. The probability,

Pd1(E,J), of forming products C + D is given by:

Pd1ðEÞ ¼ kd1ðEÞ
k�aðEÞ þ kd1ðEÞ þ kd2ðEÞ (3.21)

The relative magnitudes of the microcanonical rate coefficients depend, in

particular, on the energy of the transition state leading to those products. If the

transition states for channels D1 and D2 lie well below the reactant energy, then

k�a(E) � kd1(E), kd2(E) and reverse dissociation to regenerate the reactants is

unimportant. The overall rate coefficient is determined by the capture value, and

the partitioning of the products between channels D1 and D2 depends on the

relative magnitudes of these rate coefficients. A related example, H3
þ þ CO, was

discussed in Sect. 3.3.

3.4.6 Examples of Neutral + Neutral Reactions

CH2 þ H ! CH þ H2

Wakelam et al. [1] carried out a sensitivity analysis to identify the key reactions

in chemical modelling of cold cores. They identified those reactions that most

influenced the concentrations of important species. Reaction R3.8 was found to

be the most important source of CH:

CH2 þ H ! CHþ H2: (R3.8)

The rate coefficient has been measured at room temperature in a discharge flow

reactor by B€ohland et al. [73, 74], using a discharge through H2 to generate H and

through ketene (CH2CO) to form CH2; they detected CH2 using laser magnetic

resonance and H by absorption spectroscopy on the Lyman-a transition. Boullart

and Peeters [75] also used discharge flow and mass spectrometry, but generated the

reactants less directly, from the reaction between O and C2H2; they measured the

rate coefficient for reaction (R3.8) relative to the known value for CH2 þ O.

Devriendt et al. [76] used a similar technique, at somewhat higher temperatures

and observed a negative temperature dependence in k9. There have been several

measurements at higher temperatures, using shock tubes and complex reaction
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schemes; the reported values cover over an order of magnitude at 1,500–3,000 K,

but each measurement reported no temperature dependence in k9 [9]. All of these
measurements are difficult, because of the nature of the reaction, which involves

two transient species.

Baulch et al., in their evaluation for combustion applications recommended a

temperature invariant value of 2 � 10�10 cm3 s�1, based on the room temperature

measurements, with an uncertainty of a factor of 2 [9]. The KIDA database

recommends a value of 2.2 � 10�10 cm3 s�1, on the same basis, with an uncertainty

at 298 K of a factor of 2 and at 10 K of a factor of 4. CH2 is a biradical, with two

electrons with parallel spins, so that it has a spin quantum number of 1. Combining

this with the spin of ½ on H means that the collision occurs on doublet and quartet

potential energy surfaces with 1/3 of collisions occurring on the former; the quartet

surface is repulsive. As discussed below, the reaction occurs by initial association

on an attractive surface to form CH3 (spin ¼ ½), so that only 1/3 of collisions can

lead to reaction.

The reverse reaction, which is one component of a multichannel reaction,

CHþ H2 ! CH2 þ H (R3.9a)

CHþ H2 ! CH3 (R3.9b)

has been more widely studied, both experimentally and theoretically. Brownsword

et al. [77] used heated and cryogenically cooled cells over the temperature range

86–744 K and the CRESU apparatus over the range 13–295 K. They generated

CH by pulsed multiple photon dissociation of CHBr3 and detected it by laser

induced fluorescence. Their experimental pressures covered the range 4–400 Torr

in conventional cells and 0.28–4.5 Torr at 53 K in the CRESU apparatus. Fulle and

Hippler [78] studied the reaction at much higher pressures (1–160 bar) and at

185–800 K, again using pulsed laser photolysis of CHBr3. The reaction is pressure

dependent and the major channel, especially at higher pressures and lower

temperatures, is CH3 formation, via the mechanism discussed in Sect. 3.4.4. The

pressure dependent rate coefficient does not tend to zero at zero pressure, but

reaches a limit, corresponding to reaction R3.9a. The limiting value increases

with increasing temperature, reflecting the endothermic nature of the reaction

(DrH0
0 ¼ 14.15 � 0.18 kJ mol�1 [79–81]). The analysis of the rate data to obtain

reliable values for k9a is facilitated by accurate determination of the limiting high

pressure rate coefficient, which gives, in effect, the overall capture rate coefficient.

Extrapolation to this limit was difficult for Brownsword et al., so instead they

measured rate coefficients for CH(v ¼ 1) + H2, D2 and CH(v ¼ 0) þ D2. The

reaction of the vibrationally excited CH leads to formation of CH3* and, provided

rapid intramolecular vibrational relaxation takes place in the adduct, it dissociates

to generate CH(v ¼ 0) much more rapidly than it does to regenerate CH(v ¼ 1),

resulting in loss of the LIF signal for the vibrationally excited state. The alternative

processes, reaction to form CH2 þ H and collisional stabilisation to give CH3, also

lead to loss of CH(v ¼ 1), so that all collisions leading to formation of CH3* result
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in loss of the reactant: the technique provides a measurement of the capture rate

coefficient, which is the limiting high pressure value. Measurement of CH(v ¼ 0)

þ D2 also provides this limiting value, since dissociation of CHD2* results in facile

isotope exchange. In their measurements of all of these reactions, Brownsword

et al. found the rate coefficients to be independent of pressure, as required.

Correction for mass effects in the reactions with D2 allowed all of the

measurements to be used to determine k9,1 ¼ 1.6 � 10�10 (T/298 K)�0.08 cm3 s�1.

The measurements of Fulle and Hippler approached the high pressure limit more

closely and they were able to extrapolate their data to obtain k9,1 ¼ 2.0 � 10�10

(T/300 K)0.15 cm3 s�1. Given the differences in the techniques, the agreement is

extremely good, although the expressions differ by a factor of 2 at 10 K.

Brownsword et al. [77] used an empirical method to extract the rate coefficient

for reaction R3.9a from the limit of the experimental data at zero pressure,

obtaining a value of k ¼ 3.1 � 10�10 exp(�1650 K/T) cm3 s�1. In principle, this

expression could be used to refine the temperature dependence of k8 using the

equilibrium constant, K. There are two problems. The endothermic channel (R3.9a)

makes only a small contribution to reaction (R3.9) at low temperatures, so that the

limiting zero pressure rate coefficient is too small to measure directly and can only

be obtained by extrapolation. The other is that, although the thermochemistry of the

reaction is very well defined, with an uncertainty of �0.18 kJ mol�1, this gives an

uncertainty of a factor of nearly 10 in K at 10 K, because of its exponential

dependence on DrH/RT.
There have been a number of theoretical studies of the reaction system, and the

potential energy surface has been calculated at high level [82]. These calculations,

though, have not contributed to a reduction in the uncertainty in k8 at the

temperatures found in the ISM.

CN + NH3

The overall rate coefficient for this radical + molecule reaction has been studied

over the temperature range 25–716 K by Sims et al. [63] using the CRESU apparatus

and bySims and Smith [61] using a conventional heated and cryogenically cooled cell.

The rate coefficient shows a strong, negative temperature dependence, with k ¼ 2.77

� 10�11(T/298 K)�1.14 cm3 s�1. There are two exothermic branching channels

CNþ NH3 ! HCNþ NH2 (R3.10a)

! NCNH2 þ H (R3.10b)

Channel (R3.10a) has been confirmed experimentally by Meads et al. [83], using

pulsed photolysis and infra-red diode laser absorption, in a study of CN + ND3.

Channel b has been suggested as a source of cyanamide, NCNH2, by Herbst et al.

[84, 85], to explain the observed presence of low densities of this species in a

molecular cloud.

Talbi and Smith [86] carried out high level ab initio calculations on the surface

and showed that there is an NC-NH3 complex, with a binding energy of
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39.3 kJ mol�1 followed by a submerged transition state lying 10.9 kJ mol�1 below

the zero point energy of the reactants. The geometry of the complex is such that the

carbon atom on CN and the N atom on NH3 are adjacent; reaction involves an

internal rotation so that one of the equivalent H atoms presents itself to the carbon

atom. The route to the products of channel a is then strongly exothermic, with no

further potential maxima: the calculations show HCN + NH2 lying 87 kJ mol�1

below the reactants, compared with the experimental exothermicity of 78.9 kJ mol�1.

By contrast, the transition state leading fromNC-NH3 toNCNH2 + H lies 50 kJmol�1

above the reactants; another route is also available, via an HNCNH2 intermediate,

but the barrier to the formation of this species is even higher.

Talbi and Smith [86] calculated the rate coefficient as a function of temperature

using the inner and outer transition state model employed in the calculations on

O(3P) þ alkenes. They calculated both the axial and the angular components of the

long range potential using analytic expressions, including six interaction terms:

dipole-dipole, two dipole-quadrupole, two dipole-induced dipole and the dispersion

interactions. The rate coefficients they calculated are shown in Fig. 3.7; the reaction

fluxes through both transition states are significant across the experimental temper-

ature range, but the inner transition state is the main determinant of the rate at

high T and the outer TS at low T. Their calculated rate coefficients agree well with

Fig. 3.7 Calculated components of the rate coefficient for CN þ NH3: (a) rate determined by the

outer transition state, (—●—); (b) rate determined by the ‘inner’ transition state (� �●� �);

(c) taking into account both transition states (—●—)
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the experimental values, with minor tuning of the energy of the inner TS within the

likely uncertainty limits of the calculation.

Blitz et al. [87] confirmed experimentally that the yield of channel b is insignifi-

cant using pulsed laser photolysis coupled with LIF detection of H at 121.6 nm. As

discussed in Sect. 3.4.1, simply observing the relative LIF signal for H and its time

dependence does not allow the yield of H to be determined: it is necessary to

calibrate the signal in some way. This was achieved by comparing the H signal from

CN þ C2H2 in back-to back experiments. The yield of H in the latter reaction had

previously been shown to be (100 � 20) %, using a similar comparison against

CN þ H2, which has a well established unit yield of H [48]. The experiments gave

a yield of H and therefore of channel b of 0.024 � 0.011 in a series of experiments

at room temperature; the authors set a conservative upper estimate of the yield of

channel b at 5%.

3.5 Radiative Association

Three body association, the low pressure limit of an association reaction, as

discussed in Sect. 3.4.4, is not an efficient reaction in the ISM because of the

very low pressures that pertain. An alternative process is radiative association, in

which the adduct is stabilised by emission of radiation rather than by collision. An

important radiative association identified by Wakelam et al. [1] is the reaction:

Cþ H2 ! CH2 þ hv (R3.11)

The potentially competing reaction, forming CH + H, is strongly endothermic

and uncompetitive. An analysis similar to that employed in Sect. 3.4.4, replacing

ks[M] by kr, the rate coefficient for radiative stabilisation, gives the following

expression for the rate coefficient for radiative association, kRA:

kRA ¼ kakr
k�a þ kr


 kakr
k�a

since k�a � kr (3.22)

Reaction (R3.11) has not been studied experimentally, despite its importance

[1]. Radiative association involving ions can be studied more easily using ion traps,

where long trapping times can be used. The equivalent reaction of Cþ:

Cþ þ H2 ! CH2
þ þ hv (R3.12)

has been measured by Gerlich [88] using radiofrequency ion traps. He measured

k12 ¼ 1.7 � 10�15 cm3 s�1 for p-H2 and k13 ¼ 6.8 � 10�16 cm3 s�1, for n-H2,

both at 10 K. The measurements covered a hydrogen density from <1012 to

>1014 cm�3, so that rate coefficients for both three body and radiative association

reactions could be determined.
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The normal mode of radiative stabilisation is the emission of infra-red radiation

in the ground electronic state of the adduct, for which kr ~10
2–103 s�1. kr is larger

for ions than for neutral species. The measured rate coefficient for (R3.12) is much

faster than expected on this basis. A more efficient radiative route is available,

however, because reaction can lead to formation of an electronically excited state of

the molecular ion, which is radiatively connected to the ground state. kr depends on
the Einstein A coefficient for the transition, which is proportional to n3, where n is
frequency of the transition (1.4). Since electronic transitions have higher

frequencies than infra-red transitions, they also have larger Einstein A coefficients

and hence higher kr values. In the present case, kr is estimated to be ~105 s�1. Both

Herbst [89] and Smith [90] have discussed this process and Smith calculated an

overall rate coefficient, which agrees remarkably well with the experimental values.

The method used by Smith was based on an earlier paper on radiative association

for neutral-neutral reactions [91]. This approach used a microcanonical, J-resolved
version of (3.22), in the limit that k�a(E,J) � kr(E,J):

kRA E; Jð Þ ¼ kr E; Jð Þ
	
ka E; Jð Þ
k�a E; Jð Þ



(3.23)

where the term in square brackets can be replaced by ƒ(E,J), the equilibrium ratio

of the energised molecule and the reactants which depends on density of states at

(E,J),. The overall rate coefficient, kRA, is obtained by integrating over energies and
summing over J.

kRA ¼
X

J

ð1

E0;J

dE kr E; Jð Þ f E; Jð Þ (3.24)

Smith approximated the collision as one between atoms, so that J is the orbital
angular momentum and the maximum on the potential energy curve corresponds to

the centrifugal barrier. This defines, in one model he used, the lower limit of the

integral, E0,J. He assumed that the long range potential varies as R�6 to obtain this

maximum and then used unimolecular rate theory to calculate ƒ(E,J). The radiative
rate coefficient was calculated from the Einstein A coefficients of fundamental

infra-red transition probabilities for the various vibrational modes in the adduct

with the assumption that the radiative rate coefficient for emission from the nth
vibrational level is n times that for the fundamental, an exact result for harmonic

vibrations. kr(E,J) was then calculated by summing Pi,nnAi over all the vibrational

modes, i, and numbers of quanta, n, where Pi,n is the fractional contribution of states

with n quanta in the ith mode to ƒ(E,J). In a second model, Smith extended the

lower limit of the integral in (3.24) by allowing tunnelling through the centrifugal

barrier. He obtained rate coefficients for radiative association for nine neutral þ
neutral reactions, including H þ OH and H þ CN. The values obtained at 10 K for

these two reactions, using the tunnelling model, were 8.5 � 10�18 and

6.6 � 10�17 cm3 s�1, respectively. Tunnelling increased the rate coefficient by
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factors of 6.5 and 1.8 respectively, for these two reactions, over the values obtained

with the non-tunnelling model.

3.6 Dissociative Recombination (DR)

Dissociative recombination occurs following the association between a molecular

cation and an electron followed by the dissociation of the adduct to form neutral

fragments. The dissociation process is similar to that discussed in Sect. 3.4.5 except

that the capture rate coefficient is very large (~10�7 cm3 s-1) and the adduct AB* is

highly energetic. DR removes molecular cations from the ISM and can lead to

formation of a stable molecular product, as in the reaction CH5
þ þ e ! CH4 þ H,

thus terminating a specific branch in a chemical network. Rate coefficients can be

measured in a modified flowing afterglow apparatus, incorporating a Langmuir

probe (FALP) to determine the electron density along the flow tube. The cation is

measured by mass spectrometry at the end of the tube. Often the cation is

vibrationally and rotationally excited, compromising the applicability of the rate

coefficient measurement. This problem has been overcome using storage rings,

where the ions are introduced into the ring from a supersonic nozzle source and

allowed to cool radiatively before being merged with an electron beam. The

technique measures the cross section as a function of collision energy, and it is

feasible to detect the neutral products by mass discrimination.

Examples of dissociative recombination include H3
þ þ e, which has two

channels, H2 þ H and H þ H þ H. Measuring the channel efficiencies presents

significant problems. The high energy of the adduct can result in several channels;

for example, there are four product channels in H3O
þ þ e. Estimating the channel

yields theoretically is difficult because of the high adduct energies. DR, and its

importance in the ISM, have been reviewed by Geppert and Larsson [92].

3.7 Surface Reactions

The density of H2 in diffuse interstellar clouds, where the destruction rate by

uv photolysis is very high, demands a high rate of H2 formation. It is accepted

that gas phase processes cannot account for this high rate and that formation on

grains is essential. Grains consist of small silicate or carbonaceous particles with

dimensions comparable with the wavelength of visible light. In diffuse clouds, at

temperatures of 10–20 K, they are largely bare, but in denser clouds they are coated

with molecules such as H2O, CO2, CO and CH3OH.

The mechanism of forming H2 on grain mimics has received a good deal of

attention over the last few years. Vidali and co-workers [93, 94] studied the

formation of HD after exposing a number of surfaces (olivine, amorphous carbon

and water ice at 5–20 K) to beams of H and D generated in microwave discharges.
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They then used temperature programmed desorption to detect HD, in addition to

detection of ‘prompt’ HD during the exposure process. They observed formation of

both prompt and delayed HD, the efficiency of the latter falling from 0.5 to 0.1 as

the experimental temperature was increased. They found that the HD had a low

translational temperature and they inferred significant energy transfer to the

surface. Similar experiments were conducted by Hornekaer et al. [95] on both

amorphous and non-porous water ice surfaces. They found that the product was

fully thermalised on the surface of the porous amorphous ice but was rapidly

desorbed from the non-porous surface suggesting that desorption occurred before

thermalisation was complete. Zecho et al. [96] studied the effect of increasing the

energy of the incident beams and showed that chemisorption on graphite is an

activated process, with a barrier of ~0.2 eV and that the lower temperature H,D

beam experiments led to physisorbed atoms.

Price and co-workers [97–99] looked at the internal energy of the desorbed HD

(and H2 in experiments with only H atom beams) and used resonance enhanced

multiphoton ionisation (REMPI) to probe the vibrational and rotational states

of HD. They found considerable internal excitation, with a marked maximum in

the vibrational population at v ¼ 4 and with coupled rotational excitation

corresponding to a rotational temperature of ~300 K; nearly half of the vibrationally

excited HD detected was in v ¼ 4. Their results are compatible with both Eley-

Rideal (ER) and Langmuir-Hinshelwood (LH) mechanisms (Sect. 1.6). In the

former, a gas phase atom reacts directly with an adsorbed atom. In the latter, both

species are adsorbed, migrate together and react. The experimental results indicate

more excitation than suggested by calculations based on the ER mechanism and

somewhat less than expected for LH. Given the generally low density of atoms on

grain surfaces in diffuse clouds, the LH mechanism is more likely to operate there.

The mechanism in the lab is closely linked to the degree of coverage associated

with the experiment. The diffusion of H atoms on surfaces has been studied

experimentally at low temperatures, and it is agreed that a thermal mechanism

operates, with quite low barriers. Tunnelling of H is not thought to be important,

because the barriers are quite wide. The formation of H2 releases ~440 kJ mol�1 and

the disposal of this energy is important. Energy left behind on the grain could assist

desorption of other adsorbates. It is clear from the experiments of Price and

co-workers that a significant fraction of the energy released goes into internal

excitation in H2 (or HD). Detection of this excitation could provide a means of

probing the surface chemistry in the ISM. It has also been suggested that this

degree of vibrational excitation could facilitate endothermic chemical reactions,

such as Cþ þ H2, but relaxation of the vibrations by IR emission could be compar-

atively rapid.

Surface chemistry can be a source of other species. Gas phase ion molecule

reactions predominantly lead to the formation of unsaturated organic compounds.

Reactions of H on surfaces, on the other hand, lead to the formation of saturated

compounds. Formation of CH3OH is an important example, since its concentration

in cold cores cannot be accounted for by gas phase reactions. The surface process

involves a sequence of reactions starting with CO:

106 M.J. Pilling

http://dx.doi.org/10.1007/978-3-642-31730-9_1


H þ CO ! HCO 1ð Þ;HCO þ H ! H2CO 2ð Þ;
H2CO þ H ! CH3O 3ð Þ;CH3O þ H ! CH3OHð4Þ

The sequence has been studied by Watanabe and co-workers [100–102] using

beams of H at temperatures of 30 and 300 K incident on water ice at 10 K with

sub-monolayer coverage of CO or H2CO. The loss of the reactant and the formation

of products were observed by infra-red spectroscopy. The rate of reaction was

independent of the thermal energy of the H beam. Reaction (1) is the faster of the

two atom þ molecule steps, with k1 ~2k3 at 15 K; k1 changed little on reducing the

temperature to 10 K, but k3 fell, giving an even larger rate coefficient ratio at

the lower temperature. Experiments with deuterium showed some addition reaction

involving D, but also the presence of abstraction reactions, giving a mechanism for

D/H exchange.

Ward and Price [103] studied the reaction of O(3P) þ ethene and propene. They

dosed the atom and the alkene on to graphite at 12–90 K and detected the products

by temperature programmed desorption and mass spectrometry. They used tunable-

laser 2 photon ionisation, allowing them to distinguish, in the case of ethene,

between the three potential products of formula C2H4O: vinyl alcohol, acetaldehyde

and ethylene oxide, through their differing ionization energies. The results showed

that the main product was ethylene oxide. The experiments demonstrated that the

activation barrier is much reduced compared with the gas phase reaction (discussed

in Sect. 3.4.3). The activation energy for ethene is equivalent to (70 � 15) K,

compared with a gas phase value of 974 � 48 K.

It can be problematic to incorporate surface processes in astrochemical models.

The availability of quantitative rate data on the rates of adsorption and desorption,

diffusion and surface reaction is very limited. A further substantial problem derives

from the small numbers of species adsorbed on grains – in diffuse clouds, the

average number for a given species is probably less than unity. As a result, the

deterministic form of conventional rate equations is inappropriate and a stochastic

model is needed [104]. Approaches to developing a physically realistic description

include Monte Carlo methods [105] and a master equation approach [106, 107].

It is difficult to incorporate these methods into the sets of ordinary differential

equations, which constitute the conventional approach to modelling, without an

enormous computational overhead. Some progress has been made, though, by

Caselli et al. [108] using a semi-empirical approach to incorporate some of the

stochastic effects. This topic is discussed in greater detail in Chap. 4.

3.8 Concluding Remarks

It is clear that progress in understanding and quantifying the rates of elementary

chemical reactions requires a close interaction between experiment and theory. Until

relatively recently, theory provided a framework for experiments, but in applications
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such as combustion and atmospheric chemistry, experimental values for rate

coefficients held sway and dominated the recommendations of evaluation panels.

Advances in theoretical understanding, coupled with increases in computer power,

are changing significantly the ways in which rate parameters are determined.

The low temperatures in the interstellar medium provide a unique challenge to

both experiment and theory. From an experimental perspective, the prevailing

temperatures are difficult to achieve and the CRESU technique has made a unique

and groundbreaking contribution by providing rate coefficients at appropriate

temperatures. Theory faces problems in this area because precise energies of

transition states are difficult to calculate – a two standard deviation uncertainty of

~1 kJ mol�1 is probably the best that can be achieved for high level calculations.

When incorporated in the Kooij equation for a rate coefficient, this gives an

uncertainty of a factor of over 105 at 10 K. The problems are less marked for ion

molecule reactions, where relatively well understood long range potentials are the

main determinants. Radical þ radical reactions are also better described than this,

but the uncertainties are still significant. For the two transition state radical þ
molecule reactions discussed in Sect. 3.4.3, the important question is whether or

not the inner transition state is submerged, or at least lies only slightly above the

reactant energies. To resolve these issues, even high quality theory should, where

possible, be linked to experiment for applications to reactions in the ISM. The last

few years have seen impressive collaborations across the theory/experiment

‘divide’, in recognition of the difficulties faced by both theory and experiment,

for applications in the ISM in particular, but also in combustion and atmospheric

chemistry.

The next chapter discusses, inter alia, chemical networks and the context in

which research on the kinetics of elementary reactions is applied in the ISM.

In particular it provides a rationale for the provision of rate coefficients, channel

efficiencies and uncertainties in rate parameters. It provides the justification for

many of the topics discussed in Chap. 3.
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Chapter 4

Astrochemistry: Synthesis and Modelling

Valentine Wakelam, Herma M. Cuppen, and Eric Herbst

Abstract We discuss models that astrochemists have developed to study the

chemical composition of the interstellar medium. These models aim at computing

the evolution of the chemical composition of a mixture of gas and dust under

astrophysical conditions. These conditions, as well as the geometry and the physical

dynamics, have to be adapted to the objects being studied because different classes

of objects have very different characteristics (temperatures, densities, UV radiation

fields, geometry, history etc); e.g., proto-planetary disks do not have the same

characteristics as proto-stellar envelopes. Chemical models are being improved

continually thanks to comparisons with observations but also thanks to laboratory

and theoretical work in which the individual processes are studied.

4.1 Introduction

A large number of molecules have now been observed in the interstellar medium

(ISM) and many more are expected to be discovered considering the unidentified

lines in existing spectral surveys and new surveys to come [1]. The promise of

V. Wakelam (*)

LAB, Univ. Bordeaux, UMR 5804, Floirac F-33270, France

LAB, CNRS, UMR 5804, Floirac F-33270, France

e-mail: wakelam@obs.u-bordeaux1.fr

H.M. Cuppen

Theoretical Chemistry, Institute for Molecules and Materials, Radboud University Nijmegen,

Heyendaalseweg 135, Nijmegen 6525 AJ, The Netherlands

E. Herbst

Departments of Chemistry, Astronomy, and Physics, University of Virginia, Charlottesville,

VA 22904, USA

I.W.M. Smith et al. (eds.), Astrochemistry and Astrobiology, Physical Chemistry in Action,

DOI 10.1007/978-3-642-31730-9_4, # Springer-Verlag Berlin Heidelberg 2013

115

mailto:wakelam@obs.u-bordeaux1.fr


ALMA,1 a powerful new interferometric telescope, on this matter is endless. On a

very basic level, simple molecules such as CO and CS are used to understand the

physical properties of astrophysical objects such as dark clouds, star forming

regions, proto-planetary disks, and galaxies through the excitation of their observed

spectral lines [2] (see also Chaps. 1 and 2). Observers need, however, to know the

distribution of these and other species in terms of abundances2 in these sources.

Chemical models are used for this purpose; e.g., to understand the chemical

composition of astrophysical objects and their evolution. Combining model

predictions with radiative transfer, astrochemists can make predictions on the

detectability of some species. In addition, the abundance of “key” species that

cannot be directly observed (molecules without a dipole moment for instance) can

be computed with these models. These computations can be important for numeri-

cal simulations of protostellar collapse, for instance, since the energy budget

(cooling and heating) depends on the abundances of some cooling species such as

atomic oxygen that cannot be directly observed except in exceptional regions.

The gas and dust in the ISM are constantly being refreshed and modified, a

process that is related to the life cycle of stars (see Chap. 2). After the death of a star,

the elements that are formed inside the star are spread throughout the diffuse

interstellar medium in the form of atoms and refractory dust particles, often

known as “grains.” This material is modified somewhat by chemical processes

and by the strong interstellar UV field at play in such environments, before gravity

collapses the material to form colder dense clouds, where external UV photons

cannot penetrate. In the interior of these dense clouds, a rich gas-phase chemistry

takes place and the gas interacts with grain surfaces where catalytic surface

reactions can occur as well. Species such as molecular ions, radicals, isomers,

and large linear unsaturated molecules such as HC11N can then be formed in the

gas, while more saturated species such as water, methane, ammonia, and methanol

can be formed on the grains along with CO2. When stars and planets form from

these clouds, this molecular complexity mutates into a more terrestrial-like organic

chemistry including molecules such as basic esters, alcohols, and more saturated

nitriles, which can survive and participate in the very long path towards life.

To study how the astrophysical environment modifies the composition of the gas

and the dust, astrochemists have built increasingly complex chemical models over

the years. In this chapter, we will describe those models (Sect. 4.2), discuss the

chemical and physical processes that occur in the ISM (Sect. 4.3), and consider the

synthesis of O2 as an example of how these processes operate (Sect. 4.4).

1 ALMA, for Atacama Large Millimetre Array: https://science.nrao.edu/facilities/alma
2Abundances are defined by the ratio of the density of a species to the total density (in cm�3) of

hydrogen atoms. Because hydrogen is mostly in the form of atomic H or molecular H2, the proton

density is nH ¼ n(H) + 2n(H2).
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4.2 Astrochemical Models

From a numerical point of view, chemical models solve a system of differential

equations of the type:

dni
dt

¼
X

production�
X

destruction (4.1)

where ni is the density of species i (in cm
�3). The production and destruction terms

refer to all chemical and physical processes that produce and destroy this species.

Numerical solvers using the Gear method [3] are typically employed in double

precision to solve such systems as a function of time. In the end, modellers compute

the evolution of the densities of species (or abundances) for a set of parameters and

from an initial composition. For large systems, the number of equations (one for

each species) and processes can be quite important and lead to hypersensitivity to

some model parameters and even bi-stability3 [4, 5].

In Fig. 4.1, we show the results of amodel for dense cloud conditions (a temperature

of 10K, a hydrogen atomdensity of 2 � 104 cm�3 and a visual extinction of 10), which

includes only gas-phase processes, except for the production of molecular hydrogen,

which occurs on granular surfaces. The chemical processes that are involved in the

chemistry of the interstellar medium are described in Sect. 4.3 of this chapter.

In addition to the parameters described in Sect. 4.2.1, the geometry of the object, the

presence of mixing, and physical dynamics can influence the chemical composition

as well (Sects. 4.2.2 and 4.2.3).

Fig. 4.1 Abundances (compared to total H) of species computed by a pure gas-phase chemical

model for dense cloud conditions as a function of time

3 Bi-stability refers to two different steady-state results with the same set of parameters but

different initial conditions.
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4.2.1 Elemental Abundances and Initial Conditions

Material consisting of various elements, related to the life cycle of stars, is constantly

modifying the existing material in the ISM. The elements are eventually stored in

three forms [6]:

• Phase 1: in the gas-phase (in atomic or molecular form),

• Phase 2: in refractory cores of interstellar grains (formed in circumstellar

envelopes),

• Phase 3: in a mantle of volatile species on top of grain cores.

The formation of grain mantles is efficient in cold regions shielded from UV

photons. Depletion of the elements from purely gas-phase systems first occurs in

those parts of stellar atmospheres where grains are first formed (see Fig. 4.3).

Additional depletion from the gas-phase has been observed in diffuse clouds

depending on the overall density of the clouds (from a few atoms and molecules

per cm3 to 100 per cm3) [7, 8]. Although it seems logical to assume that the missing

elements stick on grains, the mechanisms of depletion (considering the very low

densities of these clouds) and the form of the depleted species remain a puzzle

[9, 10]. Observations of unambiguous gas-phase elemental abundances are limited

to purely atomic diffuse clouds with densities smaller than 10 cm�3, where the UV

field is still very efficient in preventing the formation of molecules in the gas-phase

and at the surface of the grains. As a consequence, we do not have direct

measurements of the fraction of the elements that are available for the formation

of the molecules observed in dense clouds (in the gas and in the grain mantles).

Most (if not all) chemical models of dense sources (molecular clouds, proto-stellar

envelopes, proto-planetary disks) include as initial input an additional depletion of

those elements heavier than oxygen compared with the gas-phase abundances

observed in diffuse clouds, which are already depleted in these elements compared

with stellar abundances, except for isolated exceptions such as sulphur. Many

studies even consider the elemental abundances as free parameters that can be

varied in order to reproduce the observations of gas-phase molecules in dense

regions, even for elements lighter than oxygen such as nitrogen. Nitrogen (for

example [11, 12]) and sulphur (for example [13, 14]) are good examples in this

respect. Even when they are not varied intentionally, uncertainties in their exact

values remain, depending on the reference used [15], and the results of chemical

models strongly depend on these choices [16].

Another type of parameter, to which the model can be sensitive, is the choice in the

initial composition of species (initial conditions). Since the chemistry is not at steady-

state inmost objects, the chemical composition predicted by the model will depend on

the assumed initial conditions. There does not exist yet any model able to follow the

chemical composition of the gas and dust during a complete cycle of evolution starting

with material ejected from stars and ending with the collapse of clouds to form new

stars, mainly because the evolution between different stages of star formation (e.g.,

diffuse to dense clouds, proto-stellar envelopes to proto-planetary disks) is not fully
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understood. For these reasons, assumptions about previous steps are usuallymade. For

dense clouds for instance, it is typically assumed that they are formed from diffuse

medium conditions in which elements are mainly in the atomic form and that the time

scale of the “contraction” up to the densities of dense clouds is faster than the chemical

evolution. Somemodels do explicitly include the physical transition from one stage to

another as the chemistry progresses. As an example, Hassel et al. [17] followed the

chemistry as a shock wave passes through diffuse material and a cold dense cloud

begins to form behind the shock. Unfortunately, the abundances of gas-phase and

grain-surface molecules synthesised were only followed up to a visual extinction of 3,

at densities not as high as are found in cold dense clouds, because of limitations to the

physical model. For proto-planetary disks, the chemical composition of the parent

cloud is usually assumed to define the initial conditions [18]. In pursuing such an

approximation, we of course ignore the transition between the cloud and the disk itself

and so assume that the chemical composition is not modified during this transition.

In the absence of a full physical model describing those transitions, it is probably the

best that can be done.

4.2.2 Geometry

In astrophysical sources, where turbulence, or any kind ofmixing, is not efficient (or is

not constrained), the chemistry is usually treated in a zero-dimensional approximation,

which consists of single spatial point. In such models, the temperature and densities

are kept constant in space and time and the chemical composition is computed at each

time step from an initial composition up to steady-state (or earlier if the time to reach

steady-state is unrealistic). Many (if not all) astrophysical objects cannot be

characterised by a single temperature and density, but present spatial gradients.

Envelopes of gas and dust around proto-stars are characterised by an increase of the

temperature and density towards the centre of the envelope in a spherical symmetry.

Figure 4.2 shows the temperature and density in the envelope of the low mass proto-

star IRAS16293-2422 as determined by Crimier et al. [19] based on the analysis of

observations of the dust and theH2Omolecule at several wavelengths. In such objects,

the chemistry will strongly depend on the radius. At high temperatures (larger than the

specific sublimation temperature of the species), many molecules from the grain

mantles will be evaporated in the gas-phase and will participate in the gas-phase

chemistry (see for instance [20, 21]). Such an object (if considered as static) can be

treated in a so-called pseudo 1D approach; i.e. the temperature and densitywill depend

on the radius but the cells are independent. There is observational evidence from non-

thermal broadening of the molecular lines that turbulent mixing exists in these objects

although the exact nature of the mixing is not understood. Such mixing processes can

be included in chemical composition calculations, as was done byWakelam et al. [22]

for massive proto-stellar envelopes. In proto-planetary disks, where radial and vertical

mixing may exist, 2D chemical models with mixing have been developed [23].
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The geometry is also important for the treatment of the interaction with UV

photons. Borders of dense molecular clouds are exposed to the interstellar UV field

produced by massive stars. The penetration of these photons into the cloud has to be

computed as a function of depth since they are absorbed and scattered by the dust

(see Sect. 4.3.1.1). In proto-planetary disks, the young central star usually presents a

strong emission of UV (and X-ray) photons so that the UV penetration has to be

computed in two dimensions to take into account the interstellar UV radiation field

and the one coming from the star.

4.2.3 Physical Conditions Evolving with Time (Dynamics)

Most, if not all, astrophysical objects are not static over a period of time long

enough for the chemistry to reach steady state, except perhaps in the diffuse

medium as long as the initial H2/H abundance ratio is assumed to be non-zero. As

a consequence, the modifications of the physical conditions with time have to be

considered. A good example is the modelling of circumstellar envelopes. The cells

of material pushed away from the star encounter lower temperatures and densities.

Close to the star, the temperatures are so high that species are only in atomic form.

As the material moves away from the star, molecules will be formed and survive

until they encounter a much thinner medium where the interstellar UV field will

destroy them. A schematic view of the physical structure, which is far more

complex than discussed here, and the chemical composition of a circumstellar

envelope are given by Fig. 4.3.

Fig. 4.2 Temperature and density of H2 profiles in the envelope of the low mass proto-star IRAS

16293–2422 based on multi-wavelength observations from Crimier et al. [19]
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As another example, consider the formation of stars, which begins with the

collapse of a molecular cloud first into a pre-stellar core and then into a proto-star.

This collapse occurs in a few times 105 year, during which the temperature and the

density in the proto-stellar envelope will increase towards the centre. The environ-

ment is often referred to as a hot core or, for low-mass stars, a hot corino, when the

temperature reaches 100–300 K [24]. During this time, the material of the envelope

can fall towards the newly forming star in a rotating motion. The gas and dust will

first encounter a small temperature and large density allowing most of the

molecules to stick onto the grains, then a medium temperature during which

grain-surface reactions will take place, and then a warmer temperature allowing

the sublimation of the molecules formed on the grains. Although simplified models

exist in which the time-dependent temperature is homogeneous throughout the

warming region [25], a more accurate approach is to couple the chemistry to a

1D hydrodynamic collapse model, which computes the evolution of the physical

conditions in a Lagrangian approach [21]. An extension to a full 3D hydrodynamic

model is underway [26].

Fig. 4.3 Representation of a circumstellar envelope (Courtesy of Marcelino Agùndez)

4 Astrochemistry: Synthesis and Modelling 121



4.3 Physico-chemical Processes

The chemistry of the ISM can be separated into four groups of processes. The first is

the interaction with high-energy cosmic-ray particles, while the second consists of

photo-processes induced by UV photons.4 The third concerns bimolecular gas-

phase reactions, and the last one concerns interactions with grains. A summary of

the dominant processes in a selection of astrophysical objects is given in Fig. 4.4.

We discuss the first three classes in the Sect. 4.3.1 and the last one in Sect. 4.3.2.

4.3.1 Gas-Phase Chemistry

4.3.1.1 Processes and Parameters

Cosmic-ray particles (with energies in the MeV to GeV range) produce the

ionisation of molecular and atomic hydrogen and helium. The high-energy electrons

from this process can in turn excite H2, which then emits UV photons. This process,

first proposed by Prasad and Tarafdar [27], is an efficient source for the

Fig. 4.4 Schematic view of the dominant physico-chemical processes in the interstellar medium

depending on the physical conditions

4 X-rays are also important in some sources.
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photodissociation of molecules in the dense internal part of molecular clouds.

Although these first-order processes are not standard bimolecular chemical pro-

cesses, their rate can be expressed in term of rate coefficients. The rates of direct and

indirect dissociation and ionisation by cosmic rays are proportional to the total H2

cosmic-ray ionisation rate z [28, 29]. As an example, the helium direct cosmic-ray

ionisation rate is one-half of z. The value of z for any species is a function of depth
into an interstellar cloud, although this dependence is most frequently ignored

because it is difficult to calculate [30].

The rate coefficients for photodissociation caused by external UV photons

depend on the visual extinction AV:

kphot ¼ a expð�gAVÞ (4.2)

with a and g parameters specific to each species. The visual extinction AV is

proportional to the total hydrogen column density NH (AV ¼ NH/1.6 � 1021, [31])

where column density (cm�2) is defined as the volume density integrated over a

path through the cloud towards the observer.

Bimolecular reactions have been described in Chaps. 1 and 3 of this book. The

efficiency of these processes can depend on the temperature of the gas. All produc-

tion and destruction terms (in units of cm�3 s�1) in equation (4.1) can be written as

kijninj for bimolecular (second-order) reactions and kini for first-order reactions, with
kij the rate coefficient of the reaction between species i and j and n the density of the
reactant(s). More details on these expressions can be found in Wakelam et al. [22].

Current networks for astrochemical models contain more than 4,000 gas-phase

reactions for more than 400 atomic and molecular species, which comprise neutral,

positively, and negatively charged species [21]. Most of these reactions have not

been studied under the conditions of the cold ISM so that the rate coefficients can be

quite uncertain if not completely wrong [16]. An example of the latter concerns the

formation of OCS in the gas-phase by the radiative association reaction CO + S

! OCS + hn. A rate coefficient of 1.6 � 10�17 (T/300)�1.5 cm3 s�1 was included

in models following a crude estimate by Prasad and Huntress [28], which gives a

rate coefficient of approximately 2 � 10�15 cm3 s�1 at 10 K. Recent calculations

by Loison et al. [32] show that the rate was greatly overestimated at 10 K. The

consequence for the OCS gas-phase production is then dramatic and the predicted

abundance of OCS is much smaller than the observed one. In general, radiative

association reactions, despite their importance, have not been studied in more than a

few cases in the laboratory at any temperature.

4.3.1.2 Uncertainties and Sensitivity to the Parameters

Model predictions can be very sensitive to model parameters. Uncertainties in the

parameters can therefore lead to strong differences in the predicted abundances of

species. Two aspects of the problem can be considered. First, themodel parameters are
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more or less known within a range of uncertainty. These uncertainties propagate

through the time-dependent calculations and lead to error bars for the model results.

If those error bars have been derived, quantitative comparisons with observations (for

which error bars are more frequently determined) can be undertaken. Secondly, it is

possible through sensitivity analyses to identify key parameters for which a better

estimate would reduce the model uncertainties. A number of such studies have been

done recently with the aim of (1) computing model error bars, (2) understanding the

sensitivity of these models to the parameters (sensitivity analysis), and (3) identifying

key parameters in a variety of sources.

Estimation of model error bars and sensitivity analyses are based on the same

principle. All rate coefficients (or other model parameters) of a system are ran-

domly varied within a certain range. The chemical evolution is then computed for

each set of rate coefficients. For a network containing 4,000 reactions, the model is

typically run 2,000 times with different sets of rate coefficients. The distribution of

the rate coefficients can be either log-normal or log-uniform (see Fig. 4.5). The first

choice implies that the mean value k0 is a preferred value. This is usually the case

for rate coefficients, which are measured with an uncertainty defined by statistical

errors. The factor F0, which defines the range of variation, can be a fixed factor for

all reactions for a sensitivity analysis or specific to each reaction for an uncertainty

propagation study. Use of the same F0 for all reactions, in the case of a sensitivity

analysis, assures the modeller that an underestimated uncertainty factor will not

bias the analysis. The results of thousands of runs are used differently to identify

important reactions and to estimate model error bars.

For sensitivity analyses, one of the methods to identify “key”5 reactions is to

compute Pearson correlation coefficients for each species and each reaction. Such

Fig. 4.5 Possible distributions (lognormal or loguniform) of the rate coefficients randomly varied

within a factor F0

5 By “key” reactions, we mean reactions with rate coefficients that are quantitatively important for

the computed abundance of species.
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coefficients quantify how modified abundances of species correlate with the

modifications of rate coefficients. For uncertain propagation, model error bars, or

uncertainties in the computed abundances of species, are defined by the minimum

interval containing 95 % of the curves (see Fig. 4.6 and [33]). When the abundances

follow a log-normal distribution, these error bars are equivalent to twice the

standard deviation of the curves. More details on these methods and their

applications can be found in a review paper by Wakelam et al. [34].

4.3.1.3 Reduction of Chemical Networks

Large chemical networks are often needed to synthesise large molecules. For some

applications, for example, in which the chemistry is calculated with a physical

model that leads to lengthy computational times, it can be convenient or even

necessary to reduce the size of a network of reactions, if only limited information

is required. The simpler technique to accomplish this goal is to remove reactions

one-at-a-time and check that the abundances of the species of interest remain within

a certain range of tolerance. This of course can only be correct for one physical

condition and one initial network. For the reduced network to be used over a range

of physical conditions, the analysis has to be redone several times. In addition, if the

rate coefficients of some reactions have to be changed, the outcome may be

changed. More sophisticated methods based on correlations can be used, as they

are probably less time consuming [35].

Such reduction methods have been applied by a number of groups for different

cases. To the best of our knowledge, Ruffle et al. [35] were the first to apply such a

technique (in a more complex version) to determine the minimum network for the

computation of the gas-phase CO abundance in interstellar clouds of different

density, temperature and visual extinction. Their network still contains more than

two hundred reactions and more than 60 species. Reduced networks to compute the

ionisation fraction in dense clouds [36] and in proto-planetary disks [37], and

reduced networks for dense clouds [38] have also been proposed.

Fig. 4.6 CO abundance computed by a chemical model under dense cloud conditions (from [16]).

Each curve on the left represents the result of one model in which the rate coefficients have been

randomly modified. The grey levels on the right show the density of the curves (in percentage)
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4.3.2 Gas-Grain Interactions and Surface Reactions

In the ISM, molecules from the gas phase interact with grains by sticking to their

surface, possibly undergoing reactions with other adsorbates, and desorbing again

through different thermal and non-thermal processes. The formation of molecular

hydrogen, the most abundant molecule in the ISM, is the most obvious example for

the importance of grain surface chemistry, since it is almost entirely formed through

surface chemistry in cold environments. As explained in Chap. 1, species can either

be physisorbed to the surface and then general reactions occur through the diffusive

Langmuir-Hinshelwood mechanism, or be chemisorbed to the surface so that

chemistry can also proceed through the Eley-Rideal mechanism, in which the

adsorbate is struck by a gas-phase reactant. Molecular hydrogen is formed through

both mechanisms; the Langmuir-Hinshelwood mechanism dominates at low tem-

perature for both silicate and carbonaceous grains and the Eley-Rideal mechanism

at high gas and/or grain temperatures for carbonaceous grains.

In the present section, we will present the different methods to model grain

surface chemistry, the input parameters that go into these models, the experimental

and theoretical methods to obtain these parameters, and the limitations of these

models. Most gas-grain networks are predominantly designed for the low tempera-

ture regime and, as we will see in the following sections, the expressions that are

used almost exclusively describe the Langmuir-Hinshelwood type of reaction.

4.3.2.1 Rate Equation Approximation

The most obvious way to introduce grain-surface chemistry into gas-phase

astrochemical models is to use rate equations for both the surface chemistry and

for gas-phase chemistry. The main advantages of this method are that the gas phase

and grain surface can be easily coupled and that the rate equation method is

computationally light, which allows for a large number of grain-surface species

and reactions. Moreover, a long timescale can be simulated and simulating a large

number of points to cover a grid of different conditions is feasible as well.

Here we follow the rate equation approach by Hasegawa et al. [39]. Consider a

dust particle with N surface sites, on which there are N(A) molecules of species A.

The surface abundance, N(A), changes in time according to

dNðAÞ
dt

¼ kaccnðAÞ � kdesNðAÞ �
X

ðkhop;A þ khop;iÞNðAÞNðiÞ=N
þ
X

ðkhop;i1 þ khop;i2ÞNði1ÞNði2Þ=N ð4:3Þ

where n(A) is the gas phase abundance of species A and the different k’s represent
different rate coefficients. The first term accounts for accretion of A from the gas

phase to the surface; the accretion rate coefficient kacc is determined by the product

of the velocity of A in the gas phase, the cross section of the grain, and the sticking
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fraction of A to the grain, which depends on the gas and surface temperatures. The

second term represents the loss of A from the surface due to desorption. This can

occur through a non-thermal desorption mechanism or through thermal desorption,

for which the rate coefficient is given by

kdes;therm ¼ n exp �Edes=kBTgrain

� �
(4.4)

with n the attempt frequency, Edes the desorption energy, kB the Boltzmann

constant, and Tgrain the grain temperature. Non-thermal mechanisms include

photodesorption [40, 41], cosmic-ray desorption due to sputtering or flash heating

of the grain [42, 43], and desorption upon reaction [44].

The third term in (4.3) refers to the loss of species A due to Langmuir-

Hinshelwood reactions with species i. The rate coefficient khop,i, defined as the

rate of hopping of species i over the potential barrier between two adjacent sites, is

itself given by the equation:

khop;i ¼ n0 exp �Eb;i=kBTgrain

� �
(4.5)

Similarly the last term in (4.3) represents the gain in species A by formation

mechanisms.

Apart from the clear advantages of this method, which lie mostly in its user-

friendliness and the fact that it is computationally inexpensive, there are several

disadvantages to the rate equation method, which become apparent in different

physical environments. In conditions where the number of species on the surface is

small (<<1), one can run into the so-called “accretion” limit [45] in which the

formation rate of molecules can be overestimated by several orders of magnitude.

The quantities N(i) are in fact expectation values of N(i): NðiÞh i. The Langmuir-

Hinshelwood term in (4.3) then becomes NðAÞh i NðiÞh i, where in fact the rate of

reaction is determined by NðAÞNðiÞh i. For small values of N(A), this approximation

is not valid and NðAÞh i NðiÞh i overestimates NðAÞNðiÞh i. Different methods have

been developed to overcome this problem.

Another disadvantage of the rate equation method is that the actual surface and

the positions of the atoms and molecules are not considered. Especially in

conditions where the grain mantle is beyond the sub-monolayer regime, this can

have severe consequences: species are allowed to interact with all other species,

regardless of their relative position, species are assumed to hop and desorb with the

same rate, regardless of their position (bulk vs. surface), and the grain mantle is

assumed to be homogeneous, whereas observations show that the grain mantle

consists of several layers of different composition. But even in the limit where the

surface species add up to less than a monolayer, the rate equation method can

overestimate formation rates due to the missing back diffusion term. When an atom

scans the grain surface, it can visit a site more than once, which is called “back

diffusion” and can lower the rate by as much as a factor of 3 [46].
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4.3.2.2 Methods to Circumvent the Accretion Limit

Different stochastic methods have been considered to overcome the accretion limit

problem. The main focus has been on the master equation method [47–49] and

macroscopic Monte Carlo simulations [49–51]. Of the two, the master equation

method can be more easily coupled to rate equations, which handle the gas phase

chemistry in the most straightforward way, since it treats the gas and surface

kinetics with equations of similar form.

In the Monte Carlo methods, the evolution of (discrete) number densities is

followed in time by randomly selecting a sequence of processes. The probability of

selecting a process is proportional to its rate, which is determined in a similar

manner to the rate equation method. Because Monte Carlo methods use random

numbers and probabilities instead of analytical expressions, coupling between the

two methods (rate equations for the gas and a Monte Carlo procedure for the grain)

is harder to achieve. Different (kinetic) Monte Carlo implementations are used and

usually a distinction between macroscopic and microscopic Monte Carlo is made.

In the macroscopic simulations, only the number density is followed in time; in the

microscopic simulations the exact positions of the species are also considered.

Recently, macroscopic Monte Carlo simulations of both the gas phase and grain

surface chemistry have been carried out for a proto-planetary disk [52].

The master equation method specifically considers each possible configuration

of species. For a system where only H and H2 are considered on the grain, possible

configurations would be (1, 0) with one H atom and no H2 molecules on the grain,

(0, 0), (0, 1), (1, 1), (2, 0), etc. For each configuration a separate rate equation is

constructed. The number of possibilities is clearly infinite, but selective cut-offs can

be used to exclude the higher order terms if their probability of occurrence becomes

very small. However, if the number of species expands, either by a change in

physical conditions or by increasing the number of considered species in the model,

the number of equations blows up rapidly. Moment equations with a cut-off up to

the second-order have been suggested to make the effect less dramatic and to extend

the range in which the rate equation method is applicable [53, 54] and codes are

available which allow this method to be used for large chemical networks in a

hybrid sense in which the method is only used when the accretion limit is reached

for a species [55].

Apart from stochastic methods, some modifications to the rate equations have

been put forward to mimic the stochastic behaviour of the surface chemistry.

Caselli et al. [56] made semi-empirical adjustments to the rates of a selection of

reactions, for the case where the surface migration of atomic hydrogen is signifi-

cantly faster than its accretion rate onto grains. While this method showed only

limited success, the more recent modified-rate approach suggested by Garrod et al.

[57] has been much more successful. In this approach, the expressions for the

reactions are adjusted if the modified reaction rate is smaller than the classical

rate. The modified reaction rate is determined by the accretion rate of one of the

reactants multiplied by the product of the surface abundance of the other reactant
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and an efficiency term that takes into account the competition between diffusion

across the surface for the reactants and the desorption of the reactants. Its main

advantages are that it is computationally inexpensive compared with stochastic

methods and that it automatically switches to the normal rate equation in the regime

where those are still valid. Garrod et al. [58] have shown that the new method

produces an excellent match to macroscopic Monte Carlo solutions to full gas-grain

chemical systems for a range of physical conditions.

4.3.2.3 Methods that Include Layering

Species that land on an ice mantle can only react with species in the top few

monolayers. Reactions deeper in the mantle either occur through bulk diffusion,

which is much slower than surface diffusion, or through energetic processing such

as UV photodissociation, or bombardment by energetic particles such as cosmic rays.

Cuppen et al. [59] showed with a model that takes the positions of all individual

species into account that the more common rate equation methods overestimate the

effect of a changing gas phase composition on the grain composition by several

orders of magnitude. Due to the layering of the ice, only the top layers are available

for reaction and changes in the gas phase abundances are only reflected in these top

layers. For simulations at constant temperature, grain models with layering show

therefore many fewer fluctuations in the abundance of surface species.

The first gas-grain model that accounted for the distinction between mantle and

surface was the three-phase model by Hasegawa and Herbst [60]. Here the mantle

and the surface are treated as separate phases and all three phases are described by

rate equations. Species can only react and desorb from the surface phase. Upon

desorption the surface is replenished by species from the mantle phase and vice
versa upon accretion. With only two solid phases (surface and mantle), they

observed that the abundances at early times are preserved for a much longer period.

Fayolle et al. [61] made some modifications to this model to account for bulk

diffusion (or segregation), which leads to interaction between the two phases. This

adjusted model is able to reproduce laboratory desorption experiments of mixed ice

layers. Unfortunately, the three-phase model is not widely used, even though it has

the clear advantage that it returns the correct desorption behaviour. Recently,

a macroscopic Monte Carlo code has been developed that uses multiple phases

for the ice mantle [62].

As mentioned in Sect. 4.3.2.2, the microscopic implementation of the Monte

Carlo method follows the position of each species on the grain. It therefore

automatically accounts for layering, since only species in the direct vicinity of

each other are allowed to react. It can furthermore use environmentally dependent

binding energies. The main disadvantage of this method is, however, that it is

computationally very expensive and it can therefore not be as easily applied for the

simulation of long timescales and large chemical networks. Efforts in this direction

are however on the way, including the use of massively parallel processors

(Q. Chang and E. Herbst, in preparation).
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4.3.2.4 Input Parameters for Surface Models

All different surface models have similar input parameters. These result in

(temperature dependent) hopping, desorption and reaction rates. Usually energy

barriers are given from which a thermal or tunnelling rate is determined. The energy

barriers, as for the gas phase, are often taken from experiments or (quantum)

chemical calculations. It must be mentioned that the results of surface reaction

experiments in the laboratory are not as easily converted to rates under interstellar

conditions as for gas phase reactions for a variety of reasons. Firstly, the formation

of molecules on the surface is the result of a combination of diffusion and reaction

processes in competition with the desorption of the reactants. It is hard to disen-

tangle the separate contributions and give barriers for the individual processes.

Since all processes scale differently according to temperature and coverage, they

should be disentangled before using them in an astrochemical model. Secondly, the

experiments are not carried out on small particles but on large surfaces. Thirdly, the

substrate, in monolayer regime experiments, is not always a good representative for

a dust grain and in multilayer experiments the ice is usually much more homoge-

neous than an interstellar ice.

Binding Energies

Desorption, which is controlled by the binding energy, is a one-step process and

therefore relatively straightforward to study. Binding energies are usually deter-

mined through Temperature Programmed Desorption (TPD). In this technique, a

known quantity of the species is first deposited and then the substrate is linearly

heated with time while the desorption is recorded using mass spectrometry. Several

of these experiments are performed with either different initial deposition quantities,

deposition temperature, or heating ramps to obtain the order of the desorption

process, the desorption energy, and the pre-exponential factor v in (4.4). The

desorption energies of a wide collection of stable species have been determined in

this way. Examples are N2 [63], CO [63], O2 [64], H2O [65, 66], and CH3OH [67].

The desorption energies have been mostly determined for the desorption of pure ices

from different substrates. The differences between the different substrates are rather

small and become negligible in the multilayer regime. In this regime, the molecules

desorb with a (near) zeroth order rate whereas they desorb with a (near) first order

rate in the monolayer regime. Since interstellar ices are not homogeneous, the

desorption of mixed layers is more relevant for astrochemical modelling. However,

the introduction ofmore species in the icemakes the desorption process immediately

much more complex. First, the desorption energy can change depending on

its surrounding material. Second, the dominant mantle species can prevent other

species from desorbing. Collings et al. [68] showed, for instance, that molecules like

CO and CO2 can become trapped in an ice mantle that consists predominantly of

water ice as the desorption of water occurs at much higher temperatures than for CO
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and CO2. However, at the long timescales available in the ISM, some of these

trapped species might be able to escape because of a segregation process where

the two main fractions of the mantle slowly separate [69]. The model by Fayolle

et al. [61], which was described earlier, is especially designed to handle this

behaviour with the addition of only a few extra parameters.

Diffusion Barriers

Diffusion barriers are very hard to measure and are mostly determined by quantum

chemical calculations. The quality of these data relies heavily on the potential and

substrate used. Experimentally, diffusion barriers can be inferred by detecting

reaction products between the mobile species of interest and some immobile, sparse

other reactant. Matar et al. [70] were able to determine the diffusion of H on

amorphous solid water by reaction of H and O2. In chemical models, often the

approximation is made that the diffusion barrier is a constant fraction of the

desorption energy; values of 0.3, 0.5 or 0.78 are usually taken.

Reaction Barriers

Experimental studies of ice reactions can be roughly divided into two groups

depending on the analysis technique and the thickness regime (sub-monolayer

versus multilayer). The reactants and products can be probed mass spectrome-

trically. The surface is initially exposed to a small quantity of the reactants, after

which the surface is heated until the products and reactants desorb and are detected

via TPD. Different initial exposures and temperatures can be probed to obtain

information on reaction order, etc. The main advantage of this technique is the

sensitivity, which allows for sub-monolayer exposures and which is able to detect

all species (masses). The method has, however, four major disadvantages: the

products cannot be probed in-situ, i.e., during the atom bombardment, additional

reactions during the heat-up to desorption cannot be excluded, quantifying the

desorbing species is not straightforward, and some of the interesting species have

equal masses.

A second method is to initially grow an ice of several monolayers and expose

this ice to the atomic beam while recording reflection adsorption infrared spectra

(RAIRS). In this way, the reactants and products are probed in-situ at the time and

temperature that one is interested in, which is the main advantage of this technique.

Quantifying the formed product is relatively simple, provided that the RAIRS is

calibrated with an independent method. The main disadvantages are that not all

species can be detected in this way and that the sensitivity is less than with the

previous technique. Most systems have an additional quadrupole mass spectrometer

(QMS) installed. So far this technique has been applied to unravel the formation of

the main components of interstellar ices, i.e., water, methanol, carbon dioxide,

formaldehyde, and formic acid, mainly through H-atom additions to CO- and/or
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O2-ices under conditions relevant to the interstellar medium (e.g., [70–77]). The

emphasis has been on the smaller species, with ethanol being the largest product

formed [78], and mostly with H-atom beams. An important reason for the latter is

that purely atomic beams can never be achieved and at these low temperatures

pollutants like O2 or N2, will stick to the surface as well; the majority of H2, on the

other hand, will desorb. Another important reason is that H atoms diffuse quite

rapidly even at low temperatures.

As explained above, the formation of new molecules on the surface is a

combination of several independent processes, especially when the stable, detect-

able products are the result of multiple reactions. The barriers for the individual

processes are very hard to disentangle and this is only possible with additional

information from, for instance, TPD experiments. For this reason, usually only a

qualitative measure for the efficiency of the reaction is given. Common assessments

are: (1) effectively barrierless, (2) with a barrier that allows the reaction to proceed

at 10 K, (3) with a larger barrier so that reaction does not proceed at this tempera-

ture, (4) thermally activated, or proceeds through quantum chemical tunnelling.

Heavier species become increasingly difficult to form by simple atom-addition

reactions. H-atom addition to acetaldehyde leads not only to ethanol, but also to the

smaller organic species formaldehyde and methanol [78]. Furthermore, there is no

experimental evidence that one can form longer carbon chains on the grains by

simply adding carbon atoms. A different type of mechanism has been suggested

that leads to the production of terrestrial-type organic molecules in star-forming

regions of the interstellar medium [25]. At higher temperatures, heavier species

than atoms can diffuse more readily, but they are typically not reactive because of

chemical activation energy barriers. If these stable species can be converted to

radicals by photons or energetic particle bombardment, rapid diffusive reactions are

possible, leading to a variety of more complex species. Laboratory experiments on

surface photochemistry have been undertaken for some time, but only recently

under ultra-high-vacuum conditions, which are necessary to have little contamina-

tion and ice thickness comparable to interstellar ices [79].

4.4 Application: The Molecular Oxygen Chemistry

The larger the molecules, the more chemical processes are involved in their synthesis

and thus the more our knowledge of their chemistry becomes thinner. One would

expect that the synthetic pathways of simple molecules such as molecular oxygen

would be simple and by consequence well known nowadays. As we will show,

however, this view is far from being correct and our understanding of the processes

involved in interstellar chemistry is only improving little by little by combining

modelling, laboratory experiments, and astrophysical observations.
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4.4.1 Gas-Phase Synthesis

Molecular oxygen was included in chemical networks at the beginning of

astrochemistry [80]. In the gas-phase, O2 is a product of the neutral-neutral reaction

O + OH ! O2 + H, which is an exothermic, relatively fast reaction. The rate

coefficient of this reaction has been measured at low temperature, using the

CRESU apparatus (see Chap. 3) by Carty et al. [81]. They found a value of

3.5 � 10�11 cm3 s�1 between 39 and 142 K. The OH radical is formed by the

dissociative recombination of protonated water H3O
+, itself formed in the following

sequence of reactions:

• H2 + cosmic-ray particle ! H2
+ + e� + cosmic-ray particle

• H2
+ + H2 ! H3

+ + H

• H3
+ + O ! OH+ + H2

• OH+ + H2 ! H2O
+ + H

• H2O
+ + H2 ! H3O

+ + H

This scenario was first proposed by Herbst and Klemperer [80], who discussed

the importance of the H3
+ cation in the ISM (see also [82]).

Under dense cloud conditions (temperature around 10 K, atomic hydrogen

density of a few times 104 cm�3 and no UV penetration), a pure gas-phase model

will predict that oxygen and carbon will mainly form carbon monoxide. The rest of

the oxygen will go into O2 (see Fig. 4.7). At steady state, after 107 year, the

predicted CO/O2 abundance ratio is approximately 3. Such a model result is

strongly dependent on the assumptions concerning the elemental abundances of

oxygen and carbon. The results presented here have been obtained assuming that

the C/O elemental ratio is 0.4, as typically assumed based on some observations of

atomic lines of carbon and oxygen in the diffuse medium [15]. We will come back

later to this problem. Following this prediction, interstellar molecular oxygen has

been sought for many years.

Fig. 4.7 CO, O2 and H2O abundance predicted by a gas-phase model under dense cloud

conditions
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4.4.2 Observational Constraints on O2 Abundance

Since the 1980’s, O2 has been looked for in the interstellarmediumusing both ground-

based and space telescopes (see [83], and references therein). First, analyses of data

from the SWAS satellite gave an upper limit of about 10�6 in dense cold clouds [84].

After the first detection claim by Pagani et al. [83], Larsson et al. [85] announced the

detection of O2 by re-analysing data from the ODIN satellite and published a beam-

diluted abundance of 5 � 10�8 relative to H2. Using ground based observations of

O16O18 and C18O lines, Liseau et al. [86] argued that the emitting regionmay bemuch

smaller than the beam of ODIN and thus the O2 abundance could be larger by one or

two orders of magnitude. More recently, the Herschel satellite found three magnetic

dipole rotational transitions of O2 towards the H2 Peak 1 position of vibrationally

excitedmolecular hydrogen inOrionKL [87]. The fractional abundance ofO2 relative

toH2 was found to be (0.3–7.3) � 10�6. The authors suggested the source of the O2 to

be either thermal evaporation from warm dust or the passage of a C-shock. Why the

molecule is only found in such an unusual source remains a mystery.

4.4.3 Gas-Grain Interactions

Based on these new observational constraints, models have been altered in order to

decrease the predicted abundance of gas-phase O2. Problems in the rate coefficients

of gas-phase reactions have been looked for. The very low temperature rate coeffi-

cient of the O + OH reaction has been investigated theoretically, but Quan et al.

[88] showed that only a seriously unrealistic decrease of this rate coefficient would

really impact the predicted O2 abundance.

Other efforts have been made to investigate the interaction of gas-phase O2 with

interstellar grains (see for example [89–91]). Once O2 is formed in the gas phase, the

molecule sticks significantly on the surface of interstellar grains in approximately

105 year, decreasing the gas-phase abundance of O2. Desorption induced by cosmic

rays, however, is efficient enough to desorb the molecule and the gas-phase abun-

dance remains almost unchanged if only sticking and evaporation are considered.

This result is shown in Fig. 4.8, where we overlay the abundances predicted by a pure

gas-phase model with a model including sticking of gas-phase species on grain

surfaces and desorption of these species from the surfaces (Sect. 4.3.2). Once they

are on the grain surfaces, however, molecules can react with other species present.

4.4.4 Grain Surface Reactions

At temperatures as low as 10 K, atoms can move efficiently and react with other

molecules accreting from the gas-phase. Following this idea, Tielens and Hagen

[90] suggested that O2 on the surface can be successively hydrogenated by reactions
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with atomic hydrogen to give H2O2 and then produce water, again by a further

reaction with atomic hydrogen. Recently, this surface reaction scheme has experi-

mentally been proven to be even more efficient than assumed in the models of

Roberts and Herbst [70, 73, 74]. This formation path is, however, only one of

several possibilities to transform oxygen into water on surfaces. If the direct

hydrogenation of O2 on the surface is removed, other reactions such as the

hydrogenation of ozone or the reaction between OH and H2, would take its place

to remove the oxygen (whatever its form) and transform it into H2O. Whatever the

exact scenario, the predicted abundance of gas-phase O2 is then strongly decreased

at late times (see Fig 4.9). A peak of O2 up to about 5 � 10�6 (compared to H)

however remains at typical ages of dense clouds (a few � 105 year).

Fig. 4.8 CO, O2 and H2O abundances predicted by a gas-phase model under dense cloud

conditions (same as Fig. 4.7) and by a gas-phase model including sticking and evaporation of

species from grain surfaces (orange lines)

Fig. 4.9 CO, O2 and H2O abundance predicted by a gas-phase model under dense cloud

conditions (same as Fig. 4.7) and by a full gas-grain model (red lines)
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Considering the difficulty of observing O2 in quiescent dense regions, unlike that

observed by Goldsmith et al. [87], and the lack of spatial resolution of the current

observations, it is difficult to reach any conclusions on the agreement between

models of cold cores and the observational constraints. One may think that the

scarcity of the detections despite the number of target sources (perhaps covering a

large range of cloud ages) is an indication that O2 is even less abundant than

predicted by these gas-grain models. If so, work still has to be done to solve this

problem but probably not with a purely chemical point of view. Chemical model

predictions do indeed depend on other parameters than chemical reactions and rate

coefficients. Elemental abundances are among the most important ones and remain

quite uncertain (see Sect. 4.2). Observations in diffuse clouds show that the

elemental C/O ratio does not vary much with the line of sight and stays around

0.4 [15]. It has been recently proposed by Jenkins [8], however, that oxygen could

be slightly more depleted than carbon in denser sources, a possibility also discussed

by Whittet [92]. As a consequence, the C/O elemental ratio in the gas phase of

dense regions could be larger than what is typically assumed. This idea was used by

Hincelin et al. [93] to explain the low O2 abundance in dense clouds. Using a C/O

ratio greater than unity with a full treatment of the gas-grain chemistry would

produce an abundance of gas-phase O2 smaller than 5 � 10�8 (compared to the

total atomic hydrogen density nH) at all times and could explain the observations

directed at cold cores, without changing strongly the abundances predicted for

other species.

4.4.5 Importance of Nitrogen Chemistry for O2

Current networks for the ISM can contain more than 6,000 reactions, including both

gas-phase and grain-surface processes. As discussed in Sect. 2.1.3, reduction of

chemical networks can be done to allow the coupling with a dynamical model that

otherwise would be very time consuming [94, 95]. Such reductions have to be

performed very carefully and can only be accomplished for a specific condition.

The chemistry of O2 provides a good example. With a C/O elemental abundance of

1.2, instead of 0.5, nitrogen chemistry becomes important for the O2 abundance

although no N-bearing species are involved in its synthesis [93]. Under dense cloud

conditions and with a gas-grain model (and an elemental C/O ratio of 1.2), the CN

molecule is abundant and reacts with O2 to form either O + OCN or CO + NO. The

total rate coefficient of this reaction has been measured by Sims et al. [96] between

13 and 295 K, and the product branching ratios by Feng and Hershberger [97] so

that the temperature dependent rate coefficients are:

• CN + O2 ! O + OCN k1 (T) ¼ 1.992 � 10�11 (T/300)�0.63 cm3 s�1,

• CN + O2 ! CO + NO k2 (T) ¼ 4.98 � 10�12 (T/300)�0.63 cm3 s�1.

The rates of these reactions also depend on the abundance of CN, a molecule

significantly destroyed by the neutral-neutral reaction with atomic nitrogen. The

136 V. Wakelam et al.

http://dx.doi.org/10.1007/978-3-642-31730-9_2


rate coefficient of the reaction N + CN has recently been revised. The value from

the osu_01_2009 database [98] for N + CN ! N2 + C is 3 � 10�10 cm3 s�1, and

is temperature independent. Some experimental measurements between 56 and

296 K have shown a decrease of the rate coefficient at low temperature according

to the expression 8.8 � 10�11 (T/300)0.42 cm3 s�1, which gives a rate coefficient of

2 � 10�11 cm3 s�1 at 10 K by extrapolation [99]. Such a decrease of this rate

coefficient has a strong effect on the abundance of CN, which is then increased, and

as a consequence on O2, which is decreased. This result is shown in Fig. 4.10, where

the O2 and CN gas-phase abundances are displayed, for the same dense cloud

conditions as in the previous figures in this section, and for two N + CN rate

coefficients at 10 K: the larger one from the osu database and the smaller one as

extrapolated from the recent experiments (see also [93]). It can be seen in the figure

that the O2 abundance is now reduced to a maximum of 10�7 with the smaller rate

coefficient, in better agreement with observations of cold cores. With a C/O

elemental ratio of 0.5, the O2 gas-phase peak abundance remains larger than 10�6

and is insensitive to the CN abundance.

4.5 Summary and Concluding Remarks

Chemical models are important for the analysis of observations of molecules in the

interstellar medium and to make predictions for molecules that have not or cannot

be directly observed. Modern models are able to compute the evolution of the

chemical composition of a mixture of gas and dust taking into account a large

number of processes including bimolecular gas phase reactions, interactions with

cosmic-ray particles and UV (and X-ray) photons, interactions with interstellar

Fig 4.10 Gas-phase CN and O2 abundances predicted by a gas-grain chemical model under dense

cloud conditions (same as Fig. 4.7) and a C/O elemental ratio of 1.2, as a function of time. Black
and purple curves were obtained for a C + CN rate coefficient of 3 � 10�10 cm3 s�1 and

2 � 10�11 cm3 s�1 at 10 K respectively
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grains, and grain-surface reactions. To account for all these processes, chemical

networks contain thousands of reactions, each characterised by a rate coefficient

associated with an uncertainty. Uncertainties in other model parameters, such as

elemental abundances, temperature, density, etc., have also to be taken into account

while discussing the accuracy of these models; in particular, when comparing with

observations.

Depending on the astrophysical objects studied, the geometry and the physical

dynamics may have to be included, making these models more and more compli-

cated. With the start-up of a new and powerful interferometric telescope labelled

ALMA, an acronym for Atacama Large Millimeter Array, with its high angular and

spectroscopic resolution, and high sensitivity, the predictions of chemical models

will be compared with much higher quality data. As an example, ALMA

observations at high spatial resolution will resolve smaller structures in protostellar

envelopes, which will rule out the use of spherical symmetry for the chemistry

(see also Herbst [100]). For these reasons, these models have to be improved in the

future. In addition to the coupling with better constrained physical structures, the

chemistry itself has to be improved. Methods, such as sensitivity analysis, have

been developed to identify the key processes in the gas phase and quantify the

model accuracy. An interactive user-friendly database for gas-phase processes has

even been created with the aim of improving the visibility of available data. The

name of the database is KIDA, which is an acronym for KInetic Database for

Astrochemistry6; this database is updated regularly. The most uncertain part of

astrochemical models is probably all the processes related to surface reactions.

Sensitivity analyses, as described in this chapter, are in principle applicable to the

grain surface processes based on the rate equation method, but the number of

parameters to study would be very large and drawing definitive conclusions not

so easy. In addition, it is the nature of the processes themselves, rather than the

parameters, that is more uncertain. Much progress has been made with experiments

of surface chemistry but it remains difficult to use these experiments to improve the

models because, unlike gas-phase experiments, the results of surface and ice

experiments are not so easily converted from the laboratory to the very different

conditions in the low-density ISM. The first step towards improvement could be the

construction of a database to centralise all the information for surface reactions. The

existence of this database might limit the multiplicity of gas-grain models based on

different networks.
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Chapter 5

Planetary Atmospheres and Chemical Markers

for Extraterrestrial Life

Lisa Kaltenegger

Abstract A decade of exoplanet research has led to surprising discoveries, from

giant planets close to their star, to planets orbiting two stars, all the way to the first

hot, confirmed rocky worlds with potentially permanent lava on their surfaces due to

the star’s proximity. Observation techniques have reached the sensitivity to explore

the chemical composition of the atmospheres as well as physical structure of some

detected exoplanets and to detect planets of less than 10 Earth masses (MEarth) and

2 Earth radii, so called Super-Earths, among them some that may be habitable.

To characterize a planet’s atmosphere and its potential habitability, we explore

absorption features in the emergent and transmission spectra of the planet that

indicate the presence of biology. This Chapter discusses our strategy to characterize

rocky exoplanets remotely, the basics underlying the concept of the Habitable Zone

as well as chemical markers that indicate life through geological time.

5.1 Introduction

The current status of exoplanet characterization shows a surprisingly diverse set of

giant planets. For a subset of these, some properties have been measured or inferred

using radial velocity (RV) measurements, micro-lensing, transits, and astrometry.

These observations have yielded measurements of planetary mass, orbital elements,

planetary radii and during the last few years, physical and chemical characteristics of

the upper atmosphere of some of the transiting planets. Specifically, observations of

transits, that provide a radius estimate for the planet, combined with RV information,

that provide a mass estimate for the planet, have provided estimates of the density of
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a subset of these planets, ranging from giant planets to rocky planets like Corot 7b [1]

and Kepler 10b [2]. Due to a detection bias that provides higher sensitivity for close-

in as well as massive planets, both leading exoplanet detection methods, RV and

Transit, detect a large fraction of massive planets that orbit close to their host star.

Due to the proximity to their host star, they receive high amounts of stellar irradiation

and have subsequent high surface temperature (see e.g. [3, 4]). Direct Imaging

Surveys on the other hand are currently most successful in detecting widely separated

young hot planetary objects and have already detected several exoplanet candidates

on wide orbits (see e.g. [5]).

Recent investigations of samples of high precision RV data have shown that

between 20% and 50% of all sample stars exhibit RV variations indicating the

presence of Super-Earths or ice giants [6, 7]. Among the hundreds of confirmed RV

planets, already a few close-by, low mass RV planets like Gl 581 d [8], with

minimum masses below 10 Earth masses, consistent with rocky planet models,

orbit in the Habitable Zone (HZ) of their parent star. Exoplanets around close-by

stars provide excellent targets for future atmospheric exploration with missions like

the James Webb Space Telescope (JWST) and ground based telescopes like Euro-

pean Extremely Large Telescope (E-ELT).

RV searches and space based transit missions like ESA’s Corot initially, and

now NASA’s Kepler mission, provide statistics of the occurrence of planets around

Sun-like stars. NASA’s Kepler telescope that monitors stars for planetary transits

was launched in 2009 and is observing one distant stellar field monitoring about

150,000 stars continuously for 5 years with sensitivity for detecting transits down to

Earth-size planets around Sun-analogue stars. Several Kepler transit planet

candidates from the first data release in February 2011 [9] and about 50 planets

from the February 2012 data release [10], with radii consistent with rocky planet

models, orbit their host stars in the so called Habitable Zone (see discussion below),

providing first statistics of the number of planets and Earth-like planets (etaEarth) in

the HZ (see e.g. [11]).

The discovery of transiting planets with masses below 10 MEarth and radii

consistent with rocky planetary models answered the important question as to

whether planets more massive than Earth could be rocky. 10 MEarth and 2 Earth

radii are used as estimates from planet formation theories as the upper limit for

rocky planet mass and size. For comparison, Uranus has about 14.5 MEarth and

about 4 Earth radii. Above about 10 Earth masses a planet is thought to accumulate

a substantial amount of gas that makes it akin to a gas giant with a substantial

atmosphere, not a rocky planet with a thin outgassed atmosphere. Where exactly

such a cut-off mass is that distinguishes rocky Super-Earths and gaseous Mini-

Neptunes – if it exists at all – is an open question that mean density measurements

of detected exoplanets currently explore.

Recent discoveries by ground based observations, as well as the Corot and

Kepler space-missions, found planets with masses below 10 MEarth and densities

akin to Neptune as well as Earth, suggesting that there is not one cut-off mass above

which a planet is like Neptune and below which it is rocky like Earth or Venus.

Note that the termMini-Neptune is used for small extrasolar giant planets, not mini-

Uranus, even though Uranus is the less massive planet (17.1 and 14.5 Earth masses,
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respectively). The first planets below 10 MEarth with both mass estimates and radius

measurements have provided a wide range of densities (e.g., [12–14]).

Especially in the mass range below 5MEarth, two planets in a multiple planet

system, Kepler 11b and Kepler 11f [15], with 4.3 and 2.3 MEarth have radii of 1.97

and 2.61 Earth radii and mean densities of 3.1 and 0.7 g/cm3, respectively. These

derived densities allow substantial envelopes of light gases for this mass range. For

comparison, Neptune has a mean density of 1.6 g/cm3, Earth a mean density of

5.5 g/cm3. GJ 1214 b, the smallest transiting exoplanet found from the ground that

allows for atmosphere observations, has 6.55 þ/� 0.98 MEarth with a radius of 2.1

Earth radii and a mean density of 1.8 g/cm3 [16]. Atmospheric measurements (e.g.

[17]) indicate hazes or high cloud cover that can block the transmitted light in such

expanded planetary atmospheres (see e.g. [18]). Whether such cloud/hazes are in

general common in the atmosphere of planets with low density and masses is

another open question.

Observing mass and radius can distinguish between giant and rocky planets but

alone cannot break the degeneracy of a rocky planet’s nature due to the effect of an

extended atmosphere that can block the stellar light and increase the observed

planetary radius significantly from its rocky core value. Even if a unique solution

would exist, planets with similar density, like Earth and Venus, present very

different planetary environments in terms of habitable conditions. Therefore the

question refocuses on atmospheric features to characterize a planetary environment.

Designs of future space missions exist, that have the explicit purpose of detecting

other Earth-like worlds, analysing their characteristics, determining the composi-

tion of their atmospheres, investigating their capability to sustain life as we know it,

and searching for signs of life. They also have the capacity to investigate the

physical properties and composition of a broader diversity of planets, to understand

the formation of planets and interpret potential biosignatures.

In this Chapter we discuss how we can read a rocky planet’s spectral fingerprint

and characterize if it is potentially habitable. In Sect. 5.1 we explore the Earth as

seen as an exoplanet, in Sect. 5.2 focus on low resolution biosignatures in the

spectrum of an Earth-like planet, in Sect. 5.3 set the focus on the first set of

measurements to characterize a potentially habitable planet. In Sect. 5.4 we discuss

the concept of the Habitable Zone, Sect. 5.5 discusses the influence of the host star

on the detectable features, Sect. 5.6 explores the spectral evolution of Earth through

geological time, Sect. 5.7 the detectability of surface features like the vegetation red

edge and Sect. 5.8 summarizes the chapter.

5.2 Characterizing a Habitable Planet (Learning from Earth)

In the coming years, ground-based as well as space missions will give us statistics

on the number, size, period and orbital distance of planets, extending to terrestrial

planets on the lower end of the mass range as a first step, while future space

missions are designed to characterize their atmospheres. To explore characteristics
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of habitable exoplanets, we first look at our own planet, that is currently the only

known planet to harbour life, and its remotely detectable indicators for life, that

could be observed with telescopes over interstellar distances.

Different strategies exist to characterize a planet’s atmosphere: direct detection

resolves the planet and star individually, and transmission as well as secondary

eclipse measurements subtract the stellar light from a combined star-planet detec-

tion. For directly imaged planets, in the visible part of the spectrum, we observe the

starlight, reflected off the planet; in the thermal IR we observe the planet’s own

emitted thermal flux. An Earth-like, temperate planet is a very faint, small object

close to a very bright and large object, its parent star.

For direct imaging or secondary eclipse measurements, where one observes the

image of the planet, either in reflected light at visible wavelengths or its emitted flux at

infrared wavelengths, the Earth-Sun intensity ratio is about 10�7 in the thermal

infrared (at ~10 mm), and about 10�10 in the visible (at ~0.5 mm) (see Fig. 5.1). The

contrast ratio of hot extrasolar Giant planets (EGP) to their parent stars is more

favourable due to the higher temperature and larger size of the EGPwhile the contrast

ratio of an Earth-analogue planet orbiting a cooler parent star is also much more

favourable due to the cooler stellar temperature, making Earth-like planets around

small stars very interesting targets for first generation planet characterisationmissions.

In primary eclipse, the light of the star gets filtered through the planet’s atmosphere,

providing a transmission spectrum of the planet’s atmosphere (see Fig. 5.1). The

contrast ratio for a transmission spectrum is in a first approximation a constant fraction

of the star’s light over a wide wavelength range, where atmospheric absorption does

not significantly block stellar transmission. For Earth, the transmission is roughly

constant to first order from the visible to the infrared wavelengths. The deepest Earth

atmosphere absorption feature is several 10 km, compared to the Earth’s 6,375 km

radius, thus indicating the measurement accuracy needed to detect atmospheric
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Fig. 5.1 Model of our Solar System (left) (assumed here to be Black Bodies) with Earth synthetic

reflection and emission spectrum shown. Synthetic transmission spectra (right) of the Earth from

VIS to IR shown. The intensity is given as a fraction of solar intensity as well as the relative height

in the atmosphere. The atmospheric features are indicated [25]
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features in a transiting Earth’s atmosphere. The transit of an Earth around a Sun-

analogue only lasts about 12.5 h and occurs once a year. Therefore transmission

spectroscopy of an Earth-like planet will have to be co-added for the first generation

of space missions like JWST to provide enough signal to detect atmospheric absorp-

tion features. Earth-like planets around cooler stars will orbit closer to their host star

and therefore more transits occur per Earth year but also each individual transit is

shorter in accordance with Kepler’s laws (see e.g. [19–21]). Hotter planets show

deeper absorption features, because the atmospheric scale-height that is proportional

to the depth of an absorption feature in the atmosphere of a transiting planet, scales

with temperature and is inversely proportional to the mean molecular weight of the

atmosphere, meaning that H/He atmospheres show deeper atmospheric features than

dense atmospheres like Earth, assuming clear atmospheres.

Therefore rocky planets around cool stars, provide very interesting targets (see

e.g. [22]), that can be probed for atmospheric components. Cool, low mass Main

Sequence M dwarfs are also the most abundant stars in the galaxy, representing

about 75% of the total stellar population. The spectrum of potentially rocky planets

in the HZ of M stars, like Gl 581d (see e.g. [23] and references therein) are being

used to design instruments and observation strategies that will allow us to explore

the atmosphere of the first temperate rocky worlds in the near future.

Whether Earth-analogue planets around stars other than Sun-analogues exist is

still an open question that will be one of the first questions we can explore with future

space and ground-based missions that can characterize planetary atmospheres.

5.3 The Spectral Fingerprint of an Earth-Like Atmosphere

Spectra of the atmosphere of a planet contain information on the chemical compo-

sition of the atmosphere that allows the exploration of the planetary environment

remotely. On Earth some atmospheric species exhibit noticeable spectral features in

the planet’s spectrum resulting directly or indirectly from biological activity: the

main ones are O2, O3, in combination with CH4, and N2O (see Fig. 5.1). CO2 and

H2O are in addition important as greenhouse gases in a planet’s atmosphere and can

be sources for high O2 concentration from photosynthesis. Figure 5.1 shows the

detectable atmospheric features of a habitable planet in its reflection, emission and

transmission spectrum, using the Earth itself as a proxy for observations and model

fits to data of spectra of the Earth.

The viewing geometry of a planet results in a different flux contribution of the

overall detected signal from the bright day and dark night side. For primary eclipse,

the terminator region generates the transmitted light for all wavelength ranges, for

secondary eclipse the day-side generates the emitted and reflected light. For direct

imaging the dayside generates the reflected light for the visible wavelength range,

while both the planet’s day and night-side regions contribute to the emitted flux in

the thermal infrared. Therefore different wavelength ranges and observation

geometries can probe different regions of a planet.
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Visible combined with near-infrared wavelengths as well as infrared spectral

regions contain the signature of atmospheric gases that can be observed with low

resolution and can indicate habitable conditions and, possibly, the presence of a

biosphere: CO2, H2O, O3, CH4, and N2O in the thermal infrared, and H2O, O3, O2,

CH4 and CO2 in the visible to near-infrared (see e.g. [24–26], and references therein

for detailed reviews).

Biosignatures is used here to mean detectable species, or set of species, whose

presence at significant abundance strongly suggests a biological origin (e.g. the gas

couples CH4 + O2, or CH4 + O3). It is their quantities, and detection along with other

atmospheric species, in a certain context (depending, for instance, on the properties of

the star and the planet) that points toward a biological origin. Sagan et al. [27]

analysed a spectrum of the Earth taken by the Galileo probe as a direct image,

searching for signatures of life and concluded that the large amount of O2 and the

simultaneous presence of a reducing gas like CH4 traces are strongly suggestive of

biology for a planet around a Sun-like star. O2 or O3 with a reducing gas like CH4 are

good biosignatures that can be detected by a low-resolution (VIS: Resolution � 80,

IR: Resolution � 25) spectrograph. The presence or absence of these spectral

features (detected collectively) will indicate similarities or differences with the

atmospheres of terrestrial planets, and their astrobiological potential.

Note that the presence of biogenic gases such as O2/O3 + CH4 may imply the

presence of an active biosphere, but their absence does not imply the absence of

life. Life existed on Earth before the interplay between oxygenic photosynthesis

and carbon cycling produced an oxygen-rich atmosphere (see 5.6).

Our search for signs of life in exoplanets is based on the assumption that life

produces the same gases as a result of metabolic processes (see Chaps. 6, 7 and 8 for

a detailed discussion). Chapters 6, 7 and 8 discuss alternative chemistry for life in

detail (see also [28]). Any advance in alternative life can be included at any time in

models, once such organisms and their interaction with an atmosphere have been

established. Life based on a different chemistry is not considered here because

atmospheric signatures that indicate life for alternative life-forms are so far

unknown. Therefore we assume here that extraterrestrial life would be similar to

life on Earth in its use of the same input and output gases, and that it exists out of

thermodynamic equilibrium as it does on Earth (see e.g. [29]).

5.4 Characterizing Planetary Environments

It is relatively straightforward to remotely ascertain Earth is a habitable planet,

replete with oceans, a greenhouse atmosphere, global geochemical cycles, and life

if one has data with high signal-to-noise and spatial and spectral resolution. The

interpretation of observations of exoplanets with limited signal-to-noise ratio and

spectral resolution as well as absolutely no spatial resolution, as envisioned for the

first generation instruments, will be far more challenging and implies that we need

to gather information on the planetary environment to understand what we will see.
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After detection, we will focus on the main properties of the planetary system,

first of all its orbital elements. The light curve of the planet in the IR can test the

presence of an atmosphere by using the temperature distribution on the day and

night side of the planet, which is substantial on a planet without an atmosphere but

not on a planet with an atmosphere like Earth or Venus (see [30, 31] and references

therein). The corresponding visible light curve variations are dominated by the

change in visible reflecting surface area over the planet’s orbit for both planets with

and without atmospheres. The orbital flux variation in the IR can distinguish planets

with and without an atmosphere in the detection phase (see Fig. 5.2) and prioritize

targets for spectroscopic follow up.

Knowing the temperature and planetary radius is crucial for general understanding

of the physical and chemical processes occurring on the planet (tectonics, hydrogen

loss to space). A first estimate of the planetary effective temperature is obtained by

calculating the stellar energy of the star that is received at the measured planet orbital

distance and depends on the planetary albedo. The effective temperature is linked to

the planet’s surface temperature by atmospheric properties of the planet like chemical

composition, cloud fraction versus height and overall pressure. The surface tempera-

ture of the planet at any distance depends on its albedo and on the greenhouse

warming by atmospheric compounds. However, with a low resolution spectrum of

the thermal emission, the mean effective temperature and the radius of the planet can

be obtained.

The accuracy of the radius and temperature determination will depend on the

quality of the spectral fit (and thus on the sensitivity and resolution of the spectrum),

the precision of the Sun-star distance, the cloud coverage and also the distribution

of brightness temperatures over the planetary surface. Assuming the effective

temperature of our planet was due exclusively from radiation to the surface instead

of an atmosphere layer (the average equilibrium temperature of Earth is about

265 K instead of the 288 K surface temperature), would only introduce a few

percent error on the derived Earth radius.

Fig. 5.2 Orbital light curve for black body planets in a circular orbit with null obliquities, with

and without an atmosphere in the visible (left) and thermal infrared (right) [25]
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The planet’s radius can be estimated from thermal emission of the planet,

because it is a function of the planet’s temperature and surface area. A low

resolution spectrum in the IR can be used to derive the effective temperature

of the planet and therefore one can calculate the radiating area from the IR flux.

The brightness temperature provides information on the effective temperature of

the atmospheric layers responsible for the emission and can provide an idea of the

surface temperature if the atmosphere is see through like on Earth and Mars.

The flux to derive the estimated radius can be measured at different points of the

orbit, which should allow an estimate of the error made. When the IR light curve

flux level changes significantly throughout the orbit, indicating planets without

substantial atmospheres, radius determination is made difficult because most of the

flux received comes from the small and hot substellar area. The ability to retrieve

the radius for a planet without an atmosphere would depend on the assumptions that

can be made about the orbit geometry, the rotation rate of the planet and heat

capacity of the surface material. In most cases, multiple solutions will exist. Once

visible flux is also measured, one can also estimate the Bond albedo of the planet, its

reflectivity. In the visible ranges, the reflected flux allows us to measure the product

of Bond albedo times planetary area (a small but reflecting planet appears as bright

as a big but dark planet). If the planetary area is known, the Bond albedo can be

derived.

Currently, radius measurements can only be performed for the fraction of planets

that are geometrically aligned to our line of sight so that they transit their parent

star. If the secondary eclipse of the transiting planet can also be observed (when the

planet passes behind the star), then the visible reflected starlight and the thermal

emission of the planet allow the values of the mean albedo and the mean brightness

temperature to be retrieved, based on knowledge of the radius measurements from

the primary transit. If only the mass of non-transiting planets can be measured

(by radial velocity and/or astrometric observations), a first estimate of the radius

can be made by assuming a bulk composition of the planet, that can then in turn be

used to convert visible flux into albedo measurements.

As a next step, a crude estimate of the planetary nature can be derived, using

very low-resolution information (three or four channels) (see e.g. [32]), then longer

exposure times can build the signal to noise ratio (SNR) up to a low resolution

spectrum, able to distinguish atmospheric absorption features. The resolution in

the visible is currently suggested as 80 and in the IR as 25 to be capable of

characterising the major atmospheric features in Earth’s atmosphere.

The ability to associate a physical surface temperature to the spectrum relies on

the existence and identification of spectral windows probing the surface. For an

Earth-like planet there are some atmospheric windows that can be used in most of

the cases, especially between 8 and 11 mm as seen in Fig. 5.1. Such identification is

not trivial for non Earth-analogue atmospheres. Note that this window would

however become opaque at high H2O partial pressure (e.g. the inner part of the

Habitable Zone (HZ) where a lot of water is vaporized) and at high CO2 pressure

(e.g. a very young Earth or the outer part of the HZ).
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As a next step, a higher resolution spectrum can be used for interesting planetary

targets to identify the compounds of the planetary atmosphere, constrain the

temperature in the IR and radius of the observed exoplanet. In that context, we

can test if we have an abiotic explanation of all compounds seen in the atmosphere

of such a planet. If we do not, we can begin to consider the exciting biotic

hypothesis.

5.5 The Concept of the Habitable Zone

The Habitable Zone is a concept only defined to detect life as we know it, remotely,

and should be termed the Remotely detectable Habitable Zone, but the common use

of Habitable Zone (HZ) is frequent. It is by no means meant as the exclusive zone

where life around a star could exist. The definition of the HZ was driven by the

possibility to remotely detect life as we know it. It is tied to the region around a star

where water could be liquid on the surface of an Earth-analogue planet. This

criterion is sometimes justified by liquid water being in our current state of

knowledge, an essential part in the origins of life (see Chaps. 6, 7 and 8 for a

detailed discussion). Subsurface water could provide similar conditions for life

even though different energy sources would be needed than on the surface of a

planet, but several options are available.

The essential argument for liquid water on the surface of a planet in the HZ is

that liquid water on the surface of the planet should provide easy interaction of any

gases that are produced by life with the planet’s atmosphere. Such changes in the

atmospheric composition and corresponding spectral features are observables that

one can remotely detect and explore for signature of life over interstellar distances.

To what extent subsurface life as well as life in an ocean under an ice layer could

change a planet’s atmosphere is currently under study. One example would be the

case of a Europa-like exoplanet. We do not know currently if life could exist in

Europa’s oceans and have not yet detected any atmospheric gases that could

indicate biota. Moving a Europa-analogue to orbit a star several light years away

will not increase our ability to assess habitability on such objects remotely. There-

fore the HZ is generally defined as the distance around a star, where water could be

liquid on the surface of an Earth-analogue planet. Different effects like additional

internal heat or other/additional effective greenhouse gases that are not part of

Earth’s atmosphere are not included in this model and would shift the limits of the

HZ. Different aspects of what determines the boundaries of the HZ have been

discussed broadly in the literature.

Habitability and the HZ are first order functions of the stellar flux at the planet’s

location as well as the planet’s atmospheric composition. The latter determines the

albedo and the greenhouse effect in the atmosphere. The inner and outer boundaries

of the HZ differ for clear and cloudy conditions because the overall planetary

albedo A, is a function of the chemical composition of the clear atmosphere as

well as the fraction of clouds, A ¼ Aclear + Acloud.
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The main differences among studies of the HZ are the imposed chemical compo-

sition and cloud fraction of the planet’s atmosphere. Examples of atmospheres with

different chemical compositions include the original CO2/H2O/N2 model with a

water reservoir (e.g., Earth’s), or model atmospheres with high H2/He concentrations

[33] or limited water supply [34]. Two concepts are commonly used throughout the

literature for cloud free [35] and cloudy atmospheres [36], assuming Earth-like

planets. According to these models, the HZ is an annulus around a star where a

rocky planet with a CO2/H2O/N2 atmosphere and sufficiently large water content

(such as in Earth) can host liquid water permanently on a solid surface.

This definition of the HZ makes several underlying assumptions: it assumes

that the planet is rocky, water is present, the main atmospheric composition is

CO2/H2O/N2, and the abundance of H2O and CO2 in the atmosphere is regulated by

a geophysical cycle similar to that of Earth, resulting in an H2O- and CO2-

dominated atmosphere on the inner and the outer edges of the HZ, respectively.

If the planet is not geologically active, it would not provide a feedback mechanism

that can recycle atmospheric gases like CO2 and stabilize the surface temperature

against changes in stellar luminosity, like the carbon-silicate cycle on Earth.

Therefore the HZ would reduce to a distance from the host star, where the stellar

flux and the atmospheric composition of the planet could maintain liquid water on

the planet’s surface. During the evolution of the host star that brightens over time,

no mechanisms are currently known that could stabilize the temperature of a

geologically inactive Earth-like planet through geological times.

The limits of the HZ are calculated, assuming a H2O- and CO2-dominated

atmosphere on the inner and the outer edges of the HZ, respectively, in accordance

to the effects of the carbonate-silicate cycle. Between those limits on a geologically

active planet, climate stability is provided by a feedback mechanism in which

atmospheric CO2 concentration varies inversely with planetary surface tempera-

ture. In this definition, the locations of the two edges of the HZ are determined

based on the equilibrium temperature of the planet (see e.g. [35–37]). For the inner

boundary of the Sun’s HZ (Fig. 5.3), we consider the water-loss limit (surface

temperature ¼ 373 K) of the HZ of our Solar System for 0% and 50% cloud

fraction. In this scenario, the value of limit is equal to an orbital distance of 0.95

Astronomical Units (AU) and 0.76 AU for 0% and 50% cloud fractions (f),

respectively. The outer boundary denotes the distance from the star where the

maximum greenhouse effect fails to keep CO2 from condensing permanently,

leading to runaway glaciation. For the outer boundary of the Sun’s HZ, we consider

the theoretical values of 1.67 and 1.95 AU corresponding to a cloud-free and 50%

cloud-fraction CO2 atmosphere (limits from [36]). We choose those model values

because they correspond to the empirical limits based on the initial Solar flux

received at the position of Venus and are slightly outside Mars’ initial flux limits,

with 0.75 and 1.77 AU, respectively (see [35] for details). Note that Mars’ small

size, did not allow this planet to maintain geological activity and a dense green-

house atmosphere.

In this definition, the two edges of the HZ (see Fig. 5.3), depend on the Bond

albedo of the planet, A, the luminosity of the star, the planet’s semi major axis, D,

as well as the eccentricity, e, of the orbit, and in turn the average stellar irradiation
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at the planet’s location. A more eccentric orbit increases the annually averaged

irradiation proportional to (1 � e2)1/2 [38]. At the limits of the HZ, the Bond albedo

of a habitable planet analogue to a geologically active Earth is fully determined by

its atmospheric composition and also depends on the spectral distribution of the

stellar irradiation (see e.g. [36]).

However, the limits of the HZ are known qualitatively, more than quantitatively.

This uncertainty is mainly due to the complex role of clouds and three-dimensional

climatic effects not yet included in the modeling. Thus, planets slightly outside the

computed HZ could still be habitable, while planets at habitable orbital distance may

not be habitable because of their size or chemical composition. Subsurface life that

could exist on planets with very different surface temperatures is not considered here,

because of the lack of remotely detectable atmospheric criteria to assert habitability.

Applying this definition to the Kepler Feb 2011 data release (Fig. 5.3), assuming

circular orbits and albedo corresponding to 50% cloud coverage (consistent with

the empirical “Venus”-limit of the HZ), leads to 27 Kepler planetary candidates in

the HZ. Among those are three planetary candidates with radii smaller than 2 Earth

radii [9, 37]. The potentially rocky Kepler planet candidates in multiple systems are

especially interesting objects because their mass could be determined using transit

time variations to calculate a mean density and potentially confirm high density and

rocky characteristics.

Due to the large mean distance to the Kepler stars and planets, the characterization

of these planets atmospheres will not be explored in the near future, although it is an

excellent mission to derive statistics. Several ground based searches as well as space

based transit missions like TESS and PLATO, currently in design phase at NASA and

ESA, respectively, are searching for rocky exoplanets in the solar neighborhood.

Small planets detected around stars close to the Sun will provide the planetary targets

that can be followed up with the next generation of ground and space based

telescopes.

Fig. 5.3 Extent of the HZ for water loss limit for 0% and 50% cloud coverage (inner limits) and

100% cloud coverage (outer limit dashed line) and position of potentially habitable Kepler

planetary candidates, Feb 2011 data release [9], in the HZ, individual HZ limits are indicated

with crosses [37]
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5.6 Influences on Planetary Spectra

5.6.1 Influence of Host-Stars

The range of characteristics of planets is likely to exceed our experience with the

planets and satellites in our own Solar System by far. Models of planets more

massive than our Earth – rocky Super-Earths – need to consider the changing

atmosphere structure, as well as the interior structure of the planet. Also, Earth-

like planets orbiting stars of different spectral type might evolve differently.

Modeling these influences will help to optimize the design of the proposed

instruments to search for Earth-like planets.

Using a numerical code that simulates the photochemistry of a wide range of

planetary atmospheres several groups (see e.g. [39–42]) have simulated the atmo-

spheric composition of a replica of our planet orbiting different types of star: F-type

star (more massive and hotter than the Sun) and a K-type star (smaller and cooler than

the Sun). The models assume similar background composition of the atmosphere as

well as similar strength of biogenic sources. For an Earth-analogue planet around a

spectral grid of host stars ranging in 6,250 K < Teff < 6,500 K at a resolution

l/Dl ¼ 25. Figure 5.4 shows the IR emergent modelled spectrum1 for F, G, and K

stars for clear sky emergent spectra as well as 60% global cloud coverage analogous

to Earth (40% 1 km cloud layer, 40% 6 km cloud layer and 20% 12 km cloud layer).

The spectra are presented relative to the planet’s surface temperature black body.

The effect of clouds on the detectable spectra (see e.g. [43]) differs depending on

wavelength. Clouds have high reflection in the visible and increase the albedo and

therefore the overall detectable planetary flux. In the visible, the clouds themselves

have different wavelength dependent albedos that further influence the overall shape

of the spectrum and generally decrease the observable absorption features in the

atmosphere because they block access to the lower atmosphere. In the IR, the cloud

layers generally emit at lower temperatures than the surface would, decreasing the

overall planetary flux, but can increase the absorption feature depth, because of the

dependence of atmospheric absorption features in the IR on the temperature contrast

between the absorbing/emitting layer and the continuum layer. Since on Earth clouds

emit at temperatures generally colder than the surface, they can increase as well as

reduce the depth of features in the IR.

Figure 5.4 shows that due to the hot stratosphere for all F stars (effective

temperature, Teff, greater than 6,000 K), the CO2 absorption feature at 15 mm has

a prominent central emission peak. The central peak can be thought of as an indirect

feature indicating a temperature inversion in the atmosphere. The O3 feature at

9.6 mm is increasingly difficult to resolve for hotter stellar types, despite increasing

ozone abundance, due to the hotter stratosphere of the F stars. The CH4 feature at

1 An emergent spectrum is recorded using scattered starlight plus thermal emission from the

planet’s atmosphere.
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7.7 mm, while visible for F and G stars, is more prominent in the late K dwarfs (4,500

and 4,250 K) than in hotter stars due to its higher abundance from a lower UV

environment. A planet orbiting a K star has a thin O3 layer, compared to Earth’s one,

but still exhibits a deep O3 absorption: because the low UV flux is absorbed at lower

altitudes than on Earth which results in a less efficient warming (because of the higher

heat capacity of the dense atmospheric layers). Therefore, the ozone layer is much

colder than the surface and this temperature contrast produces a strong feature in the

IR region. For hot F-type host stars the ozone layer is denser and warmer than the

terrestrial one, decreasing the detectable IR feature. Thus, the resulting low tempera-

ture contrast produces only a weak and barely detectable feature in the infrared

spectrum. This result is promising since G and K-type stars are much more numerous

than F-type stars, the latter being rare and affected by a shorter stellar lifetime.

5.7 Evolution of Biosignatures over Geological Times on Earth

One crucial factor in interpreting planetary spectra is the point in the evolution of

the atmosphere when its biosignatures and its habitability become detectable. The

spectrum of the Earth has not been static throughout the past 4.5 Gyr. This is due to

variations in the molecular abundances, the temperature structure, and the surface

Fig. 5.4 Clear sky model (left) and 60 % cloud coverage (right) of the infrared spectral region at a
resolution of 25 (corresponding to the proposed satellite designs) for an Earth-analogue planet

around FGK stars

5 Planetary Atmospheres and Chemical Markers for Extraterrestrial Life 157



morphology over time. Earth’s atmosphere has experienced dramatic evolution

over 4.5 billion years (see e.g. [44, 45]), and other planets may exhibit evolution

at similar or different rates.

The models shown here of the history of the Earth’s atmosphere [43] are based on

studies in the literature that include the concentration profiles of the spectrally most

significant atmospheric molecules, as well the temperature profile, while considering

the solar input and molecular oxygen concentration for specific scenarios for a 1 bar

surface pressure. These studies are used to model observable spectra for Earth

through geological time. The geological atmosphere model ranges from a CO2-rich

atmosphere (3.9 Gyr ago, epoch 0) to a CO2/CH4-rich atmosphere (epoch 3) to a

present-day atmosphere (epoch 5, present-day Earth). We focus on long-lived periods

in the Earth’s history and we ignore relatively short-term events, such as glaciation

events (the “snowball Earth”) and their warm counterparts (the “hothouse Earth”).

Figure 5.5 shows epochs that reflect significant changes in the chemical compo-

sition of Earth’s atmosphere. The oxygen and ozone absorption features could have

been used to indicate the presence of biological activity on Earth anytime during

about the past 50% of the age of the solar system. At about 2.3 Gyr ago oxygen and

ozone became abundant, affecting the atmospheric absorption component of the

spectrum. At about 0.44 Gyr ago, an extensive land plant cover followed,

generating the red chlorophyll edge in the reflection spectrum. Different signatures

in the atmosphere are clearly detectable over Earth’s evolution and observable with

low spectral resolution (< 80).

The atmospheric composition, temperature-pressure profile as well as the com-

position of the surface, to the extent that it can be distinguished from clouds in the

visible wavelength range, can all have a significant influence on the detectability

of atmospheric and surface features. Figure 5.5 shows theoretical visible and

mid-infrared spectra of the Earth at six epochs during its geological evolution.

Fig. 5.5 The visible to near-IR (left) and mid IR (right) spectral features on an Earth-like planet

change considerably over its evolution from a CO2 rich (epoch 0) to a CO2/CH4-rich atmosphere

(epoch 3) to a present-day atmosphere (epoch 5). The bold lines show spectral resolution of 80 and

25 comparable to the proposed visible TPF and Darwin/TPF-I mission concept, respectively [43]
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The epochs are chosen to represent major developmental stages of the Earth, and

life on Earth. If an extrasolar planet is found with a corresponding spectrum, we can

use the stages of evolution of our planet to exploring it, in terms of habitability and

the degree to which it shows signs of life. Furthermore we can learn about the

evolution of our own planet’s atmosphere and possible the emergence of life by

observing exoplanets in different stages of their evolution.

To set our geological Earth atmosphere model in context with the overall Earth

evolution we sketch out the conditions on Earth prior to epoch 0. The Earth formed

about 4.5 billion years ago. The primitive atmosphere was formed by the release of

volatiles from the interior, and/or volatiles delivered during the late bombardment

period. Standard models of solar evolution predict that the Sun was 30% less

luminous at 4.6 Gyr ago and has brightened monotonically since that time. Because

of the faint young Sun, Earth’s mean surface temperature should have been below

the freezing point of seawater before about 2.0 Gyr ago if the Bond albedo was

similar to today’s, even if there were similar greenhouse contributions to the

temperature (see, e.g. [46]). However, geological records tell us that liquid water

was present by at least 3.5 Gyr ago and probably 4.0 Gyr ago. The oldest zircon

crystals are as old as 4.4 Gyr, suggesting that liquid water formed even earlier than

4 Gyr ago. This argues for a higher abundance of greenhouse gases in the early

atmosphere to keep the surface temperature above the freezing point of water.

Epoch 0 in our model is centred at about 3.9 Gyr ago. The atmosphere was most

likely spectroscopically dominated by carbon dioxide that originated from

volcanoes or the original volatile inventory, with nitrogen being the most abundant

gas, and trace amounts of methane. Therefore, in our input model for this epoch we

use 10% CO2, current amounts of CH4, and no O2, O3, or N2O in the atmosphere.

Epoch 1 (about 3.5 Gyr ago) reflects the decrease of carbon dioxide and the rise

of methane in the early atmosphere. Between epoch 0 and epoch 1, a significant

amount of CO2 must have been removed from the atmosphere, most likely by the

transformation of carbon into carbonate rocks, although the process is still debated.

The major influence of methane on the atmosphere may have begun almost as soon

as life originated more than 3.5 billion years ago (see e.g. [47]). Methanogens are

believed to have produced methane levels roughly 1,000 times that of today. CH4

could have been quite abundant in an anoxic atmosphere. CH4 has only a 10 year

residence time today because it reacts with the hydroxyl radical, OH, and O1D. In

an anoxic atmosphere, OH and O1D would have been much less abundant and CH4

would have been destroyed in the upper atmosphere mainly by photolysis at Lya
wavelengths (121.6 nm). Under such conditions, its residence time should have

been more like 10,000 year [48]. A biogenic CH4 source comparable to the modern

flux of 535 Tg CH4 year
�1, which produces an atmospheric CH4 concentration of

1.6 ppm (parts per million) today, could have generated over 1,000 ppm of CH4 in

the distant past. This is enough to have had a warming effect on climate (see e.g.

[49, 50]). The atmosphere in epoch 1 consists mainly of N2 and CO2, with CH4

becoming a major component. Therefore, for our model we use 1% CO2, 0.2% CH4,

and no O2, O3, or N2O in the atmosphere.

Epoch 2 (about 2.4 Gyr ago) reflects a maximum level of methane, a constant

carbon dioxide concentration, and a small trace of oxygen in the early atmosphere.

5 Planetary Atmospheres and Chemical Markers for Extraterrestrial Life 159



The factor that limited the CH4 abundance was likely the production of organic

haze, which is predicted to form at a certain atmospheric CH4/CO2 ratio [49]. This

haze would have created an “anti-greenhouse effect,” which would have lowered

surface temperatures and made life less comfortable for the predominately thermo-

philic methanogens, thus reducing the amount of CH4 in the atmosphere. In our

models we keep the CH4/CO2 ratio below unity. Primitive cyanobacteria are

believed to have produced oxygen. At some point in Earth’s history organisms

evolved to perform photosynthesis. The oxygen produced from this reaction is

responsible for most of the O2 in Earth’s present atmosphere [44]. Oxygen is

toxic to methanogens. The atmosphere in epoch 2 consists mainly of N2, about

equal amounts of CO2 and CH4, and small amounts of oxygen. Therefore, for our

model we use 1% CO2, 0.7%CH4, 0.02% O2, and trace amounts of O3 and N2O in

the atmosphere.

Epoch 3 is centred at about 2.0 Gyr ago. It reflects the rise of oxygen and

decrease of methane in the early atmosphere. At some time between epochs 2 and

3, the Earth’s atmosphere underwent a dramatic change (see [51] for an overview).

From a variety of geological evidence, we know that significant concentrations of

free O2 began to appear in the atmosphere. This marked a sharp transition from

basically anoxic to O2-rich conditions. The introduction of O2 into an anaerobic

biosphere around 2.2 billion years ago must have represented a cataclysm in the

history of life. Between epoch 2 and epoch 3, the abundance of oxygen rises in the

atmosphere and Earth goes through a major glaciation event that is thought to be

related to the drop in methane concentration in the atmosphere due to the rise of

oxygen. Epoch 3 reflects a time after most of the reduced minerals were oxidized,

and atmospheric oxygen started to accumulate in the atmosphere. The atmosphere

in epoch 3 consists mainly of N2, constant CO2, and about equal amounts of CH4

and O2 (see e.g. [44] for an overview). Therefore, for our model atmospheres we use

1% CO2, 0.4% CH4, 0.2% O2, and increasing trace amounts of O3 and N2O in the

atmosphere. Global ice ages occurred at least three times in the Proterozoic era, first

at 2.3 Gyr ago and again at 0.75 and 0.6 Gyr ago. The circumstances surrounding

these glaciations were long unexplained, but the methane hypothesis provides

compelling answers [47]. The rise in atmospheric O2 corresponds with Earth’s

first well-documented glaciation, suggesting that the glaciation could have been

triggered by the accompanying decrease in atmospheric CH4.

Epoch 4 (about 0.8 Gyr ago) reflects a further rise of oxygen and further decrease

of carbon dioxide in the atmosphere. Different schemes have been suggested to

quantify the rise of oxygen and the evolution of life by anchoring the points in time

to fossil finds. There are still many open questions. Carbon isotope data suggest that

production of O2 was occurring at rates comparable to today. Therefore, the sinks

for O2 must have been larger. If the deep oceans remained anoxic (and sulfidic)

during most of the Proterozoic, then the atmospheric O2 levels would have

remained significantly lower than today, at least until 0.6–0.8 Gyr ago. We use

this model for our atmosphere calculations. Epoch 4 reflects an increase in oxygen

by a factor of 10 and a consequential decrease in CO2 and CH4. The atmosphere in

epoch 4 consists mainly of N2, 1% of CO2, 0.04% CH4, 2% O2, and further

increases in the trace species O3 and N2O.
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Epoch 5 (about 0.3 Gyr ago to present-day Earth) reflects the present-day Earth’s

atmosphere, and also the influence of vegetation on our climate (see e.g. [52, 53]).

The atmosphere consists mainly of N2, with 0.0365% CO2 and 21% O2 as the

second most abundant species, followed by present-day trace amounts of CH4, O3,

and N2O. We use this atmosphere profile to model our balloon and earthshine

measurements. It shows an excellent fit to the data.

Using the geological model atmospheres, we calculate the Earth’s spectra for six

main geological epochs, shown in Fig. 5.5 for visible to near-infrared and thermal

infrared. Major observable molecular species (H2O, O3, O2, CH4, CO2, and N2O)

are labelled. The dark lines show a resolution of 80 in the visible and 20 in the

thermal infrared, as proposed for the visible and infrared missions to characterize

Earth-like planets.

Figure 5.5 shows that the changes in atmospheric signatures are detectable in

both the visible and thermal infrared over Earth’s evolution. In the visible to near-

infrared one can see increasingly strong H2O bands at 0.73, 0.82, 0.95, and 1.14 mm.

These can be seen throughout the Earth’s evolution. The strongest O2 feature is the

saturated Fraunhofer A band at 0.76 mm that can be clearly seen from epoch 3 to

epoch 5. It is still relatively strong for significantly smaller mixing ratios than

present Earth’s, as seen in epoch 3 and epoch 4. A weaker feature at 0.69 mm cannot

be seen with low resolution. O3 has a broad feature, the Chappuis band, which

appears as a broad triangular dip in the middle of the visible spectrum from about

0.45 to 0.74 mm that can be seen from epoch 3 to epoch 5. The feature is very broad

and shallow and therefore requires a high signal to noise ration (SNR) for detection.

Thus, in epoch 3 this feature is only marginally detectable.

Methane at present terrestrial abundance (1.65 ppm) has no significant visible

absorption features, but at high abundance, as seen in epoch 1 to epoch 3, it has

strong bands at 0.88 and 1.04 mm, readily detectable in early Earth’s history. CO2

has negligible visible features at present abundance, but in a high-CO2 atmosphere

of 10%, seen in the early evolution stage of epoch 0, the weak 1.06 mm band could

be observed. In epoch 5 we can detect the red edge of land plants in our model. As

land coverage occurred about 0.44 Gyr ago, this red edge cannot be observed before

epoch 5.

In the thermal infrared, the classical signatures of biological activity are the

combined detection of the 9.6 mm O3 band in combination with the 7.66 mm CH4

band. The 15 mm CO2 band, and the 6.3 mm H2O band or its rotational band that

extends from 12 mm out into the microwave region indicate that a greenhouse effect

warms the planet. These signatures can be detected from epoch 3 to epoch 5. O3 is

highly saturated and is thus an excellent qualitative but a poor quantitative indicator

for the existence of even traces of the parent species (O2). Ozone is a very nonlinear

indicator of O2 because the ozone column depth changes slowly as O2 increases

from 0.01 present atmosphere level (PAL) to 1 PAL. CH4 is not readily identified in

our present-day atmosphere using low-resolution spectroscopy (epoch 5), but the

CH4 feature at 7.66 mm in the thermal infrared is easily detectable for epoch 1 to

epoch 4. There are three weak N2O features in the infrared at 7.75, 8.52, and

16.89 mm. These features are strongly overlapped by CH4, CO2, and H2O, so it is
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unlikely to become a prime target for the first generation of space-based missions

searching for exoplanets that will work with low resolution, but it is a good target

for follow-up missions because it is a promising biosignature.

Strong volcanism [54], as well as other geochemical cycles, could also be

detected in a planet’s spectrum (see e.g. [28, 55]). Such spectra will be used as

part of a grid to characterize any exoplanets found and they influence the design

requirements for a spectrometer to detect habitable planets.

5.8 Surface and Red Edge Features

While they efficiently absorb visible light, photosynthetic plants have developed

strong infrared reflection (possibly as a defence against overheating and chlorophyll

degradation) resulting in a steep change in reflectivity around 700 nm, called the

red-edge. The primary molecules that absorb the energy and convert it to drive

photosynthesis (H2O and CO2 into sugars and O2) are chlorophyll A (0.450 mm)

and B (0.680 mm). The exact wavelength and strength of the spectroscopic “vegeta-

tion red edge” (VRE) depends on the plant species and environment. On Earth around

440 million years ago, an extensive land plant cover developed, generating the red

chlorophyll edge in the reflection spectrum between 700 and 750 nm. Several groups

have measured the integrated Earth spectrum via the technique of Earthshine, using

sunlight reflected from the non-illuminated, or “dark”, side of the moon. Averaged

over a spatially unresolved hemisphere of Earth, the additional reflectivity of this

spectral feature is typically a few percent (see e.g. [56–58]).

Earthshine measurements have shown that detection of Earth’s VRE is feasible

if the resolution is high and the cloud coverage is known, but is made difficult

owing to its broad, essentially featureless spectrum and cloud coverage. Space

based measurements by the EPOXI mission have shown similar results [58, 59].

The high SNR produced by EPOXI, due to its proximity to Earth during the

measurements, show that cloud and surface features can be distinguished with

high enough SNR for Earth and in turn for Earth-like planets with second or third

generation space missions that provide the collecting area needed for such high

signal.

Our knowledge of the reflectivity of different surface components on Earth – like

deserts, ocean and ice – helps in assigning the VRE of the Earthshine spectrum to

terrestrial vegetation. Earth’s hemispherical integrated vegetation red-edge signa-

ture is very weak, but planets with different rotation rates, obliquities, land-ocean

fraction, and continental arrangement may have lower cloud-cover and higher

vegetated fraction. Knowing that other pigments exist on Earth and that some

minerals can exhibit a similar spectral shape around 750 nm [60], the detection of

the red-edge of the chlorophyll on exoplanets, despite its interest, will not be

unambiguous. If similar photosynthesis would evolve on a planet around other

stellar types, the possible different types of a vegetation spectral signature have

been modeled (e.g. [61]). Those signatures will be difficult to verify through remote

observations as being of biological origin.
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Picking the most different reflecting surfaces (snow with a high albedo and sea

with an extremely low albedo) shows the maximum effect surface coverage could

have on the amount of light reflected from an exoplanet – here we assume that the

whole planet surface is covered with that single material to explore if the maximum

effect is detectable, the surface area is the same, and also artificially assuming

similar cloud coverage and atmospheres for comparison (see Fig. 5.6).

If one could record the planet’s signal with a very high time resolution (a fraction

of the rotation period of the planet) and SNR, one could determine the overall

contribution of clouds to the signal [62]. During each of these individual

measurements, one has to collect enough photons for a high individual SNR per

measurement to be able to correlate the measurements to the surface features, which

precludes this method for first generation missions that will observe for a minimum

of several hours to achieve a SNR of 5–10. For Earth [58, 59] such high SNR

measurements show a correlation to Earth’s surface features because the individual

measurements are time resolved as well as having individual high SNR, making it a

very interesting concept for future generations of missions.
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Fig. 5.6 Spectra of present-day Earth with a total ocean and snow cover without (left) and with

(right) clouds for a disk averaged view. Note that the low albedo of the ocean reduces the overall

flux while the high albedo of snow (as well as clouds) increases the planet’s overall flux
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5.9 Conclusions

Spectroscopy of the atmosphere of extrasolar planets allows us to remotely explore

a planet’s environment, to distinguish Mini-Neptunes from rocky Super-Earths,

and to explore atmospheric compositions as well as searching for indications of

habitability. Any information we collect on habitability is only important in a

context that allows us to interpret what we find. To search for signs of life we

need to understand how the observed atmosphere physically and chemically works.

Knowledge of the temperature and planetary radius is crucial for general under-

standing of the physical and chemical processes occurring on the planet. These

parameters as well as an indication of habitability can be determined with low

resolution spectroscopy and low photon flux, as assumed for first generation space

missions. Being able to measure the outgoing shortwave and longwave radiation, as

well as their variations along the orbit, and to determine the albedo and identify

greenhouse gases would, in combination, allow us to explore the climate system at

work on other worlds.

The combination of spectral information in the visible (starlight reflected off the

planet) as well as in the mid-IR (planet’s thermal emission) allows a confirmation

of atmospheric species, a more detailed characterization of individual planets but

also to explore a wide domain of planet diversity. Ultimately future missions will

allow us to probe planets similar to our own for atmospheric features indicating

habitable conditions.
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Chapter 6

The Importance of Water

Philip Ball

Abstract All life on Earth needs water to survive, and special strategies are needed

to cope with water scarcity, for instance because of extremes of either heat or cold.

This situation has promoted the common view that water is a prerequisite for life in

the universe as a whole, with important consequences for predictions about the

likelihood of habitable environments. But we cannot assess that claim until we have

a thorough understanding of the part that water does play in sustaining terrestrial

life. In this chapter I will review the case for considering water to be a versatile,

adaptive component of the cell that engages in a wide range of biomolecular

interactions: for example, mediating protein-protein and receptor-substrate interactions,

facilitating proton transport, driving hydrophobic interactions and their sensitivity

to small solutes, acting as a reagent in biochemical reactions, and modulating

electronic excitation energies. The chapter will aim to provide some basis for

assessing water’s often-alleged uniqueness as life’s solvent. I conclude that, while

we cannot with any confidence assert that all life must be aqueous, it is hard to

identify any other solvent that could match the versatility and in particular the

responsiveness of water in mediating the kind of molecular interactions likely to be

required in any living system.

6.1 Introduction

Life on Earth is adapted to water. Although this statement is obviously true, it

leaves a great deal unaddressed. Water has many properties that render it unusual

among liquids; how has life adapted to these? Have those properties made

adaptation easier or more complicated than it might be in other liquids? In

what ways has adaptation proceeded, both at the molecular and the macroscopic
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(and indeed the geological and planetary) scales? Can life be simultaneously

optimised to the many different features of water’s behaviour, or is some com-

promise necessary? Can we say that water is well suited for life-even that it is

uniquely suited for life?

For astrobiology, that last question is key. The common assumption, in searches

for habitable worlds other than our own, is that water is a prerequisite. This remains

an article of faith – although arguments can be made in its favour, and I will suggest

a few. With disturbing frequency the claim is framed as a mere tautology: since no

life on Earth can proceed (although some might be put on hold) without liquid

water, it is assumed that water is a universal ingredient of life.

To ask whether water is indeed essential for life, or whether other liquids might

usurp its role on other worlds, is not a modern question. The first person to consider

this issue in detail was the Dutch scientist Christiaan Huygens in the late seven-

teenth century. Inspired, or perhaps provoked, by several speculations earlier in that

century about habitation of the moon, such as Johannes Kepler’s Somnium (1634),

John Wilkins’ The Discovery of a World in the Moone (1638), and Cyrano de

Bergerac’s The States and Empires of the Moon (1657), Huygens took a more hard-

headed view of the idea in his posthumously published Cosmotheoros (1698), an
astonishingly prescient work from today’s perspective. “A Man that is of

Copernicus’s Opinion, that this Earth of ours is a Planet, carry’d round and

enlighten’d by the Sun, like the rest of them, he wrote, cannot but sometimes

have a fancy, that it’s not improbable that the rest of the Planets have their Dress

and Furniture, nay and their Inhabitants too as well as this Earth of ours”. The

discoveries since Galileo’s time of moons around Jupiter and Saturn had made this

position seem all the more compelling.

“As for the matter whereof the Plants and Animals there consist”, Huygens went

on, “we may venture to assert that their Growth and Nourishment proceeds from

some liquid Principle.” He suggested that the dark spots seen on the surface of

Jupiter are likely to be clouds of condensed water vapour. Yet he added that “I can’t

say that [these planetary ‘waters’] are exactly of the same nature with our Water . . . .
For this Water of ours, in Jupiter or Saturn, would be frozen up instantly by reason

of the vast distance of the Sun.” In consequence, “Every Planet therefore must have

its Waters of such a temper, as to be proportion’d to its heat: Jupiter’s and Saturn’s
must be of such a nature as not to be liable to Frost; and Venus’s and Mercury’s of
such, as not to be easily evaporated by the Sun.” In other words, Huygens was in

effect speculating that non-aqueous solvents served the life-sustaining roles of

water on other planets.

But by the time the Harvard biochemist Lawrence Henderson considered the

question of life in the universe in his book The Fitness of the Environment in 1913 [1],
liquid water had acquired a special status as an essential precondition for life.

Indeed, Henderson considered that water’s apparently unique ‘fitness’ to act as

life’s matrix posed a profound question for considerations of cosmic design: why

was water so well suited to this purpose? Henderson had in mind not water’s highly

unusual molecular-scale structure – for the hydrogen bond was not discovered until

a few years later – but its unusual macroscopic properties such as high heat capacity
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and density anomalies. (Of course, these have their origins in water’s highly

unusual set of molecular characteristics.) Henderson did not answer the question

he posed, and he was particularly resistant to teleological (let alone religious)

answers to it. But the very act of framing the question tended to assert the validity

of its assumptions: there is no other fluid but water that can provide the medium for

life to arise and evolve.

With the advent of synthetic biology [2], along with chemical and biological

systems for exploring ‘alternative biochemistries’ [3, 4], it is now conceivable that

Henderson’s assumption can be put to the test. We are by no means at that stage,

however, and so far we must rely on speculation and hypothesis. As is not uncom-

mon in such situations, views have become rather polarized. One camp posits a

substantial list of prospective non-aqueous solvents (generally with much lower

melting points than water ice) for alternative biochemistries, along with plausible-

sounding arguments for why they might do at least as good a job. The other camp

prefers to stay with the one fact that we are sure of – no known living organism can

do without water – and make this the default position for considering life in the

cosmos. Can we move beyond this dichotomy? To do so, we need at least to take a

rather more sophisticated view of what it is that water does for life on Earth.

At least at the level of molecular biology, this issue has until recently been

considered in a fairly simplistic fashion: water was perceived mostly as the uniform

backdrop on which the molecular dramas of life are played out. But it has become

increasingly clear over the past two decades or so that water is a substance that

actively engages and interacts with biomolecules in complex, subtle and diverse

ways. There is now good reason, for example, to regard the ‘reach’ of biological

macromolecules such as proteins and nucleic acids as extending beyond their

formal boundary by virtue of the way they shape and manipulate the shell of

water that surrounds them. Moreover, the functions of such molecules depend on

a delicate interplay between their own structures and dynamics and those of their

aqueous environment. In such ways, the role of terrestrial life’s solvent goes far

beyond what has tended traditionally to be envisaged for a solvent, making it an

active ingredient of the cell [5].

6.2 Water’s Uniqueness?

How unique is biology’s dependence on water on our planet? We do know that

water can at least be altered without rendering life impossible. Thermophiles will

cope with water hotter than 100 �C, halophiles with extreme salinity, and life in

ocean trenches with water compressed to 1,000 bar. In all cases, the microscopic

structure of the hydrogen-bonded liquid is somewhat different from that at the

temperatures and pressures of the upper ocean. Beyond this, microbial life can

adapt to deuterated water [6], and it is widely suspected that, given enough time to

evolve, mammals would cope with heavy water too. Such experiences must force us

to doubt that there is some ‘magical’ value of, say, the hydrogen-bond strength of
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water that makes life possible. Surely a defining feature of Darwinian evolution is

its versatility in responding to the challenges and constraints of the environment.

One might suspect that any system capable of such evolution will, once initiated,

find a way to thrive in pretty much any environment, at least so long as it does not

render conventional chemistry impossible by extremes of temperature.

The issue of water’s uniqueness is often poorly posed. Some of the biological

functions of water are simply the consequence of it being in the liquid state, and

there is no reason to suppose that other liquids would not perform them equally

well. For example, the turgor of plant cells – their inflation with liquid – contributes

to the plant’s mechanical stiffness. This turgor is a consequence of water uptake by

osmosis, which is obviously a generic solvent property. Similarly, any liquid could

in principle act as a transport and distribution medium in a vascular network.

Other properties depend on water’s chemical behaviour. For example, it acts as

an electron donor in photosynthesis. Not all liquids could fulfil a comparable role,

but plenty could. Water’s reactivity – its ability to act as a nucleophile – is exploited

in many biochemical reactions. But that same characteristic makes it apt to

hydrolyse biopolymers, posing one of the biggest conundrums in understanding

how such polymers arose and survived for sufficient time to enable life on Earth to

begin.

Water is an excellent solvent for a wide variety of species, not least for the ions

that, coming from rocks and minerals on the prebiotic Earth, might plausibly have

catalysed some proto-biotic reactions just as they are central to many enzymatic

reactions today. This solvating power for charged species can be attributed to the

screening made possible by water’s large dielectric constant. On the other hand,

water is in some ways not an ideal solvent for organic chemistry, as illustrated by its

relative rarity in such a role in the lab. And water is by no means unique in solvating

polar or charged species: several salts, including halides and cyanides, will dissolve

to some extent in liquid ammonia, for example.

Water’s ability to solvate ions is central to a number of biological phenomena.

Not least, the genetic encoding of information in polymers depends on the solvation

of charge. Because the repeating charges of the DNA backbone dominate its

physical properties, it is relatively easy to change the information-bearing components

of the molecule (the bases) without significantly perturbing the physical properties:

DNA remains ‘the same molecule’ whatever message it bears [7]. But one can

argue that the demands of aqueous solubility are sometimes a hindrance: the

charges and polar groups needed on some metabolites to render them soluble may

also make them somewhat unstable to thermal decomposition. The break-up of

oxaloacetate, for example, is a problem for thermophiles [7].

Then there is water’s celebrated hydrogen bonding (see also Chap. 1). As we will

see, the versatility, directionality, geometry, lability and cooperativity of water’s

hydrogen bonding are crucial to a great many of its biological roles [5]. If a case

were to be made for water’s essentiality for life anywhere in the universe, hydrogen

bonding would surely be the pivotal feature. While of course other liquids can
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engage in hydrogen bonding, including some such as formamide and ammonia that

are plausible common ingredients of other worlds, none creates the delicate three-

dimensional space-filling network of hydrogen bonds exhibited by water. More-

over, it is the hydrogen-bonded network that renders water ice less dense than the

liquid, and which also creates the liquid density maximum at 4 �C at atmospheric

pressure – characteristics which ensure that bodies of water freeze from the top

down, so that an insulating layer of ice might keep the water below in a liquid state.

Hydrogen bonding is also central to the formation of clathrate hydrates, which can

trap volatile potential ingredients of prebiotic chemistry such as methane and other

light hydrocarbons, preventing their escape and photolysis in the atmosphere.

But is hydrogen-bonding solely a ‘good’ attribute? It is the ability to hydrogen-

bond that enables water to disrupt protein structure, for example by competing with

intramolecular hydrogen bonds that help to hold the polypeptide backbone in its

folded shape. Failure to protect these hydrogen bonds from water can make a

globular protein prone to misfolding, denaturation and aggregation [8].

In short, it seems that most if not all of water’s life-supporting attributes have a

‘dark side’. Water is not some benign elixir; rather, life has had to evolve specific

mechanisms for dealing with its limitations. Equally, these attributes are not all

possessed by water alone – some are generic to liquids, some to polar liquids, some

to hydrogen-bonded or protic liquids and so on. A common counter-argument is:

maybe so, but only in water do all these properties coexist in a single substance.

Such a proposition fails, however, to consider whether the properties in question

must be essential in any chemical system one might designate as living, or whether

in contrast they have been accommodated and even exploited in an opportunistic

fashion by organisms evolving in an aqueous medium.

At present there seems to be no answer to that question. The purpose of the

discussion here is merely to point out that the question exists. But it seems clear

that, if we are to make any headway in addressing the issue of whether water is a

unique solvent for life, we need to understand what functions it performs for life on

Earth. Here the problem has long been not so much one of a lack of knowledge as of

a presumption that there was nothing one needed to know. Most biochemistry

textbooks, if they consider water in any detail at all, tend to imply that its life-

supporting agency hinges on two main factors: (1) its excellent solvating power for

polar and charged species; and (2) the existence of an attraction (assumed to be

well-understood) between hydrophobic entities, which permits proteins to fold,

enzymes to bind their substrates, and cell membranes to retain their integrity.

Here I aim to show that both of these factors, while certainly crucial to the aqueous

character of molecular biology, are more complex and in some respects still more

mysterious than is often thought, and moreover that, in the ‘life of the cell’, water is

involved in much else besides these roles [5]. My hope is that this will offer at least

a broader perspective against which to assess the matter of water and life in the

universe [9] – a question to which I return at the end of this chapter.
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6.3 Water in the Cell

Most of water’s ‘oddness’ as a liquid is well understood to be the result of its

capacity to form hydrogen bonds [10]. Although there remains no complete con-

sensus about how best to describe the molecular-scale structure of the liquid [11, 12],

it is widely accepted that liquid water should be viewed as a rapidly fluctuating

network of hydrogen bonds that link the molecules via approximately tetrahedral

coordination (Fig. 6.1). In the conventional picture, each water molecule can in

principle form hydrogen bonds to four others: two via the protons, two via the lone

pairs on the oxygen atom. In ice this geometry is rigidly observed. In liquid water it

is full of defects: the hydrogen bonds are being made and broken with an average

lifetime of around 1 ps under physiological conditions [13], and the average number

of hydrogen bonds per molecule is a little less than four because at any instant some

will have bonds unsatisfied. Moreover, it is possible for the coordination number to

exceed four, since hydrogen bonds can be bifurcated so as to link two molecules via

a single hydrogen atom (Fig. 6.2) [14]. Although the hydrogen bond has a linear

preferred geometry in which the hydrogen atom lies on the axis between the two

oxygen centres, in the liquid (and in some high-pressure forms of ice) this arrange-

ment may be distorted, which weakens the bonds. As a result of these defects,

neighbouring molecules may approach more closely than they can in the ice lattice,

and so there is less ‘empty space’ – the density of liquid water is greater than that of

ice (more specifically, of the ice-I phase formed at 0 �C and ambient pressure).

The nature of water in the cell can be discussed in terms of how this three-

dimensional liquid-state structure is perturbed by the presence of solutes and

surfaces, such as globular proteins, salts and membranes. This perturbation is

itself intrinsically dynamic, since the shapes of macromolecules and molecular

assemblies fluctuate. The water that hydrates these biomolecular entities must also

be reconfigured during biochemical reactions and interactions – for example, as two

or more proteins join in particular unions, or as a protein binds its substrate.

While local changes to water structure have long been at least implicitly

recognized to occur during the functioning of a cell, it is fair to say that they

were commonly considered to be mere epiphenomena with few or no consequences

for biological function, let alone as potential driving forces for that function. This
assumption went hand in hand with the supposition that there is a clear distinction

between the active biomolecules themselves and the passive ‘hydration shells’

around them. These hydration structures were typically considered to be made up

of ‘bound water’ that remains in place when the protein is crystallized. Such

hydration water molecules can often be precisely located by X-ray crystallography,

and hydration water may constitute 30–50% of the mass of ‘dry’ protein powders.

As we shall see, it is no longer tenable to adopt either a static or a time-averaged

picture of the hydration shell, nor to consider it as a passive ingredient in bio-

molecular function. Biomolecules manipulate and are manipulated by their hydration

environments, and that interaction has itself been shaped by (but not entirely by!)

the exigencies of Darwinian adaptation. Water is in a real sense a part ofmost if not

all biomolecules.
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This question of what biomolecules do to water in the cell is unavoidable, since

there is probably rather little water that does not feel their presence. The cell is a

crowded place (Fig. 6.3). Macromolecules typically occupy 5–40% of the total

volume [15], so that on average they are typically separated by only 1–2 nm. This

crowding may have a strong impact on the dynamics and interactions between

Fig. 6.1 The tetrahedral hydrogen-bonding motif in liquid water

Fig. 6.2 A bifurcated hydrogen bond (grey dashed line) in water, which places five rather than

four neighbouring molecules in the central water molecule’s coordination sphere
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biomolecules, for example slowing their diffusion but also increasing their binding

affinities. Its effects are most probably ‘allowed for’ already in the adaptive

evolution of protein molecules. But crowding also changes the nature of the solvent.

Water in nano-confined spaces has properties different from those of the bulk

liquid. The molecular mobility and the viscosity may be significantly below those

of the bulk, [16, 17]. The phase behaviour is shifted depending on the geometry,

separation and chemical nature of the confining walls [18] – whether they are

hydrophilic or hydrophobic. Furthermore, crowding will perturb hydration relative

to dilute solution, for example by potentially rendering some macromolecules

imperfectly hydrated and liable to experience electrostatic interactions [19], with

possibly strong effects on protein—protein binding.

The cell fluid (cytoplasm) is also inhomogeneous. Clustering of solutes has been

observed even for small molecules such as methanol, and there is increasing

evidence that at least some soluble proteins in such concentrated solution form

relatively long-lived clusters [20, 21].

But is the fundamental, molecular nature of water itself transformed inside cells?

Most biochemistry textbooks barely even consider that question – they just assume

that, from the point of view of the thermodynamics and kinetics of biomolecules,

one can treat the cell as a dilute solution, as if mixed up in a test tube. On the other

hand, some have argued that the cytoplasm is like a gel, with the water itself acting

like a sluggish fluid [22]. It has been claimed that water becomes more like the bulk

liquid in diseased cells, such as cancer cells. The notion often advanced is then that

Fig. 6.3 The cell is a crowded place, as is evident in this scale drawing of the cytoplasm. Small

molecules are shown only in the upper right-hand corner (From Goodsell D (1993) The machinery

of life. Springer, New York. # Springer-Verlag)
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the cell somehow ‘tames’ bulk water, making it ‘more structured’ in some way and

thereby rendering it ‘biophilic’, conducive to life [23]. But there doesn’t seem to be

any good evidence for this. NMR and neutron-scattering studies of water dynamics

in E. coli showed that most of the cell water has bulk-like dynamics, with perhaps

15% or so retarded by an order of magnitude [24]. This latter slow component is

thought to correspond to water in biomolecular hydration shells that interacts

directly with their surfaces. So most of the cell water is just like the bulk, at least

in terms of its rotational dynamics.

The picture that emerges is therefore complicated. Strongly confined water is not

expected to be bulk-like, and water close to interfaces can clearly have a quite

different structure and dynamics to that in the bulk. But according to some

measures, at least, water in the cell is not somehow transformed into a different

sort of liquid. These facts are not inconsistent. Rather, they reinforce the importance

of abandoning any viewpoint that posits a different global state for cell water – that,
for example, insists on some kind of pervasive structural transformation of the

hydrogen-bonded network. Instead we must consider how water responds locally to
the presence of biomolecules, surfaces and/or small-molecule and ionic solutes.

There seems currently to be no good reason to suppose that such influences extend

beyond a few molecular diameters. Moreover, their effects will depend in subtle

ways on the nature of solute hydrophobicity/hydrophilicity and the presence of

electrical charge or of hydrogen-bonding moieties. And they will be manifested in

dynamical as well as structural terms: whether water is ‘altered’ may depend on the

timescale we are considering, and may be more apparent in fluctuations than in

equilibrium averages. We must also take into account how various solutes and

interfaces affect each other – whether, for example, ions are excluded from or

attracted to an interface, or whether other small molecules interact directly with

surfaces. Any one-size-fits-all theory of ‘cell water’ is almost certain to be incom-

plete at best and severely misleading at worst.

6.4 The Hydrophobic Effect and Its Role in Protein Folding

One of the key concepts in the interactions of biological molecules with and within

water is the hydrophobic effect, which loosely characterizes the tendency of hydro-

phobic particles and surfaces to aggregate in aqueous solution. The phenomenon is

well attested [25]. Proteins typically bury their hydrophobic residues in their interior

as they fold. Hydrophobic groups on ligands are generally juxtaposed to similar

groups at the surface of an enzyme’s binding site. Proteins themselves associate into

larger aggregates – whether, for example, as functional assemblies in the

interactome, or fibrillar misfolded structures in neurodegenerative diseases – by

marrying up their hydrophobic surfaces. Hydrophobic interactions drive the aggre-

gation of lipids into membranes. Yet there is still no consensus on how these

hydrophobic interactions operate [26].
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It makes intuitive sense that a protein should tend to bury its hydrophobic side-

chains. But what actually drives this apparent attraction between hydrophobic

surfaces? The textbook answer draws on an idea proposed in 1945, which says

that the structure of water actually becomes more orderly next to a hydrophobic

surface [27]. It becomes, in other words, more like ice. This enables the water to

arrange itself in a way that minimizes the loss of hydrogen bonds where the water

ends and the hydrophobic surface begins. The idea, then, was that water builds a

little iceberg around dissolved hydrophobic particles.

In 1959 Kauzmann suggested how this picture could lead to an attraction

between hydrophobic particles in water [28]. As two particles come together,

their coatings of ordered water overlap, and some of this ‘structured’ water is

liberated into the less ordered liquid state (Fig. 6.4). So there is a gain in entropy,

which makes the process favourable. According to this explanation, the hydropho-

bic attraction has an entropic origin.

The problem with Kauzmann’s model is that there now seems to be no good

evidence that it is right, and rather good reason to believe that it is wrong [26].

Specifically, it seems very unlikely that water is indeed more ‘crystalline’ around

hydrophobic surfaces. It probably does have a different structure from that of bulk

water, but it is not like a layer of ice, nor does it have some other kind of rigid,

enhanced order like that of a clathrate. Rather, it appears that water molecules tend

to orient their hydrogen bonds tangential to a hydrophobic surface in order to

Fig. 6.4 (a) The ‘iceberg’ model of hydrophobic hydration, with a hydrophobic particle (light
grey) surrounded by an ordered shell of water molecules. (b) Kauzmann’s explanation of the

hydrophobic interaction as an entropic effect due to the liberation of structured water in the

hydrophobes’ hydration shells [28]

178 P. Ball



preserve them, but remain able to exchange rapidly with neighbouring molecules

more or less as in the bulk liquid. It also seems that there is a very thin layer right

next to a hydrophobic surface in which the water density is significantly reduced.

The width and density of this depletion layer have been much contested, but there is

now a wide consensus that it is not gas-like, most probably dynamic (‘flickering’

between dry and wet regions) and extends perhaps just one molecular diameter or

so into the liquid phase [29].

If the hydrophobic interaction is not simply an entropic effect of expulsion of

‘bound’ water, from where does it arise? One popular explanation argues that the

hydration of small hydrophobes is qualitatively different from that of large ones

[30]. In the former case, water molecules in the hydration shell might be able to

adapt their orientation so as to preserve hydrogen-bonding around the cavity

represented by the hydrophobic particle, while for larger, extended surfaces, breaking

of hydrogen bonds is unavoidable, and the picture is then dominated by the

interfacial energies. When two such surfaces come close together, at some point

the water remaining between these depletion layers simply evaporates. This effect,

called capillary evaporation, has a solid theoretical foundation – it means that, in

effect, the boiling point of the liquid between the two surfaces is altered by

confinement. If the gap between the surfaces becomes dry, the surface tension of

the menisci at the edges of the space will pull the two surfaces into contact

(Fig. 6.5). This is called a dewetting transition, and Lum et al. predict that it

might be common between two hydrophobic surfaces when they are just 1 nm or

so across [30] a length scale relevant to biological macromolecules.

Computer simulations of flat hydrophobic plates do show an abrupt dewetting

transition [31]. And dewetting has also been predicted as a hydrophobic polymer

folds [32], pulling the chain into a collapsed conformation. There is some experi-

mental evidence in support of this claim. Li and Walker [33] have used an atomic-

force-microscope tip to unravel a collapsed hydrophobic polymer in water one

monomer at a time, and find that for polymers with large (~1 nm) monomers there is

a maximum free energy of hydration at which the hydration energy changes from

positive to negative – the length-scale crossover predicted by Lum et al. [30], which

decreases with temperature from around 3.5 Å at 150 �C to 11.4 Å at 48 �C.

Fig. 6.5 Hydrophobic attraction in the model of Lum et al. [30]. The hydrophobic surfaces are

surrounded by a thin layer of vapour (or a region of depleted water density due to fluctuations). At

some critical separation Dc there is a collective drying transition in the space between the surfaces
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But it now looks as though dewetting is probably rather rare as a way of getting

many real hydrophobic surfaces to stick together, especially those with the

‘compromised’ hydrophobicity typical of proteins. Computer simulations of the

small protein melittin, a component of bee venom, do show a dewetting transition

as the four monomers cluster to form a roughly cylindrical assembly (Fig. 6.6) [34].

On the other hand, the roughly flat faces of the two subunits of the enzyme BphC

adhere to one another without sudden dewetting – the water between the two

surfaces is squeezed out only gradually, molecule by molecule [35]. A survey of

the protein data bank suggests that melittin is an unusual but not a unique case:

dewetting is rather rare, but does happen in several other cases [36]. Just a few polar

residues interspersed in the hydrophobic region of the molecules (a common

situation) are generally enough to ensure that dewetting does not happen. The

transition is also sensitive to the topography (roughness) of the surfaces [37] and

probably to the geometry of the associated state: melittin subunits enclose a tube-

like space, while that for BphC is slab-like. Many protein surfaces may simply not

be hydrophobic enough, or geometrically conducive, to make dewetting happen.

But this does not mean that it is of only marginal relevance to biochemistry.

Chandler and coworkers have argued that dewetting does not in fact demand the

spontaneous appearance of a cavity but draws instead on the intrinsic fluctuations of

water density at the water-hydrophobe interface [38]. Simulations show that these

fluctuations are similar to those at a water-air interface. Patel et al. have argued that

biomolecules may tune these fluctuations so that they sit close to a dewetting

transition [39] – revealed not by any difference in average water density at the

interface but instead more subtly, by an enhancement in rare, large fluctuations that

fleetingly dry the surface. Small conformational changes can then tip the balance

towards or away from the wet state, thus significantly altering the biomolecular

structure and function. This tendency of biological systems to position themselves

close to a phase transition and thereby to enable sensitive and pronounced responses

to changes in the environment is likely to be generic (see also Lines 569-571, [lines

659–660] and Lines 815-816 below). In this case, Patel et al. [38] say that proteins

such as BphC that do not aggregate by dewetting [35] lie on one side of the

fluctuation-driven transition, and others such as melittin that do follow this mecha-

nism [34] lie on the other side. In summary, there is ample reason to believe that

dewetting and the consequent hydrophobic attraction are real phenomena, and that

they are relevant to the behaviour of biomolecules. But they are unlikely to fully

explain why hydrophobic association between these entities occurs.

6.5 Protein Stability and Denaturation

Behind the question of what makes an environment habitable for terrestrial life is

the matter of how proteins retain their folded conformation. Proteins may be

unravelled by extremes of heat, cold and pressure, as well as by the presence of

small cosolvent molecules such as urea (denaturants). This imposes a relatively
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small window on the ‘phase diagram’ of terrestrial life. The interplay between

protein and solvent is the key to these effects.

Fig. 6.6 A dewetting transition in the assembly of the four subunits of the melittin peptide. In

these snapshots of the process, the roughly cylindrical central cavity abruptly empties of water

from the second to the third (Reprinted with permission from Ref. [34])
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The key question of protein folding is how a protein finds from the astronomical

number of possible conformations precisely that one which represents the stable

ground state, and does so on a non-astronomical timescale. The prevailing view is

that the stable fold lies at the bottom of a unique, sharp but rather broad-mouthed

energy funnel within a rugged conformational landscape of multiple shallow,

metastable minima [40]. But the question of how it avoids becoming trapped in

these partially (mis)folded states for any significant length of time is a subtle one [41],

to answer which requires a careful consideration of water’s influence. This solvent

lubricates the search through conformational space, not merely as a generalized

continuum fluid but at a granular scale. For example, as a globular protein folds,

water molecules seem to bridge hydrophilic residues so as to form relatively long-

ranged (6.5–9.5 Å) connections that guide the self-assembly process [42]. Such

water bridges can be ‘squeezed dry’ in the later stages of the folding process: the

water acts as a temporary, loose glue that holds the folded chain together until it is

ready for final compaction – in effect, constraining the conformational freedom

and ‘smoothing’ the funnel in the folding energy surface. There is a substantial

improvement in the structures predicted by simulation for several proteins when

these water-mediated contacts are included.

In any event, protein folding is not a miraculous ‘blind search’ but usually

requires the assistance of molecular chaperones - for example, the large protein

assemblies called chaperonins, such as the GroEL/GroES complex. This latter

assembly works first by binding unfolded protein chains to a hydrophobic patch

on the rim of GroEL, followed by attachment of the GroES lid which triggers an

ATP-driven conformational change that removes the hydrophobic region and

propels the polypeptide chain into the now-hydrophilic interior. Part of the role of

these chaperonins is to enable partially misfolded proteins to unravel again and fold

properly. It seems that they might do this by manipulating the nature of hydropho-

bic interactions within the folding chain. Patel et al. find that the interactions

between hydrophobic solutes several Å to several nm across are altered close to

the interface of water with self-assembled monolayers of various surface

chemistries, from hydrophobic to hydrophilic [43]. In particular, the driving force

for the aggregation of hydrophobic particles is smaller near a hydrophobic surface

than it is in bulk. This implies that hydrophobic surfaces should act as catalysts for

the unfolding of proteins. Thus, the initially hydrophobic surfaces of chaperonins

should help misfolded proteins to unfold, and then conversion of the walls to a

hydrophilic state releases the unfolded protein from the wall so that it might fold

again inside the cavity.

Whereas a huge amount of research has gone into understanding the protein

folding process, the reverse process of denaturation has been somewhat neglected.

It is increasingly clear that denaturation is not merely folding in reverse – it can

occur in several ways.

Heat denaturation is a fairly simple process: the thermal motions shake apart the

weakly bound protein folds. Pressure-induced denaturation seems, crudely speaking,

to stem from the ‘squeezing’ of solvent so that it enters and loosens the compact

native state. And for cold denaturation, the conventional view has been that the

hydrophobic groups get more soluble in water (that is, the hydrophobic interaction
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is weakened) as the temperature is lowered. Indeed, simple hydrophobic polymers,

which collapse into compact states in water, swell at lower temperatures. That has

been traditionally considered a result of the decline in the entropic driving force of

the hydrophobic interaction with decreasing temperature. But it now seems the truth

is more subtle. NMR measurements on four common ‘model’ proteins, including

apomyoglobin and b-lactoglobulin, show that in neither case does cold denaturation

produce a fully unfolded state [44]. Instead, the proteins remained relatively

compact, as though water had penetrated within the native structure but not forced

it apart. Rather than being fully exposed to the solvent, a cold-denatured protein

seems to contain small clusters of water molecules interacting strongly with

the peptide, which implies that it doesn’t involve the classical hydrophobic effect

after all.

There is now a growing view that all types of denaturation are intimately

connected to changes in the way proteins are hydrated. In other words, the

opening-up of the native protein is not an intrinsic property of the polypeptide

chain, but comes about in collaboration with the solvent.

It was long supposed that denaturants such as urea or guanidinium chloride

(GdmCl) somehow perturb water’s bulk structure in a way that destabilizes the

folded protein, perhaps by altering the hydrophobic interactions that keep insoluble

residues buried. This idea now looks increasingly flawed. Instead, we need to look

at how denaturants affect the protein’s hydration shell. For lysozyme, urea

displaces water from the hydration shell and penetrates into the hydrophobic

core, suppressing the native fold in favour of a swollen, rather disordered ‘molten

globule’ [45]. But GdmCl appears to behave differently: the molecules stick to the

hydrophobic surfaces and give them a less water-repelling veneer [46]. Here the

denaturant is acting somewhat like a surfactant, stabilizing the interface between

the surface and the solvent. There is evidence that urea can act this way too: because

it experiences stronger dispersion forces than water with hydrophobic surfaces, it

will accumulate there and mediate interactions with water via hydrogen bonds [47].

Moreover, urea not only alters hydrophobic interactions but also disrupts the

hydration of hydrophilic parts of a protein, sticking there via hydrogen bonds

[48]. In effect, urea can usurp the hydrogen bonds that otherwise may help to

bind the native state together. While these ideas are still being debated, the

emerging picture is one in which denaturants exert their influence through direct

interactions with the solute, not by restructuring the bulk solvent.

Some other small molecules, such as glycerol, have the opposite effect of

stabilizing a native protein against denaturation. Some organisms use glycerol as

a kind of antifreeze – but it may be that glycerol also acts here to stave off cold

denaturation. The mechanism is still debated, and it is possible that glycerol in fact

serves a dual purpose: inhibiting ice formation and stabilizing proteins. Bulk

water—water bonding is highly disrupted by glycerol, because water binds prefer-

entially to the polyols [49]. This could suppress ice formation. But the idea that

glycerol somehow alters water’s global hydrogen-bonding has been increasingly

challenged [50]. The stabilization of proteins more probably results from direct

interactions with these macromolecules, perhaps because the strongly polar glyc-

erol hovering near the protein surface makes hydrophobic regions even less easily
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exposed. Glycerol, and also ethylene glycol and propylene glycol, stabilize proteins

against mechanically induced unfolding, possibly via the formation of ‘solvent

bridges’ that pin together hydrogen-bonding sites on the polypeptide backbone

[51].

These debates supply a reminder that speculations about mixtures of water and

other small molecules (ammonia, formamide) as solvents for extraterrestrial life are

a much more subtle matter than simply looking for a low-freezing-point liquid. The

interactions and partitioning of co-solvents should be expected to have a significant

effect on the conformational stabilities of complex macromolecules, and in ways

that are hard to predict.

6.6 Protein Misfolding and Aggregation

The discovery and study of protein-misfolding diseases – those triggered by prions

and those caused by the accumulation of aggregated protein called amyloid – has

produced a new view of protein stability. Whereas previously the energy landscape

was considered to contain only one deep well, the functional ground state, it is now

widely suspected that many if not most proteins may form amyloid-like misfolded

states, in which exposed hydrogen-bonded groups and hydrophobic regions cause

aggregation into b-sheet-like structures that comprise the basic structural units of

amyloid fibrils [41]. Increasingly, this aggregation process is considered to be

highly sensitive to hydration of the partially unfolded protein.

Amyloid fibrils self-assemble from interdigitated b-sheets, but amyloidogenic

proteins can have strikingly varied sequences: some may be polar, for example, and

others hydrophobic. There is some reason to believe, however, that water plays a

central role in the assembly process in most if not all cases. In one recent simulation

study [52], the association of hydrophilic sheets was mediated by one-dimensional

water wires at the interface between them, which are gradually expelled. But for the

hydrophobic peptides studied in these simulations, the sheets came together in

something like an abrupt drying transition [30]. This happens much faster (nearly

1,000-fold) than for the hydrophilic case, since the trapped water wires for the polar

peptide create a barrier to rapid assembly. Thus, although the final structures are

very similar, the mechanisms and dynamics are quite different. Mediation by water,

including dewetting transitions, has also been proposed in the assembly of other

amyloidogenic b-sheets.
Misfolding and aggregation might be quite general consequences of a ‘failure of

hydration’ – that is, a failure to protect intramolecular or ‘backbone’ hydrogen

bonds (BHBs) at the surface of a protein against competition from hydration water,

which threatens to intervene and break up the secondary structure [9, 53]. One way

of conferring such protection is by controlling the local curvature of the surface: if

the BHBs are in a sufficiently highly curved location, water cannot penetrate with-

out compromising its own hydrogen-bonded network for purely geometric reasons.

Another way to protect BHBs is to ‘wrap’ them in hydrophobic groups to reduce

contact with water. Many proteins have regions of proteins that are ‘poorly
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wrapped’, called dehydrons [9]. Here, processes that expel water – for example, the

formation of peptide—peptide contacts – are energetically favourable. And indeed,

dehydrons appear to be concentrated at sites that engage in complexation with other

proteins, and may play an important role in protein—protein interactions such as

the association of capsid assemblies in viruses. Dehydrons also seem to be a

common feature of proteins with a propensity to form amyloid aggregates, and

Fernández et al. [53] propose that destabilization of the globular fold, and conse-

quent amyloidogenic capacity, is related to the tendency of dehydron units to

promote b-sheet aggregation.
Meanwhile, the random accumulation of dehydrons in proteins due to genetic

drift (in which random mutations disrupt the wrapping of BHBs) might account for

the complexity of the human interactome [54]: such protein—protein associations

are evolution’s way of ‘hiding’ these defect in hydration structure. This would

represent an aspect of evolution that is not fundamentally driven by natural selec-

tion, although selective forces would be expected to operate on the resulting protein

associations. However, by masking the underlying problem, the increasing com-

plexity of the interactome might simply let it accumulate to a point where it reaches

a crisis. Fernández and Lynch speculate that the appearance of amyloid and prion

diseases (the latter are so poorly wrapped that they may readily relinquish their

functional fold) might presage such a crisis in humans and other species with small

populations, which are especially prone to genetic drift [54].

Many protein functions require a significant rearrangement of the folded state,

sometimes involving a marked loosening and unravelling of a compact structure

(Fig. 6.7). How do proteins remain dynamic and functional without sacrificing

solubility and resistance to aggregation? How, in other words, do they control

their conformational changes, permitting ‘a little but not too much’? Using the

fruitfly acylphosphatase as a model system, De Simone et al. find that the wild-

type protein has free-energy barriers that limit access to aggregation-prone

conformations except under special conditions (addition of small amounts of

trifluoroethanol) [55]. But this is a finely tuned affair: as De Simone et al. say,

“The sensitivity of the energy surfaces of proteins to minor perturbations supports

the view that there is a delicate balance between functionality, stability, and solubility,

which is encapsulated by the concept of ‘life on the edge’”.

All this implies that the phases and dynamics of polymer folding in water are far

more complex than has traditionally been supposed. If the existence of amyloid-like

misfolds is a generic property of proteins, is this an inevitable consequence of any
system that supports a unique, compact globular form – the price one pays, perhaps,

for relying on biomolecular catalysts that have structure and function programmed

into a linear polymeric strand?Would alternative, non-peptide polymeric entities be

more or less prone to misfolds, and to what extent might that depend on the solvent,

and/or on the presence of cosolvents or other osmolytes? How sensitively do the

timescales and kinetics of the folding and misfolding processes depend on the

solvent? A comprehensive understanding of the protein stability landscape is surely

essential for any assessment of what might be required of, and what might be

unavoidable in, this particular paradigm for programming molecular information

and conformation in an alternative solvent system.
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6.7 Water’s Role in Protein—Substrate Binding

Whether there is anything unique to polypeptides, and more specifically to those

based on the ‘natural alphabet’ of 20 natural amino acids, as the functional

molecules of life is a question that has not so far been given a definitive answer.

But to the extent that one might suppose that biological function will be universally

encoded in structure and enacted via conformational dynamics, we can now see that

the role of the solvent is likely to be both critical and subtle.

We might posit, albeit tentatively, another potential generality for the molecular

character of living systems: that information will be transmitted between molecules

by selective recognition and binding. Where does the solvent fit in here?

When a protein binds its substrate, one might suppose that water is required

simply to get out of the way: to vacate the active site. A more careful consideration

suggests that any small-molecule solvent might provide an entropic driving force

for the binding process, due to the liberation of those molecules formerly confined

in the active site.

But in water, things are not so simple. On the one hand, there is now good reason

to believe that water has a subtle role in the dialogue between receptor and ligand,

acting as a versatile intermediary and facilitator. On the other hand, it is far from

clear that entropic effects dominate this solvent-mediated discourse.

For one thing, it is hard to generalize about how the various enthalpic and

entropic effects of dehydration of the cavity and the ligand balance out. Both

Fig. 6.7 Proteins may undergo large conformational changes during their active cycle, which

might involve considerable unravelling and exposure to solvent, as illustrated here for the active

‘open’ and inactive ‘closed’ states of human mitochondrial phenylalanyl-tRNA synthetase. How is

this achieved without the risk of aggregation, as may occur when proteins denature? (Reprinted

with permission from Klipcan L, Moor N, Finarov I, Kessler N, Sukhanova M, Safro MG (2012).

J Mol Biol 415: 527–537

186 P. Ball



positive and negative entropy changes have been reported previously for water

entering protein cavities, and the result probably depends both on the chemistry

and the geometry of the cavity. Even if there is an entropic benefit in the expulsion

of bound water, the enthalpic contribution to that change is by no means obvious, and

could potentially dominate over, or even counteract, any entropic gain. For example,

Yu and Rick studied the entropy, enthalpy and free-energy changes on transferring a

water molecule from the bulk to various types of protein cavity large enough to hold

only one such molecule [56]. They found that, when there are hydrogen-bond donors

and acceptors in the cavity, the thermodynamic consequences of hydrogen-bond

formation are greater than those exerted, via entropic effects, by the cavity size.

And using an idealized cavity—ligand combination with various permutations of

surface charges on both, Baron et al. find that the signs and magnitudes of the

enthalpy and entropy changes vary widely for the different cases [57]. Coincidentally,

the net free energy change is similar both for binding driven electrostatically and by

hydrophobic interactions. There is also a loss of entropy when the ligand is bound

because this tends to suppress its own dynamics degrees of freedom.

The recognition and binding of a substrate by its receptor protein commonly

involves a hydrophobic interaction, in which non-polar surfaces of the ligand and

binding cavity are juxtaposed. This has been regarded as an aspect of the ‘lock-and-

key’ complementarity between the substrate and binding cleft. The canonical

signature of a hydrophobic effect in ligand binding is a negative change in the

heat capacity, which is generally believed to be of entropic origin owing to the

expulsion of bound water from the cleft. However, as is the case with protein

folding, beyond the notion that somehow water restructuring at the interface of the

ligand and binding site is involved, there is again no generally accepted explanation

of exactly how this hydrophobic effect operates.

There may be a good reason for this lack of consensus. The whole discourse

around the ‘hydrophobic effect’ in ligand binding has been for too long dominated

by the notion that there is a single explanatory picture involving the expulsion of

hydration water in the binding cleft, whereas in reality there may be many different

types of interaction and structural change involved whose details depend on the

specifics of the situation. This was evident in a detailed study of the binding

between a rigid enzyme, carbonic anhydrase II, and a series of structurally related

aromatic sulfonamides [58]. In some of the synthetic ligands, additional ring

structures increased the hydrophobic contact area between ligand and cavity

(which has a hydrophobic and a hydrophilic side). The observed changes in heat

capacity revealed the ‘classical’ signature of a hydrophobic effect, but it was

surprisingly insensitive to the hydrophobic contact area. Instead it seems to arise

primarily from structural changes in the network of water molecules between the

ligand and the hydrophilic side of the cavity. Thus, while at a broad level the

hydrophobic effect does involve the differences in water structure close to solute

surfaces, the detailed balance of entropy and enthalpy is likely to vary on a case-by-

case basis that can be understood only by detailed analysis.

Water expulsion can, however, supply a thermodynamic driving force for

substrate binding in some large hydrophobic cavities, from which water expulsion
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is relatively facile. For example, the X-ray structure of the tetrabrachion protein of

the hyperthermophile Staphylothermus marinus reveals several hydrophobic

cavities in the 70-nm-long ‘stalk’ segment that are all filled with water at low

temperatures. Simulations of this structure [59] suggest that the two largest cavities,

containing seven to nine and five water molecules at room temperature, are close to

switching to a dry state at the organism’s optimal growth temperature of 365 K,

which may offer a docking mechanism for the binding of the nonpolar anchoring

sites of two proteases present in the active form of the protein. Here again we see

this idea of hydration water being tuned close to a phase transition so that small

changes in the environment can elicit a pronounced response in the protein.

While hydrophobicity is (whatever its origin) certainly an important force that

guides the recognition of a protein and its substrate, water seems also to be

important for the interaction of hydrophilic regions of such complexes. Around

70% of interfacial residues are in fact hydrophilic. It is common to assume that such

polar groups experience a direct electrostatic interaction mediated by the (contin-

uum) solvent. But in fact the water network has a more complex role here too.

For example, in the formation of the complex between the bacterial ribonuclease

barnase and its inhibitor barstar, water molecules mediate and stabilize the

hydrophilic interactions between receptor and substrate at the ‘granular’ level [60].

As a binding event proceeds, not all water is necessarily expelled from the

cavity. Indeed, very often some remains, generally in locations that bridge the

cavity surface and the substrate so as to make the binding very selective for a

particular shape. For example, a water molecule in the binding site determines the

selectivity of the ionotropic glutamate receptor, which is found in neurons in the

brain and binds the neurotransmitter glutamate [61]. These receptors will also bind

and be activated by an artificial mimic of glutamate called AMPA. In both cases,

there is a single water molecule that bridges the receptor’s surface and the bound

molecule (Fig. 6.8). But the water molecule is in a different position in each case,

and it is the position of this water that makes the receptor receptive to either

glutamate or AMPA. Understanding this difference could be important for designing

other synthetic molecules that can affect and interfere with this biochemical process

in brain function.

But not all water-mediated interactions in ligand binding have a comparable

degree of specificity. Some water molecules can act as a versatile, reconfigurable

filler to make a protein promiscuous about which molecules it will bind to. This

behaviour is displayed by the oligopeptide binding protein OppA, which will bind

very small (2–5 residue) peptides with more or less any amino-acid sequence [62].

The lack of selectivity results from water in the binding site which can be expelled

or admitted to ‘fill up’ any empty space.

Such instances present a somewhat static picture of water’s roles in substrate

binding. In reality, of course, this is a dynamic process that involves a continuous

change in molecular conformations as binding and/or catalysis proceeds. It seems

that this involves an extraordinarily subtle and ‘anticipatory’ use of hydration

water. Grossman et al. have shown that, as a zinc metalloprotease binds its substrate

to form the Michaelis complex, the water motions are retarded by coupling to the
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motions of both the enzyme and its peptide substrate [63]. Crudely put, it is as if

these two components ‘thicken’ the water towards a more glassy form, which in

turn retards the fluctuations of both the binding site and the substrate so that they

can become locked securely together. This suggests changes in protein and solvent

dynamics are not mere epiphenomena but play a vital role in substrate binding: they

are more cause than consequence.

6.8 Transmission of Allosteric Effects

Protein—protein contacts mediated by water molecules not only can serve to assist

in recognition and docking but may also play a mechanistic role in function – for

example, in the allosteric regulation of oxygen binding to haemoglobin. The

haemoglobin of the mollusc Scapharca inaequivalvis is dimeric, and the interface

of the subunits contains a cluster of 17 well-ordered water molecules. Oxygenation

is accompanied by loss of six of the ordered interfacial water molecules. These

waters have a central role in cooperative oxygen binding, enabling allosteric

interactions between the subunits by acting as a kind of transmission unit [64].

The water cluster helps to stabilize the low-affinity form of the protein, whereas a

mutant form that lacks two of the hydrogen bonds from this cluster tends to adopt

the high-affinity conformation instead. Thus, loss of interfacial water occasioned

by oxygen binding to one of the wild-type subunits helps to promote the transition

to the high-affinity conformation of the other subunit. Molecular-dynamics

simulations indicate that the 11 water molecules in the oxy form exhibit slower

relaxation than the 17 in the deoxy form, and that the water cluster, although rather

static on ps timescales, can enhance energy transport across the interface of the

subunits via vibrations [64].

Fig. 6.8 Water molecules sit in two different positions (WG, WA) in the binding site of the

ionotropic glutamate receptor protein and help two different molecules to bind: the natural

neurotransmitter glutamate (Glu) and an artificial mimic called AMPA (From Ref. [61]. # 2011

American Chemical Society)
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These allosteric effects can also be intramolecular. The enzyme heme oxygenase

contains a rather precisely defined network of water molecules that acts to transmit

and coordinate the movements of the protein chain and other chemical groups

during the catalytic process [65]. They become in effect part of the molecule’s

structure, and if the water cluster is disrupted, the enzyme loses its activity.

6.9 Chemical Participation in Enzyme Action

Water can serve enzymes in more ways than assisting the thermodynamics and

dynamics of substrate binding and conformational changes. Water molecules can

participate directly in chemical reactions at the binding site, for example acting as a

nucleophile or a source of protons. There are countless examples; the few consid-

ered here illustrate the variety of roles that water can play.

A water molecule in the bacterial enzyme zinc lactamase, which is involved in

resistance to lactam antibiotics, apparently acts as a nucleophile to initiate splitting

of the lactam ring [66]. Hydrogen-bonding between this water molecule and a zinc-

bound aspartate group increases its polarity and nucleophilicity, while the carbox-

ylate group of the aspartate potentially provides a source for the proton that reacts

with the cleaved ring.

In the action of DNA polymerase IV in the thermophilic archaeon Sulfolobus
solfataricus, water molecules in the coordination sphere of the catalytic magnesium

ion appear to play two important roles [67]. The enzyme adds a nucleotide to a

growing DNA chain by catalysing the reaction of the terminal 30-OH group with the

a-phosphate of the new deoxyribonucleoside triphosphate, eliminating pyrophos-

phate. The initial, and rate-limiting, step is proton transfer from 30-OH to phos-

phate, which happens via a bridging water molecule (Fig. 6.9). And the cleaving of

pyrophosphate following linkage of the polynucleotide chain and the deoxyribonu-

cleoside involves another water-mediated proton relay that protonates the g-phos-
phate and partly neutralizes its negative charge.

Water plays a crucial role in the catalytic mechanism of some heme catalases,

which convert hydrogen peroxide to water and oxygen. One type of catalase

contains a tightly bound NADPH molecule that protects an intermediate of the

ferryloxo group against deactivation to a catalytically inactive form. Here a bound

water molecule supplies a hydroxyl group that binds temporarily to the porphyrin

group and then assists the fast two-electron reduction of the intermediate ferryloxo

species by NADPH via a series of proton shifts, to restore the catalase resting state

and avoid diversion of the reaction towards the deactivated state [68] (Fig. 6.10).

Proton relays and shuttles of this sort are particularly common in enzymatic

catalysis.
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6.10 Water Wires and Channels

A channel wide enough to admit just one water molecule at a time can be threaded

by a chain of waters hydrogen-bonded together in what is often called a water wire.

These chains can transport protons very rapidly, because they can effectively be

shunted along by successive water molecules flipping their arrangement of hydro-

gen bonds (Fig. 6.11). This is called the Grotthuss mechanism [69], and it happens

in pure water too, where there are long chains like this that make up part of the usual

three-dimensional hydrogen-bonded network. For this reason, hydrogen ions can

move around unusually fast in water.

Hydrogen ions are often needed in biochemical reactions carried out by

enzymes. Several such enzymes use water wires to shuttle the ions from the solvent

through the protein and into the active site where the reaction takes place. This

happens, for example, in cytochrome and peroxidase enzymes, and in bacterio-

rhodopsin, a light-driven proton pump used by some Archaea to transport protons

across a membrane during the conversion of light energy into chemical energy.
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Fig. 6.9 Water mediation in catalysis (I). In the action of this DNA polymerase, the initial proton

transfer to the a-phosphate of the substrate via a bridging crystal water molecule is the rate-

limiting step. Subsequently, departure of the pyrophosphate is facilitated by a proton relay

mechanism through mediation of water, which neutralizes the evolving negative charge.

(Reprinted with permission from Ref. [67]. # 2007 American Chemical Society.)

Fig. 6.10 Water mediation in catalysis (II). A bound water molecule completes a hydrogen-

bonded chain that assists in proton and electron transport in heme catalase. (Reprinted with

permission from Ref. [68]. # 2008 American Chemical Society.)
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Bacteriorhodopsin is threaded by a water wire from the light-sensitive core to the

exterior of the membrane; only rhodopsins that contain such strongly hydrogen-

bonded water molecules are able to act as proton pumps. Following light absorption

and photoisomerization of the chromophore retinal, the protein undergoes a con-

formational transition in which a proton is transferred from the chromophore to an

aspartate residue (Asp85), accompanied by the release of a proton to the extracel-

lular surface. Before this event, the latter proton is stored for a short time. The

hydrogen-bonded network of internal water molecules – an H5O2
+ cluster – seems

to be the most likely candidate for this storage site (Fig. 6.12) [70], although this

Fig. 6.11 The Grotthuss mechanism for rapid proton transport in hydrogen-bonded chains of

water molecules. The hydronium ion (red [grey]) shifts essentially by the rearrangement of

electronic rather than nuclear configuration

Fig. 6.12 Water molecules form a hydrogen-bonded chain (blue spheres) from the chromophore

(yellow) to the extracellular surface in the central pore of the light-driven proton pump bacterio-

rhodopsin (Courtesy of Klaus Gerwert, Ruhr University of Bochum)
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interpretation is still debated. Such one-dimensional water chains might serve quite

generally as ‘proton sponges’ in proteins, not just transporting protons but also able

to accept and retain them [71].

Another important class of proteins that contain water channels are the

aquaporins, which regulate the flow of water in and out of cells. They will let

water through but not salts or other dissolved substances, and as such, they act as

molecular water filters. Water transport occurs via a chain of nine hydrogen-bonded

molecules (Fig. 6.13). But if this chain were to permit rapid transmembrane proton

motion, that would disturb the delicate charge balance across the membrane. So

aquaporin must somehow disrupt the potential proton wire that threads through it.

The mechanism has been much debated, but it now seems that the inhibition of

proton transport is dominated by electrostatic repulsion by positively charged

groups in a narrow constriction in the middle of the pore [72].

Protons seem to be delivered to some membrane proteins, such as the proton

pump cytochrome c oxidase, via some kind of surface-enhanced, two-dimensional

transport at the membrane surface. Hydrogen-bonded chains on cell-membrane

surfaces appear to act as proton circuits that help guide protons from a transporter –

a pump protein – to molecules that exploit the proton-motive force, such as ATP

synthase. In other words, these networks act as proton-collecting antennae that

improve the efficiency of proton transport. It has been proposed that this enhanced

two-dimensional transport relies on ionisable (phosphate and carbonyl) groups on

the lipids [73]. But fluorescence measurements of proton transfer at membranes

show that proton transport can be equally fast in the absence of ionizable groups

[74], and it may instead be a network of interfacial water molecules that is

responsible for the rapid proton motion. As Springer et al. put it, “water structuring

at the interface seems to be mandatory for providing the pathway” [74].

Fig. 6.13 The water-conducting channels of aquaporins are threaded by a hydrogen-bonded chain

of water molecules, shown in blue (Courtesy of Emad Tajkhorshid, University of Illinois at

Urbana-Champaign)
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Evidently, water inside a narrow hydrophobic channel is in a precarious state:

studies with carbon nanotubes have shown that the pore can spontaneously empty if

there is just a slight change in the prevailing conditions, such as a change in

temperature or a mechanical deformation that narrows the channel [75]. Such

capillary evaporation is well attested in theory, and is equivalent to the kind of

dewetting transition discussed above [30]. Although such behaviour can be

expected for any liquid confined in narrow solvophobic pores, there is pronounced

cooperativity in the process for a confined hydrogen-bonded network of water

molecules, which can make systems close to the dewetting transition prone to

rapid fluctuations between a ‘wet’ and ‘dry’ state [76].

The emptying of narrow water channels and wires has been suggested as a

mechanism for the gating of membrane protein channels that transport ions and

other small solutes [75]. In the dry state, ions cannot pass even though the channel is

wide enough in theory, because this would require stripping away the ion’s hydra-

tion shell, which has too great a free-energy penalty. Such a ‘bubble-induced’

gating mechanism might also explain the anaesthetic effects of inert gases [75].

Abrupt pore-emptying has been seen in modelling studies of mechanosensitive

channels, where small deformations of the membrane in which the protein channel

is embedded can tip the balance between ‘wet’ and ‘dry’ states. For example, the

Fig. 6.14 Water dynamics in simulations of the protein channel MscS, showing snapshots

in which the pore neck is ‘dry’ (left) and partly water-filled (right). The red spheres are chloride
ions, and polar residues are shown in green. In the dry state, ions cannot pass through

because of the free-energy penalty of dehydration (Reprinted with permission from Ref. [77].

# 2004 Biophysical Society)
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bacterial mechanosensitive channel MscS has a pore 7–15 Å across at its narrowest

point, lined with highly hydrophobic residues, and simulations indicate that drying

can be induced within the constriction (Fig. 6.14) [77]. Stretching of the cell

membrane in which the protein sits distorts the protein, constricting its pore at a

narrow neck, and it seems that this pushes the channel over the brink from one that

can hold water to one that cannot: the slight decrease in width induces capillary

evaporation, emptying the pore so that neither water nor ions can pass.

These new perspectives on biomolecular hydration are very evident in a study of

photosystem II, the membrane-bound complex of proteins and pigment molecules

responsible for harvesting sunlight and converting the photon energies into stored

chemical energy [78] (Fig. 6.15a, b). At first glance it is tempting to regard the

Fig. 6.15 (continued)
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1,300 or so water molecules in the hydration sphere of crystallographically defined

water molecules as a generalized, disorderly halo around the functional components

of the assembly. But close inspection shows this hydration sphere to be intricately

structured at the local level to facilitate those functions. For example, four water

molecules are attached to the manganese-calcium (Mn4CaO5) cluster that catalyses

the oxidative splitting of water, and one or more of these probably acts as the

substrate in that reaction (Fig. 6.15c). The reaction releases protons, which are

thought to be transferred through the complex to the bulk phase via a channel of

hydrogen-bonded water molecules and side-chain groups on the surrounding alpha

helices (Fig. 6.15d). There are other such channels that are presumed to act as

proton exit or water entry routes. In short, the hydration structure comprises a

functional extension of the proteins and prosthetic groups, with water molecules

serving biological functions.

Fig. 6.15 (a) The hydration halo of photosystem. (b) The same, with protein chains shown only in

light grey for clarity. (c) Water molecules (orange) attached to the Mn-Ca complex. (d) A water

channel that ferries protons to the bulk aqueous phase (Reprinted with permission from Ref. [78])
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6.11 Dynamical Aspects of Protein Hydration

As well as helping proteins hold their shape, water seems to act as a plasticizer,

giving the protein molecule enough flexibility to do its job. If proteins become too

dry, or of they are taken out of water and placed in other solvents, many will either

fall apart or become too rigid to work. Most proteins have been reported to require

about 0.4 g of water per gram of protein to achieve their normal functionality [79]

(but see below).

It is generally considered that a protein needs to maintain a delicate balance

between rigidity and flexibility of structure: the specificity of the folded shape is

clearly central to an enzyme’s substrate selectivity, but it must also remain able to

adapt its shape by accessing a range of conformations without getting stuck in local

energy minima [80]. One role of the solvent may be to ‘inject’ fluctuations into the

protein to give it this conformational manoeuvrability. Alternatively, the water

might compete for and loosen intramolecular hydrogen bonds. This seems to be

the case for bovine pancreatic trypsin inhibitor (BPTI) and barnase, where the

addition of a water molecule into the active cavities (polar and hydrophobic

respectively) makes the proteins more flexible [81]. Meanwhile, water molecules

in the binding pocket of scytalone dehydratase seem to play a part in the conforma-

tional flexibility that is necessary for binding of the substrate: there is evidence for

cooperativity in the motions of the bound water molecules and the ligand-free

protein [82].

Proteins do not take passive advantage of the molecular motions in the solvent,

but rather, can be considered to adapt those motions to suit their needs. Both

simulations [83] and experiments [84] show that water dynamics in the hydration

layer of a peptide are anomalous with respect to the bulk. The hydration water

seems to adopt a state akin to that of a glass, with a very rough potential-energy

landscape and slow hopping between local potential minima. Thus, the water

molecules no longer diffuse independently: their motion is dependent on that of

their near neighbours. It seems plausible that this is a result of the interconnected

nature of the hydrogen-bonded network, which is highly constrained close to the

protein surface and so develops a degree of cooperative motion. This kind of

anomalous, glass-like dynamics may be just what a protein needs to attain confor-

mational flexibility. If proteins need thus to ‘feed off’ the dynamics of their

solvation layer, water represents the ideal solvent because its hydrogen-bonded

network makes it ideally suited to being ‘moulded’ by the protein into a glassy state.

There is some evidence to support the idea that the dynamics of a protein can in

fact be ‘slaved’ to those of the solvent. Below about 200–220 K, proteins seem to

‘freeze’ into a kinetically arrested state that has genuine analogies with a glass [85]:

the protein atoms undergo harmonic vibrations in local energy minima, but no

diffusive motion. This glasslike dynamical transition coincides with dynamical

changes in the solvent [86]. The origin of the transition is still much debated [87, 88].

Nonetheless, the solvent and protein motions appear to be intimately coupled [89],

so that as a protein is warmed through its dynamical transition temperature the
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dynamics of the hydration shell ‘awaken’ motions in the macromolecule. This

behaviour may depend on the formation, at a critical ‘water coverage’ on the

protein surface, of a fully connected hydrogen-bonded network of water molecules

[90]. In other words, the collective dynamics become ‘activated’ in a two-

dimensional percolation transition. For lysozyme molecule this threshold

corresponds to 50% of the protein surface (about 66% coverage of the purely

hydrophilic regions) being covered with water. That hydrophilic coverage is essen-

tially identical to the percolation threshold for clusters formed on two-dimensional

square and honeycomb lattices.

It may therefore be best to regard a protein and its hydration water as a single

dynamic entity with a rough energy landscape [83]. As Gallat et al. [91] say,

“hydration water, rather than being a mere epiphenomenon, is an integral part of

the biologically active protein. It is the delicately tuned give-and-take between a

biological macromolecule’s structural dynamics and its hydration water . . . that
enables macromolecular function in a cellular context.”

Not all proteins modify water dynamics to the same degree, however. This

interaction is graded according to the degree to which the protein needs to adopt

a particular conformation. Intrinsically disordered proteins such as the human tau

protein involved in Alzheimer’s disease shows tight coupling between the dynamics

of the hydration water and that of the peptide chain, characterized by a slowing of

the water dynamics relative to the bulk [91]. For globular folded proteins, on the

other hand, this coupling is weaker. And for membrane proteins it is almost absent.

Thus it seems that the water dynamics are adjusted to suit different classes of

proteins.

A part of the uncertainties and controversies over dynamical aspects of protein

hydration can be attributed to the range of techniques used to investigate the issue –

or to put it another way, to the lack of any single technique uniquely suited to

investigating the wide range of length and time scales involved. Computer

simulations struggle to accommodate the longest relaxation times for some molec-

ular motions, and while NMR and inelastic neutron scattering are in many respects

excellent probes with a wide dynamical range, they may not be so sensitive to the

rather long-ranged correlations that seem to exist between some motions of the

water molecules and peptide chains. Terahertz spectroscopy is now emerging as a

highly promising tool for studying the latter, as illustrated for example in Ref. [63].

The experimental lacunae are exemplified, however, by the suggestion that the

protein dynamical transition might in fact be an experimental artifact caused by

finite instrumental energy resolution [92].

Despite the clear evidence for strong coupling between protein and solvent

dynamics and its significance for protein function, it should be noted that the idea

that proteins ‘only work in water’ has acquired something of a dogmatic status that

is not fully warranted. It is well known that some enzymes can retain functionality

both in non-aqueous solvents and in a vacuum. Although in these instances the

proteins commonly retain some tightly bound water molecules on their surfaces,

Lopez et al. [93] have reported significant catalytic activity of pig liver esterase in

near-anhydrous conditions – not merely in a non-aqueous medium, but in a ‘dry’
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powder with just 3 � 2 water molecules per enzyme molecule. This leads those

authors to propose the challenging idea that “one of the biological requirements of

water may lie with its role as a diffusion medium rather than any of its more specific

properties.” It remains an open question whether this result can be generalized to all

enzymes – the one studied here might just happen to be particularly rigid. Never-

theless, these findings should warn against too ready an assumption that water is

indispensible to the functioning of any complex protein-like macromolecule. My

own view is that current evidence points to a strong and sensitive general depen-

dence of protein function on both the structure and dynamics of the hydration

environment, which in turn are intimately connected to the hydrogen-bonded

network of the water molecules and their interactions with donors and acceptors

at the protein surface. But a tendency to assume that this is always a precondition of

protein function has militated against a thorough investigation of what proteins can

and cannot do in truly anhydrous conditions. In short, we risk here the aquacentric

prejudice that has coloured a great deal of the discussion about potential extra-

terrestrial biochemistries.

6.12 Water and Nucleic Acids

Compared with the attention given to hydration in determining protein structure and

function, the role that water plays in the properties of nucleic acids has been rather

neglected. It is often overlooked that the famous and rather beautiful double-helical

structure of DNA is not intrinsic to that molecule but relies on a subtle balance of

energy contributions present in aqueous solution. Without water to screen the

electrostatic repulsions between phosphate groups, the classic, orderly helix is no

longer viable. Thus DNA undergoes conformational transitions, and even loses its

double helix, in some apolar solvents [94]. Even though the double helix is not lost

entirely in the gas phase, under those conditions it has none of the familiar elegance

and order [95].

In water, this double helix results from a delicately poised balance of forces.

Single-stranded DNA seems to be shorter in water than in non-aqueous solvents,

because of water bridges between bases [96]. These hydrogen bonds are relatively

weak, and if they were much stronger they might in fact inhibit the formation of the

double helix altogether. If that is so, water seems here to function in a ‘Goldilocks’

mode: some hydration is essential for a stable double helix, but not too much.

DNA in the crystalline state has a highly ordered hydration shell. A-T sequences

have a ‘spine of hydration’ in which one layer of water molecules bridges the

nitrogen and oxygen atoms of bases in the minor groove, while a second layer

bridges water molecules in the first layer [97]. Moreover, this ‘spine’ persists in

aqueous solution, with water residence times in the minor groove of more than 1 ns,

comparable to those of ‘buried’ water molecules in globular proteins. More gener-

ally, the residence times of hydration water molecules around DNA show an

analogously broad distribution to those around proteins, and fluctuations in the

hydrogen-bond network happen on fast (fs to ps) timescales [98].
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The sensitivity of B-DNA (the normal biologically relevant conformation)

hydration to sequence suggests that the arrangement of water molecules might

effectively transmit sequence information to locations remote from the bases

themselves. There now seems to be good evidence that hydration structures are

indeed used by DNA-binding proteins, as well as some small synthetic DNA-

binding molecules, as part of the recognition process. In particular, the energetics

of water release from sequence-specific hydration structures might be expected to

influence the binding strengths. For example, the interaction of the lac repressor

protein with the lac operon site on DNA in the presence of glutamate (which is

known to influence protein—DNA interactions) differs between specific and non-

specific binding primarily in that the former incurs release of bound water from the

DNA [99]. Robinson and Sligar suggest that the loss of sequence specificity of the

restriction enzyme EcoRI in the presence of certain solutes could be explained by

the fact that water mediates the protein—DNA interaction, and that this influence is

suppressed under conditions of decreased water activity [100]. They conclude that

“water mediation may constitute a general motif for sequence-specific DNA recog-

nition by restriction enzymes and other DNA-binding proteins.”

How such effects depend in general on the particular sequence-specific hydra-

tion structures of DNA is still not clear. Fuxreiter et al. [101] found that these

structures influence the water release on binding of the restriction enzyme BamHI to
its cognate sequence GCATCC and to similar but non-cognate sequences. The

entropic and enthalpic changes due to water release from the protein—DNA

interface are one of the key driving forces of the interaction, and simulations

show that this release is highly dependent on sequence, so that a given DNA

sequence has a ‘hydration fingerprint’ that determines the binding energetics.

The hydration structure of DNA can also play a functional role by determining

its conformation. The conformational state of double-stranded DNA in solution is

very sensitive to hydration: at low hydration, the most biologically relevant B form

undergoes conformational transitions to other forms. The stabilization of the B form

occurs very close to the hydration level at which water clusters in the primary

hydration shell link up to form a fully connected (percolating) cluster in the major

groove [102]. There is an almost identical percolation threshold for A-DNA, but in

that case it corresponds to the appearance of a spanning water network in the minor
groove [103]. It isn’t yet clear whether this near-coincidence of thresholds arises

from chance or from some deeper physical cause. In any event, these hydration

structures may hold the key to transitions between the A and B conformations,

particularly in so far as these are governed by the presence of ions, which may alter

the hydration structures and thus the relative stabilities.

That hydration of DNA affects its conformation is also evident from the fact that

dehydration stabilizes the A phase. Rather remarkably, quantum effects might be

largely responsible for this. The zero-point motions of protons are entirely respon-

sible for the binding of water to A-DNA, and in more hydrated conditions a change

in the zero-point kinetic energy is sufficient in itself to motivate the transition to

B-DNA [104]. Whether the protons concerned are those of water molecules in the

hydration shell or those in the DNA’s H-bonds (or perhaps a bit of both) is not yet

clear.
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Some of the water molecules in the minor groove of DNA can be substituted by

cations, which induce electrostatic effects that can influence molecular curvature,

alter the width of the groove, and affect the duplex melting temperature. Shui et al.

[105] suggest that these ‘extrinsic’ influences on DNA deformation far outweigh

any ‘intrinsic’ contributions owing to sequence-specific base—base interactions.

They conclude that the hydration structure, and the presence of monovalent cations

within it under physiological conditions, are essential for stabilizing the native B

configuration of DNA – which is broadly consistent with the suggestions of

Brovchenko et al. [102] above.

RNA appears to be more highly hydrated than DNA. As in DNA, G-C pairs are

more hydrated than A-U(T) pairs, and the hydration structures around the former are

better defined. The folding of RNAs into their functional forms resembles in many

ways that of proteins: both macromolecules have hydrophilic and hydrophobic

segments in their chain-like structures, and both may engage in intramolecular

hydrogen-bonding in the folded state. But the distribution of the two types of

component is more regular in RNA – all the bases are, aside from their hydrophilic

substituents, hydrophobic, while the sugar—phosphate backbone is uniformly

polar. This regular structure leads to correlated collapse of RNA strands into a

compact form [106], which is more likely to trap water molecules between hydro-

phobic bases than is the less cooperative collapse of proteins, where hydrophobic

residues are more sparsely distributed. Simulations suggest that this trapped water is

expelled late in the folding process, so that there remains considerable potential for

water-mediated interactions as compaction proceeds [106]. In this respect, it seems

that specific water molecules buried within the folding macromolecule can play an

important role in mediating compaction, as has been proposed for proteins [42].

All these results should lead us to infer that the celebrated ability of nucleic acids

to store and transmit chemical information cannot be considered an intrinsic prop-

erty of these molecules, but becomes possible – or at least, biologically viable – only

via the influence of water. This does not, of course, imply that a genetic system of

replication, inheritance and evolution is inconceivable in other solvents, and indeed

some of the primitive self-replicating synthetic molecules reported to date work in

non-aqueous solution [107]. But it does suggest that a chemical replicating system

that approaches the sophistication of nucleic acids, controlled by selective regu-

latory molecules and subject to influences such as local curvature and conformation,

might well have to make use of subtle interactions and structural arrangements that

involve the solvent too.

6.13 The Influence of Salt

It is challenging enough to include the specific effects of water molecules and water

structure in studies of the behaviour of biological macromolecules. But the

cytoplasm’s fluid component is not of course pure water: it is an electrolyte, and

that changes everything. The effect of dissolved ions on biomolecular shape,

interaction and function seems to be enormously complex, and at present remains
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rather poorly understood. The starting point for much of the discussion is Franz

Hofmeister’s experiments in the late nineteenth century on the influence of different

salts on protein aggregation [108]. He found that some ions promote protein

solubilization (salting-in), while some promote aggregation and precipitation

(salting-out). Anions and cations can be arranged in so-called Hofmeister series

according to the strengths of the salting-out effect:

H2PO4
� > SO4

2� > F� > Cl� > Br� > NO3
� > I� > ClO4

� > SCN�

Mg2þ > Liþ > Naþ � Kþ > NH4
þ

The traditional explanation for the Hofmeister series invokes the concept of

‘structure-making’ and ‘structure-breaking’ ions. The basic idea is that large,

low-charge ions such as I� and NH4
+ disrupt ‘water structure’ – they are

structure-breakers – while small or highly charged ions such as F� and Mg2+ are

structure-makers, imposing order on the hydrogen-bonded network. Then salting-

out and salting-in of proteins are explained on the basis of entropic changes induced

in their hydration shells by the addition of ions, or alternatively, of a reduction in the

strength of hydrogen bonding of water molecules complexed to dissolved ions. The

classical hypothesis is that salting-out arises from a competition for solvation

between the salt and the protein, in which an ion’s ability to sequester waters of

solvation is somehow connected to its effect on water structure. Thus the structure-

making effect of small or highly charged ions depletes proteins of hydration water

and causes precipitation.

Yet there is little consensus – and sometimes plain contradiction – about what

structure-making and -breaking actually entails. Does structure-making render

water denser, or does it, in making water more ice-like, actually reduce the density?

More to the point, this concept lacks any real evidence from experimental studies of

the structure of electrolyte solutions that significant changes to the bulk hydrogen-

bonded network of water really do occur in the presence of salts.

Instead of trying to understand the Hofmeister series on the basis of ‘global’

changes in solvent structure induced by ionic solutes, it seems far more logical, and

also more consistent with current experimental and theoretical studies, to consider

the effects that these ions have on the local hydration of protein residues or other

hydrophobes. It now seems likely that Hofmeister effects must be understood in

terms of these specific and often rather subtle interactions between ions and proteins

or other biomolecules [109].

Ions do not, in general, simply disperse homogeneously throughout the solution

so as to create a kind of ‘mean-field’ solvent for other large solutes such as

macromolecules. Rather, many ions tend to segregate preferentially at either hydro-

philic or hydrophobic surfaces. Traditionally, ions have been considered to be

excluded from the air-water interface because electrolytes increase surface tension.

But recent studies show that the picture is not so simple [110, 111]: while it may

hold for hard (non-polarizable) ions such as sodium and fluoride, large soft ions

such as iodide (and to a lesser extent, bromide and chloride) can accumulate

202 P. Ball



preferentially at the surface. Since one might expect the interface of water with a

hydrophobic surface to mimic in many respects that with air, this inhomogeneity of

solutes at a surface could have significant implications for the hydrophobic interac-

tion and the solvation of proteins.

As an example of the kind of complexity that might stem from the inhomogeneity

of ion distributions, Zangi and Berne have considered how ions interact with small

hydrophobic particles 0.5 nm across [112] (Fig. 6.16). They found that ions with

high charge density (q) induce salting out by promoting stronger hydrophobic

interactions that cause particle aggregation. But low-q ions could have either a

salting-out or a salting-in effect, depending on their concentration. These effects are

related to preferential absorption or exclusion of the ions at the particle surfaces, but

not in any simple, monotonic fashion. High-q ions tended to be depleted at the

surface of the hydrophobic particle clusters, but are tightly bound to water else-

where, thereby decreasing the number of water molecules available for solvating

the particles. Low-q ions are absorbed preferentially at the particle surfaces, and at

high ionic concentrations this can lead to salting-in because the hydrophobic

particles form clusters surrounded by ions in a micelle-like arrangement. At

lower concentrations, the ions are unable to solubilize aggregates in this way, and

salting-out occurs.

Analogous partitioning of ions at the surfaces of nanoscale hydrophobic plates

should alter the hydrophobic interaction between them [113]. But it seems that

Hofmeister effects may have a different origin, and thus a different character, for

small and large hydrophobic particles: whereas in the former case there is an

increase in hydrophobic aggregation for both high-q and low-q but not medium-q
ions (except at high concentrations), for hydrophobic plates the relationship is

monotonic, with an increasing tendency towards salting-in as the ion charge density

decreases. In both cases, however, the mechanism is somewhat subtle and

Fig. 6.16 The distribution of ions around hydrophobic (Lennard-Jones) particles in water. The

hydrophobes are yellow, positive ions are red and negative ions are blue. Low-q ions (left) are
adsorbed preferentially at the particle surfaces, leading to micelle-like clusters of hydrophobic

particles surrounded by ions, which prevents further aggregation and precipitation. High-q ions

(right) tended to be depleted at the particle surfaces, which again leads to the formation of clusters.

In the intermediate-q case (centre) there is neither adsorption nor depletion, and the hydrophobes

remain individually dispersed (Reprinted with permission from Ref. [112]. # 2006 American

Chemical Society)
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dependent on the direct ion—hydrophobe interaction, and need not invoke the

vague notion of ‘water structure’.

Preferential segregation of ions may apply equally to hydronium and/or hydroxide,

rendering the air-water interface either acidic or basic. But there is no consensus

about which of these situations obtains in general, with both theoretical and

experimental evidence to support both contentions. One suggestion is that the

positive charge on the oxygen atom of H3O
+ renders it a poor hydrogen-bond

acceptor, and indeed makes it rather hydrophobic, so that this ion acts as an

amphiphile and aggregates at the interface [114]. It is estimated that this could

lower the pH of the water surface to around 4.8 or less [115], a finding that might be

expected to have significant implications both for hydration of hydrophobic patches

on biomolecules and for rates of hydrolysis at the interface. Surfactant behaviour of

hydronium ions could even be expected to stabilize water—hydrophobe interfaces.

On the other hand, zeta potential measurements seem to indicate that both the air—

water and oil—water interfaces are basic, due to specific adsorption of hydroxide

[116, 117]. At present, these discrepancies remain to be resolved.

6.14 Conclusions

It will now hopefully be clear that water is itself a biomolecule, in so far as it can be

found playing a wide variety of roles in biochemical processes. It maintains

macromolecular structure and mediates molecular recognition, it activates and

modulates protein dynamics, it provides a switchable communication channel

across membranes and between the inside and outside of proteins. Faced with this

diverse array of functions for water in biology, the temptation in an astrobiological

context is to start searching for non-aqueous solvents that might be capable of

fulfilling the same roles – as proton wires, say, or as hydrogen-bonded bridging

groups in macromolecular interactions.

But a search for molecules that can do what water does is not really the right way

to address the questions posed at the outset. All too often, the question of whether

non-aqueous solvents could host living systems has been interpreted as a matter of

finding liquids (or other fluids) that can stand in for water, without first considering

whether making the respective functions of water a sine qua non of life is not a little
anthropocentric. I recall some years ago at a conference on this very question [118]

hearing the claim that life could not exist outside water because only water offered

fast proton transport via Grotthuss-like water wires. The speaker felt no obligation

to explain why facile proton transport should be regarded as an essential require-

ment for life. Especially given our present, incomplete state of knowledge about

pivotal biochemical concepts such as the hydrophobic interaction, it is not obvious

that any one of the functions of water in biology has to stand as an irreducible aspect

of a ‘living system’.

We must also be careful to distinguish the roles of water that depend on its

‘special’ status as a three-dimensional structured liquid from ones that are more
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generic. Many of these roles do seem to depend, to a greater or lesser degree, on the

uniqueness of the H2O molecule, in particular its ability to engage in directional,

weak bonding in a way that allows for reorientation and reconfiguration of discrete

and identifiable three-dimensional structures. On the other hand, some of water’s

functions in biology are those of a generic polar solvent. Certainly, solvophobicity

and solvophilicity are rather general properties, although it is far from clear that

they will have precisely the same characteristics in a solvent that lacks the three-

dimensional, directional associations of water molecules. Some peptide-like

molecules, for example, can collapse into fairly well-defined, compact shapes in

non-aqueous solvents, dictated by both hydrogen bonding and solvophobic effects.

Moreover, life in water has some notable drawbacks [7] – perhaps most notably

the solvent’s reactivity, raising the problem of hydrolysis of polymeric structures

and of basic building blocks such as sugars. How the first pseudo-biological

macromolecules on the early Earth avoided this problem is still something of a

puzzle. It is also unclear whether a solvent capable of engaging in hydrogen-

bonding might (before evolution has brought about much fine-tuning) help or

hinder the use of this valuable, reversible supramolecular interaction for defining

complex structures in macromolecules and their aggregates.

Behind all such discussions is the ambiguity about the very concept of life.

Attempts to enunciate the irreducible molecular-scale requirements for (as opposed

to the emergent characteristics of) something we might recognize as life have been

rather sporadic [7, 118], and are often hampered by the difficulty of looking at the

question through anything other than aqua-tinted spectacles. From the point of view

of thinking about non-aqueous astrobiological solvents, a review of water’s roles in

terrestrial biochemistry surely raises one key consideration straight away: it is not

sufficient, in this context, to imagine a clear separation between the ‘molecular

machinery’ and the solvent. There is a two-way exchange of behaviours between

them, and this literally erases any dividing line between the biological components

and their environment.

The key questions here are, then, necessarily vague. But the more we understand

about the biochemical aspects of water, the less likely it seems that another solvent

could mimic its versatility, sensitivity and responsiveness, for example to distin-

guish any old collapsed polypeptide chain from a fully functioning protein. It is

perhaps this notion of responsiveness that emerges as the chief characteristic from a

survey of water’s biological roles. It can be manipulated in three dimensions to

augment the influence of biomolecules. It can receive and transmit their dynamical

behaviours, and at the same time it can impose its own influence on solute dynamics

so that some biomolecular behaviours become a kind of intimate conspiracy

between solute and solvent. This adaptive sensitivity seems to facilitate the kind

of compromise between structural integrity and reconfigurability that lies at the

heart of many biomolecular processes, including molecular recognition, catalytic

activity, conformational flexibility, long-range informational transfer and the

ability to adapt to new environments. It is easy to imagine – but very hard

to prove! – that such properties are likely to be needed in any molecular system
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with sufficient complexity to grow, replicate, metabolize and evolve – in other

words, to qualify as living.

In these respects it does seem challenging to postulate any solvent that can hold a

candle to water – not so much in terms of what it does, but in terms of the
opportunities it offers for molecular evolution. This is by no means to endorse the

dictum of NASA that astrobiologists need to ‘follow the water’. But hopefully it

might sharpen the question of where else we might look.
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Chapter 7

The Boundaries of Life

Charles S. Cockell and Sophie Nixon

Abstract The boundaries of life are set by the physical and chemical limits beyond

which functions associated with life, including growth and reproduction, cannot

occur. Although these limits might appear to be specific to terrestrial life, thermo-

dynamics and the basic biophysical properties of carbon-based molecules mean that

the boundary of life using carbon as a molecular backbone and water as a solvent

(the ‘biospace’) is likely to be universal, although exhibiting small variations

depending on the particular molecular architecture adopted by life. Entirely novel

biospaces using different chemistries (e.g. ammonia as a solvent) might be possible,

although there is currently no empirical evidence for these alternative life

chemistries.

7.1 Introduction

The complexity of biological systems and the extraordinary diversity of organisms

generated by the process of biological evolution often leads to an assumption that

biological systems cannot be universal, that every ‘experiment’ in biological

evolution (if other experiments exist) will lead to different outcomes. In this

chapter, we shall briefly review what we know about life in extreme environments

and we will discuss the possibility that although the organisms generated by

biological evolution may well be very different in different places in the universe,

the ‘Biospace’ (the space bounded by extreme physical and chemical conditions),

of carbon-based life that uses water as a solvent, is universal. However, different

chemistries of life could lead to different ‘biospaces’, although no empirical

evidence for these other biospaces currently exists.
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Although the purpose of this chapter is not to debate the definition of life, we

assume that life exhibits several functions, including metabolism and replication

and that the limits of life are established by the conditions that prevent these

functions from occurring. Thus, the discussion in this chapter focuses on how

physical extremes influence components of cells that allow them to grow, reproduce

and evolve.

7.2 Adaptations to Extremes

Life has adapted to a remarkable variety of extremes, all of which illustrate various

principles of physical chemistry in action in extreme environments. Needless to

say, the literature on these extremes is enormous and covers extreme parameters

such as: pH, temperature, radiation, pressure, salt tolerance (water activity), heavy

metal resistance and so on. A review of each of these extremes would take us into

the realms of a book and indeed there are books reviewing the various adaptations

of extremophiles [1]. It is also pertinent to point out that there is now a vast amount

of literature on the species that can survive in these different extremes.

Here, our purpose is to illustrate the physical chemistry of how organisms can

tolerate extremes and how this may lead to definable boundaries for life on Earth

and potentially elsewhere. Rather than being comprehensive for all extremes, we

focus on low and high temperatures, pressure, water activity and pH and describe

the evidence for the limits to life, the adaptations that organisms use to survive these

extremes and the physico-chemical basis of some of them. This chapter is also not

intended to be a comprehensive reference of the vast number of organisms that have

been studied in extremes, although species names are mentioned where it is useful.

7.2.1 Low Temperatures

A large number of Earth’s environments experience low temperatures, for example

sea ice, the deep oceans and polar regions. The lower temperature limit for

metabolically active life is controversial and it is worth exploring the challenge in

a little more detail here as it offers a very good example of the difficulties in

defining the limits of physical chemistry that allows for actively-metabolising life.

Although the data described here are specific to low temperature studies, the

general problem of finding the exact boundary between life and ‘non-life’ is

illustrated well.

Micro-organisms can survive prolonged exposure at temperatures below�20�C,
but convincing evidence for microbial reproduction at such temperatures is lacking.

Direct measurements of increasing cell numbers over time using microscopy or

spectrophotometry have not demonstrated microbial replication below temperatures

of �12�C to �13�C for cultivated micro-organisms in glycerol-amended or
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supercooled media (Psychromonas ingrahamii [2]; Colwellia psychrerythraea
strain 34H [3]) or below �12�C for an uncharacterized microbial population from

winter Arctic sea-ice in an organic-rich brine [4]. A photograph of a dividing

microorganism in a winter sea-ice brine inclusion at �15�C (Junge et al. [5],

their Fig. 3), if accepted, represents the lowest temperature at which microbial

reproduction has been directly demonstrated.

As temperatures get lower, direct approaches become more challenging, partly

because of the long time-scales required to get interpretable results (e.g. for the two

isolates above, measured doubling times were 5–10 days [6] and Bakermans et al.

[7] estimated doubling times of 20–39 days for permafrost bacteria at �10�C). The
relevant variables at low temperatures are difficult to model in the laboratory or

control in the field with these approaches. Particularly given the small fraction

(<1%) of micro-organisms yet cultured in the laboratory, many investigators have

adopted less direct approaches to measuring microbial activity at low temperatures,

including the use of radioactive tracers to quantify incorporation of precursors into

DNA, protein or lipids, application of fluorogenic dyes to determine electron

transport chain activity, or measurements of gas fluxes or excess gas to infer

respiration.

It is important to realize that these approaches measure metabolism that may not

be associated with microbial replication and that attempts to infer or rule out

replication are seldom made or justified by the measurements. Enzymatic activities

have been observed at lower temperatures than microbial replication. It has even

been suggested that biochemical reactions may persist in aqueous solution down to

temperatures approaching the glass transition point of �140�C [8], a hypothesis for

which there is some support (reviewed in[9]; see also [10]). Bearing in mind these

caveats, experiments using radiolabelled precursors of DNA, protein or lipids show

incorporation of these into biomolecules to temperatures as low as �20�C [6, 10].

Due to the technical challenges of making accurate measurements at such

temperatures, some of these results have been called into question. For example,

Warren and Hudson [11] suggested that Carpenter et al. [12] measured activity at

warmer temperatures than they realized due to an experimental artefact. It is

likewise difficult to understand why rates at �20�C were comparable to those of

an intended negative control at �80�C, contrary to thermodynamic expectations, in

the work of Junge et al. [10].

Other studies support microbial activity in the vicinity of �20�C. Using soil and
permafrost organisms cultured on solid media, Panikov and Sizova [13] measured

production and/or uptake of CO2 by bacteria to �17�C and, transiently (for a few

weeks), by a eukaryotic consortium to �35�C, with prolonged metabolism only at

temperatures ��18�C. Respiratory activity, determined using a redox-sensitive

fluorogenic dye, was reported in sea-ice bacteria at �20�C [14]. Methane produc-

tion attributable to micro-organisms in permafrost has been measured at �16.5�C
[15]. Release of CO2 from tundra soils down to �18�C [16] and �39�C [17] has

also been ascribed to biological activity based on the observed kinetics and, in the

latter case, the elimination of production following sterilization. Finally, anomalous

concentrations of gases in ice cores have been used to infer metabolic activity in

glacial ice to temperatures as low as �40�C [18].
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One important unresolved question is how much metabolism over what time

scales is necessary for a micro-organism to replicate. In particular, is the metabo-

lism at temperatures below �15�C sufficient to support reproduction? While some

studies have used models to convert measured metabolic rates into presumptive

growth rates, such inferences have not been confirmed with direct measurements,

and so leave open whether the observed level of metabolism is actually indicative of

an ability for a whole cell to replicate.

The above discussion illustrates a general problem – that chemical processes

associated with life can occur in environments when there is little possibility for the

activity of whole organisms. Enzymes may show activity at low temperatures at

which whole cells are not active. In other words, some chemical reactions can

proceed at extremes where it is not possible for all chemical reactions that would

support life to proceed. This makes it difficult to quantify the exact boundaries of

many physical and chemical extremes for life.

One currently prevalent approach to this question at low temperatures,

first proposed by Morita [19], is to classify metabolisms into three categories,

(1) sufficient for growth, (2) sufficient for maintenance, and (3) sufficient for

survival, with the latter understood as providing only enough energy to counter

macromolecular damage. This classification gained ameasure of support when Price

and Sowers [20] surveyed available information on microbial metabolism and, from

the generated Arrhenius plots, determined that the data fell into three roughly linear

groups, which, they proposed, accorded with Morita’s definitions. In the case of

what they called “survival metabolism,” they found that the measured rates were

comparable to extrapolated rates of amino acid racemization and DNA depurination

as a function of temperature, consistent withMorita’s definition. The meaning of the

other two categories, andwhether or not they accordwithMorita’s definitions, is less

clear. For example, no empirical evidence was presented demonstrating that energy

levels characterized as sufficient only for maintenance metabolism actually pre-

cluded growth. Nor were energy levels characterized as sufficient for growth

necessarily shown to be sufficient for replication.

Generating data that could validate these categories is far from trivial. While

demonstration of replication is experimentally tractable, and lower limits for

survival metabolism can be set by chemical decay processes (e.g., rates of amino

acid racemization and DNA depurination), how does one empirically establish that

“maintenance metabolism” is insufficient for growth or replication? In particular,

what would the appropriate time scale be for such a demonstration? The high

degree of scatter among the data that Price and Sowers [20] associated specifically

with maintenance metabolism might alternatively be interpreted to suggest an

energetic continuum without clearly delineated borders between the three

categories or at least different boundaries determined by the particular reactions

and their relative importance in different organisms. Thus, the limits to life at cold

temperatures may not be defined by a highly defined physico-chemical boundary,

but rather the boundary may be blurred and depend upon the definition adopted for

life at cold temperatures.

214 C.S. Cockell and S. Nixon



Life has adapted a number of ways to cope with low temperatures which are

nicely reviewed in D’Amico et al. [21]. One example provides an excellent

example of how adapting to extreme challenges often involves simple adaptations

in physical chemistry. A challenge in living at low temperatures is maintaining

membrane fluidity. As illustrated in Fig. 7.1, a membrane that contains saturated

fatty acids will be relatively stiff. However, a membrane that contains more

unsaturated fatty acids will be relatively more flexible. The introduction of double

bonds within the fatty acid tail has the effect of introducing ‘kinks’ into the

structure which make them stack together in a less compact configuration. This

configuration introduces flexibility into the membrane and enhances its fluidity at

low temperatures. An analogous situation can be found in fatty acids familiar in

household situations. A typical olive oil has about 65% of its bonds as unsaturated

fatty acids, which explains why it remains liquid at room temperature and even

Fig. 7.1 Unsaturated fatty acids introduce kinks into phospholipids that are one mechanism by

which cell membranes can adapt to low temperatures and high pressures by increasing membrane

fluidity. (a) Depiction of the structure of a phospholipid containing saturated lipids. (b) Introduction

of a single double bond creates a kink in the lipids. (c) Overall effect on the membrane structure of

(a) and (b). Unsaturated phospholipids make the membrane less well-stacked (more fluid)
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when stored in a refrigerator. A typical butter, by contrast, has about 15% unsatu-

rated fatty acids. The fatty acids, because they stack together more compactly,

render it a solid when refrigerated.

7.2.2 High Temperatures

Micoorganisms that grow at very high temperatures have mainly been isolated from

hydrothermal vents in the deep oceans where the high pressures prevent water from

boiling at 100�C (normal boiling point at 1 atm). Microorganisms have been

isolated from deep oceans vents whose optimum growth temperature is 103�C
(falling within the category of ‘hyperthermophiles’, organisms whose optimum

growth temperature is above 80�C). An example of such a deep vent organism is

Pyrolobus fumarii, whose doubling time at 112�C was ~8 h, but showed no growth

at 115�C. Kashefi and Lovley [22] report growth of an organism at 121�C, which
grows optimally at 105–107�C and can survive short periods of time at 130�C.

The physico-chemical limits to life at high temperatures are still not understood.

High temperature adaptations evolved in life include the capacity to produce ther-

mostable enzymes [23]. There are a number of modifications of macromolecular

chemistry that allow proteins and other molecules to function at high temperatures.

In proteins, the increase in abundance of disulphide bonds between peptide chains is

one mechanism by which proteins are stabilised. The binding of monovalent and

divalent salts is another method by which the folding of proteins can be stabilised

against high temperatures. However, the large diversity of thermostable proteins that

have been reported has led some to question whether the stability of proteins is really

the defining limit for the upper temperature limit for life [24]. Smaller molecules of

biological importance, such as thermolabile amino acids (e.g. cysteine and glutamic

acid), ATP (adenosine triphosphate) and other low molecular weight metabolites

have very short half-times at high temperatures (amino acids on the order of seconds

or minutes at temperatures above 250�C) and the stability of these molecules may be

a defining factor in the high temperature limit.

The best characterised thermostable enzyme has been DNA polymerase

from Thermus aquaticus, a thermophile isolated from Lower Geyser Basin in

Yellowstone National Park, USA. The organism has an optimum growth tempera-

ture of 70�C, but a range of 50–80�C. The DNA polymerase of this organism

(referred to as Taq polymerase) has a temperature optimum for operation of 80�C.
During the artificial replication of DNA (polymerase chain reaction or PCR) it is

necessary to separate the two strands of DNA so that each can become a template for

DNA polymerase to be used to synthesise the matching strand. Originally DNA

polymerases were used fromEscherichia coli to perform the strand synthesis, but the

high temperatures required to separate the strands rendered the DNA polymerase

inactive, requiring new enzyme at each step. The thermostable enzyme obviates the

requirement for this and has found widespread use in PCR.

Heat shock proteins seem to play an important role in stabilising cell

components at high temperatures; at 108�C about 80% of the soluble protein in
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extracts of the hyperthermophilic organism Pyrodictium occultum were a heat-

inducible chaperone protein [25]. With this protein fully induced the organism was

able to survive 1 h of being autoclaved (2 bar and 121�C).
Adaptations in the nucleic acids and membrane lipids of high temperature

organisms have also been reported. Hyperthermophiles have gyrase enzymes

(a unique type I DNA topoisomerase) that positively supercoil DNA strands and

increase its stability against high temperature denaturation. In lipids, the formation

of ether links across lipids within the membrane is one mechanism by which

membrane stability can be improved. Membrane lipids of the hyperthermophile,

Thermus maritima contain a glycerol ether lipid, 15, 16-dimethyl-30-glyceryloxy-

triacontanedioic acid [26], which is thought to increase the stability of the

membrane against hydrolysis. All archaea, many of whose representatives are

hyperthermophilic, contain ether lipids, which provide resistance to high

temperatures and acidic pH. These adaptations illustrate again how adaptations to

environmental extremes may be defined by the ability to adapt the chemistry of

molecules for stability against the given extremes, in this case changes to the

chemistry of membrane structures.

7.2.3 High Pressure Environments

Microorganisms are found in many high pressure environments. Perhaps the best

characterised are the deep oceans. Microbes are found at a depth of 11 km. Here

pressures are approximately 1,100 atm (110 MPa). The locations are habitats for

barophilic microorganisms that require high pressures to grow and barotolerant

organisms that are able to adapt to high pressures, but whose representatives are

also found at atmospheric pressures. A challenge to living at high pressures is

maintaining membrane fluidity to allow for the transfer of solutes into the cell and

waste products to be exuded through transporters and channels. This challenge is

met by increasing membrane fluidity by the incorporation of unsaturated fatty acids

into themembrane structure [27]. Indeed, this adaptation to high pressures is similar

to the adaptation adopted in cold environments, where membrane fluidity is a

challenge. The adaptation of cells in this way illustrates in a very powerful

way that similar chemical adaptations in life may serve adaptations to different

environmental extremes. Provided the adaptation results in the required biochemical

tolerance in the given extreme then convergent evolutionary adaptations to different

extremes can occur.

Examples of barophiles include Moritella and Shewanella species that labora-

tory experiments suggest can grow at 70 MPa, but not at pressures of 50 MPa [28],

suggesting they are true barophiles. Similar bacteria have been obtained from the

Mariana Trench. More remarkable evidence has been presented for growth using a

diamond anvil apparatus. Shewanella oneidensis and Escherichia coli were

reported to remain physiologically active at pressures up to 1,680 MPa for up to

30 h [29]. As for low temperatures, the pressure limits for life remain unknown.
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7.2.4 Low Water Activity Environments

Water is the essential solvent for all life on the Earth. Several measures of water

availability exist and are used by various scientific disciplines, but water activity

(aw) is perhaps the most universal. The aw of pure, liquid water is 1.0; factors that

decrease aw below 1.0 include solutes, desiccation, and subzero (�C) temperatures.

The aw of a substance can be quantified by measuring the relative humidity (e.g., by

thermocouple psychrometry) of an atmosphere in equilibrium with the substance

and applying the following relationship: aw ¼ rh/100, where rh ¼ percent relative

humidity.

Microbes can survive under conditions that are much drier and/or saltier than

those that enable growth. In fact, it is difficult to establish an absolute lower aw limit

below which all microbes perish, although the surface soil in the driest parts of the

Atacama Desert may approach that limit [30].

Studies from food science provide the lowest well documented aw permitting

growth of microorganisms. Some yeasts and moulds have been shown to reproduce,

albeit slowly, in sucrose solutions as concentrated as 83% (2.4 M), for which

aw ¼ 0.62 [31]. The food spoilage fungus Xeromyces bisporus is the world’s record
holder for growth in a sugar solution at the lowest water activity (aw ¼ 0.61; [32]).

Evaporite deposits are sources of solutes that are the most important to consider

with reference to microbial proliferation. Saturated brines of NaCl (~5.2 M), where

the aw ¼ approximately 0.75, are relatively common on Earth; and diverse

microorganisms, including members of the Bacteria, Archaea, and Eukarya, are

known to maintain stable populations in these hypersaline environments by regularly

undergoing cell division [32].

Physiological studies of these microorganisms have shown that although they

require high NaCl concentrations in their surrounding environments, e.g. for

maintaining membrane stability, Naþ ions inhibit intracellular enzymatic function.

Cells that are adapted to growth in NaCl brines exclude Naþ ions from their

cytoplasms and accumulate intracellular compatible solutes, e.g., KCl, amino

acids, or sugars to balance their internal aw to that of the extracellular solution

[33]. This adaptation requires expenditure of cellular energy for transport and/or

synthesis of solutes. Despite the worldwide distribution of these saturated NaCl

brines and their microbial inhabitants, they likely represent the most extreme

solute-induced aw that permits microbial reproduction.

Other evaporites, which occur with even lower aw than that of saturated NaCl,

include KCl, CaCl2, and MgCl2. Extreme environments containing nearly saturated

brines of these salts exist on Earth and have been suggested to contain indigenous

microorganisms. The Dead Sea is one such environment that has received extensive

microbiological study. Dead Sea brine has 340 g/L total dissolved solids that are

dominated by CaCl2 and MgCl2, with lesser amounts of NaCl and KCl; the aw is

approximately 0.67 [34], a value that is seemingly only slightly more extreme than

that for NaCl brines. Nonetheless, actual microbial reproduction in Dead Sea brine

has not been demonstrated. While there is evidence of microbes being present in the
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Dead Sea and some microbes have been isolated, actual proliferation of these salt-

adapted microbes likely occurs exclusively during periods following dilution by

rainwater. Lack of growth in the Dead Sea may be caused by the chaotropic nature

of MgCl2, i.e., its tendency to destabilize biological macromolecules [35]. Don Juan

Pond, a CaCl2-rich lake in an Antarctic Dry valley has solute concentrations

approaching 50% (wt./vol.) and aw ¼ ~0.45. As with the Dead Sea, microbes

have been reported here and associated with that a certain degree of controversy

with regard to the reproduction of microbes under such conditions [32].

More extreme even than the Dead Sea are deep anoxic basins in the Mediterra-

nean Sea with MgCl2 concentrations that can approach saturation (5.0 M,

aw ¼ ~0.3), as in Discovery Basin. There, microorganisms have been isolated

and detected by direct microscopy. Genetic analysis suggests a brine microbial

community extremely distinct from both the overlying interfacial and normal

seawater communities, and metabolic activities including uptake of glutamic

acid, methane production and sulfate reduction have been measured in the brines,

where the latter two rates were higher than in overlying (including interfacial)

waters [36]. The question nonetheless arises whether these microbes are actually

reproducing in the low aw conditions of the deepest MgCl2 brines or whether

reproduction is restricted to the overlying sea water with lower aw.

Hallsworth et al. [35] tested the biological effects of MgCl2, with emphasis on

the potential for life in a vertical chemocline extending from sea water in the

Mediterranean to the underlying, nearly saturated MgCl2 brine of the Discovery

Basin. They reported that, in addition to decreasing aw, MgCl2 is extremely

chaotropic, being even more destabilizing to biological macromolecules than

ethanol, urea, and guanidinium-HCl and comparable to phenol, all of which are

commonly used in biological laboratories to disrupt molecules or to prevent

biological activities. Although van der Wielan et al. reported measurable phospha-

tase and aminopeptidase activity in 5 MMgCl2, Hallsworth et al. [35] found that the

enzyme glucose-6-phosphate dehydrogenase was completely inactivated at MgCl2
concentrations greater than 1 M. Growth of microbial isolates from samples

collected from the Discovery basin chemocline was completely inhibited above

1.26 MMgCl2 (aw ¼ 0.916). In contrast to the measurable methane production and

sulfate reduction in 5 M MgCl2 reported by van der Wielen et al. [36], Hallsworth

et al. [35] were unable to detect associated genetic activity in the chemocline at

MgCl2 concentrations greater than 1.88 M (aw ¼ 0.845) for sulfate reduction and

2.23 M (aw ¼ 0.801) for methanogenesis. The authors conclude that microbial

activities are unlikely at MgCl2 concentrations greater than 2.3 M (aw ¼ 0.79) or

above 2.5 M MgCl2 (aw ¼ 0.76) if a kosmotropic (stabilizing) solute such as NaCl

is present. The chaotropic nature of MgCl2, which appears to be more inhibitory

than the effect of cellular water loss, may explain the patterns of microbial

abundance, activity, and growth in the Dead Sea as well as in the deep Mediterra-

nean basins. However, since the conclusions of Hallsworth et al. [35] are based

primarily on culture-based studies, they do not completely rule out the existence of

growth in concentrated MgCl2 brines by uncultivated extremophiles. While the

indications of life in these environments are somewhat controversial, the current,
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best working hypothesis is that actual microbial proliferation occurs only in less

saturated solutions that are separated in space or time from the most concentrated

brines. This hypothesis, however, still awaits confirmation.

Desiccation, i.e. loss of liquid water from a solid surface or from a porous

medium (soil, food, martian regolith, etc.) imposes a related but different water

stress on microorganisms. There is not a specific-ion effect as with solutes

containing Naþ or Mg2þ; however, there is an indirect effect from the decreasing

thickness of water films. As the water films at solid–liquid interfaces become thin

and discontinuous, the advection and diffusion of solutes as well as the mobility of

microorganisms diminish significantly. The indirect effect of this water loss is to

deprive microorganisms of necessary dissolved nutrients. Few if any solids can

provide all of the energy and nutrients required for cellular reproduction, and so

cells that are immobilized within thin water films are essentially starved. This

indirect effect of desiccation is seen at relatively high aw values in soils, where

metabolic activities are below detection at aw < 0.86 and cell division of even

desert-adapted soil microbes has not been observed below aw ¼ 0.88 [37].

Thin water films on mineral surfaces have been proposed as possible habitats for

martian microbes [38]. The extent to which ‘adsorbed’ water (thin layers of unfrozen

water bound to surfaces in monolayers only a molecules thick) is accessible to

microorganisms is unknown. However, any microbes that metabolize in such thin

films would presumably have to expend energy for acquisition and retention of liquid

water against a gradient. While neither growth nor even appreciable metabolic

activities have been detected among terrestrial microbes in contact with these thin

water films, either in soil or food, it is an intriguing idea that bears further

investigation.

The aw of liquid water in equilibrium with ice at sub-zero (�C) temperatures is

dependent only on the temperature, as the solute concentration will adjust such that

the solution will have the same water activity as ice, if the ice-water equilibrium is

maintained [39]. The aw values of liquid water in equilibrium with ice at �20�C,
and �40�C are 0.82 and 0.67, respectively. Microbes existing in these supercooled

waters suffer the combined effects of the low temperature and loss of cellular water.

Response to the latter may require expenditure of cellular energy for accumulation

of intracellular compatible solutes as one example of a microbial response to such

conditions.

7.2.5 Extremes of pH

Few biochemical reactions can occur at extreme pH values and for that reason most

terrestrial biology has evolved to maintain a near-neutral cell pH, whatever the

external pH environment. Therefore, despite the nomenclature of ‘acidophiles’ and

‘alkinophiles’, strictly speaking none of these organisms are adapted to extreme

pH’s, but are rather tolerant of extreme environmental pH values. An exception is

Acetobacter aceti, which maintains an internal acid pH.
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A wide range of bacteria, archaea and eukaryotes have been found that grow at

pH values less than 1 [e.g. 40]. Acidophiles maintain a near-neutral pH inside the

cell by pumping protons out of the cell, which requires energy expenditure. This is

sometimes achieved by the production of large numbers of proton pumps and

other membrane transporters that increase the efficiency of proton pumping across

the cell membrane. Highly acidic conditions within the cytoplasm result in protein

denaturation, providing a selection pressure for acidophiles to evolve low proton

permeabilities across cell membranes to prevent internal cell damage. Despite

mechanisms to pump out protons, many acidophiles have adaptations to tolerate

low pHs, including the evolution of acid-stable proteins. In most acid stable proteins

(such as pepsin), there is an abundance of acidic residues which minimizes destabi-

lization at low pH caused by a build-up of positive charge. Other mechanisms

include minimization of solvent accessibility of acidic residues or binding of

metal cofactors such as iron. In a specialized case of acid stability, the NAPase

protein from Nocardiopsis alba was shown to have relocated acid-sensitive salt

bridges away from regions that play an important role in the unfolding process [41].

Organisms that tolerate high pH values are less well understood, but suffer from

the problem of low proton concentrations to maintain an efficient proton gradient

across the cell membrane, necessitating the evolution of efficient proton transport

mechanisms across the cell membrane. The hydroxyl ion, generated at high pH, is

damaging to molecules on account of its property as a powerful nucleophile [42].

Natural environments where these organisms are found are in soda lakes, such as

Mono Lake in the USA. A diversity of bacteria and cyanobacteria have been

isolated from environments with a pH of 10.5.

7.3 Synergies Between Extremes

Very few organisms exist in a single physical or chemical extreme and in the natural

environment most organisms are subjected to multiple extremes in any given

environment. Some of these factors may interact in unintuitive and synergistic

ways that depend upon the chemical basis of their effect. For example, although

only a few studies have considered how growth temperature affects the water

activity range of growth for a micro-organism, they show that, at least for some

microorganisms, the range is extended when the organism is grown at lower

temperature (e.g. for Glaciecola punicea ACAM 611T at 8 versus 15�C [43],

Clostridium algoriphilum Strain 14D1 at �5 versus 5�C [44]; tested growth

temperatures did not affect the water activity range of Gelidibacter sp. Strain

IC158 [43]). In this context, it is important to bear in mind that microorganisms are

usually characterized under a very limited set of conditions; the interplay of

conditions, and the corresponding hyperdimensional space of physical and biotic

variables relevant to microbial growth and survival, has been little explored.

Other examples of these potential complications have been illustrated by the

increase in Salmonella virulence following growth on the International Space
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Station [45] and by the enhanced resistance of Salmonella to osmotic, acid and

thermal stresses following simulated space flight [45]. As a consequence, it is not

always correct to assume that challenges act additively, when they can precondition

or select organisms to endure further challenges.

7.4 Water as a Solvent

We have explored some examples of the physical limits to life, how those limits

may be established and some of the chemical adaptations that life has acquired to

deal with those extremes (see also Chap. 6). All of these extremes assume that

living organisms use water as a solvent and are made of carbon. In the following

sections we explore why water and carbon are considered to be the best solvent and

chemical backbone to life, respectively, and compare them briefly to some other

suggestions for alternative solvents and compounds. This enquiry provides a basis

to consider whether the limits to life familiar to scientists on the Earth can really be

said to be universal.

Life requires a solvent for chemical reactions to occur. This solvent must have a

number of characteristics which include: (1) a liquid phase that is similar to the

environmental conditions in which the biota is to exist, (2) a viscosity and density

that allows molecules essential to biological function to be maintained at sufficient

concentrations in the cells, (3) an environment that allows chemical reactions to

occur, but in which the conditions also allow complex molecules to be synthesised

that are not broken down by chemical reactions.

Of the characteristics that make water a particularly suitable solvent for life, its

dipole moment is an important one [46].

The dipole moment of water (1.85 D) is such that the molecule readily dissolves

both salts and organic molecules. Salts are important to life as a source of cations

and anions such as Kþ, Naþ, Fe3þ, Cl�, all of which play a role in enzyme active

sites, in stabilising membranes and as sources of energy. The dissolution of salts in

water as charged ions contributes to the ability of water to act as a medium for

chemical reactions that require charged species. The high dipole moment of water

also allows for the dissolution of small organic compounds such as amino acids,

used in protein synthesis. This property allows water to act as a mediator of organic

complexation reactions.

Although water is a good solvent for polar compounds, it does not readily

dissolve non-polar compounds, particularly large organic molecules, allowing for

their stability, which is crucial for maintaining the integrity of molecules such

as membrane phospholipids and enzymes, which are able to retain their folding

in water.

The polarity of water allows water molecules to bond together through

hydrogen-bonding. This property accounts for the wide temperature range of

water, temperatures which overlap with environmental conditions on the surface

and in the sub-surface of the Earth. Without these polar characteristics, the small
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molecular weight of water would allow for a much smaller range of temperature

conditions in the liquid state. Figure 7.2 shows the phase diagram of water with a

region depicting the conditions experienced on the surface and in the sub-surface of

the Earth.

The physico-chemical properties of water account for many of its beneficial uses

as a biological solvent. Water has a high heat of vaporisation, which promotes a

stable liquid phase inside organisms and stabilises temperatures, enhancing the

ability of organisms to cope with fluctuating temperature regimens. By contrast, a

high heat of vaporisation also implies high energy lost during evaporation, which is

used by organisms to achieve evaporative cooling against high temperatures in the

environment.

Perhaps one of the most feted properties of water that has been implicated in its

biological usefulness is the lower density of ice than water (at least Ice I, the form of

ice encountered at the Earth’s surface). The property that ice has of floating on

water when frozen provides protection for organisms in water bodies that can

remain in liquid water beneath the ice layer. However, many microorganisms can

resist freezing, and the wood frog (Rana sylvatica), similarly to other northern frogs

that hibernate close to the surface in soil or leaf litter, can tolerate the freezing of its

blood and other tissues [47]. Urea is accumulated in tissues in preparation for

overwintering, and liver glycogen is converted in large quantities to glucose in

response to internal ice formation. These molecules act as cryoprotectants to limit

the formation of ice and to reduce osmotic shrinkage of cells. Frogs can survive

Fig. 7.2 Phase diagram of water showing space within which terrestrial biology operates

(red box)
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freeze/thaw events during winter if not more than about 65% of the total body water

freezes. Although the wood frog is an unusual example, it is clear that evolutionary

strategies do exist to tolerate freezing and that although the physical attribute that

ice has to float on water may appear to favour life, it is not required for life to exist

on the Earth.

The wood frog illustrates a more general observation that care should be taken in

assigning water ‘essential’ properties that make it fine-tuned for biological use.

Although organisms have evolved specific characteristics that allow them to adapt

to the physico-chemical properties of water, these adaptations should not be taken

as evidence that water is finely tuned for biological compatibility. Hypothetical

changes to waters’ physical properties might still remain within the bounds of the

adaptive capabilities of the process of biological evolution.

Water does have some properties that are not conducive to life. It is a reactive

solvent, causing the dissociation of many macromolecules, for example it disrupts

hydrogen bonding because of its polar characteristics, making it unconducive to

protein folding. It is reactive with phosphatidyl molecules and results in a short

half-life of molecules such as ATP, used by cells as a source of energy [48]. Its

reactivity with DNA is conducive to DNA damage, contributing to the evolution of

DNA repair capabilities which are also used to repair damage caused by radiation.

7.5 Alternative Solvents to Water

The possibilities for alternative solvents to liquid water have for a long time been

discussed by the astrobiology community [e.g. 46]. Both polar and non-polar

solvents have been mooted as possible water substitutes. Although water is the

most abundant solvent in the universe, other solvents might be plausible in plane-

tary environments with different physical and chemical regimens. Unfortunately

few of these alternatives is open to empirical investigation since, as yet, there are no

planetary bodies in our Solar System that show compelling evidence to be plausible

environments where alternative solvents might be used and that could be

investigated. Additionally, our knowledge of how the origin of life occurred is

not sufficiently complete to be able to test alternative solvents in the laboratory as

possible alternative solvents for the origin of life. Nevertheless, some physical

properties of alternative solvents might make them candidates.

It has been pointed out previously [49] that many terrestrial enzymes can still be

active in non-polar solvents such as ethers and benzene and that about 20% of the

human genome encodes trans-membrane proteins that require the non-polar

environments inside membranes to operate. Although these observations do not

provide any direct evidence for the possibility of non-aqueous solvents being poten-

tially successful media for biochemistry, they show that even terrestrial biochemistry

can operate in non-aqueous solvents and in the case of trans-membrane proteins,

actually require these environments.
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7.5.1 Ammonia as a Solvent

Ammonia has been one of the most discussed alternatives to water. Early

discussions on the topic focused on the possibility of peptide bonds mediated by

a –CONH2 group as opposed to the –COOH group in amino acids. In Fig. 7.3 the

terrestrial peptide bond formation reaction is shown and the corresponding reaction

that might occur in liquid ammonia. Indeed Firsoff [50], who discussed this

possibility in early papers, speculated that the presence of nitrogen in the peptide

bond might be a remnant of early ammonia chemistry. Other analogue chemical

groups have been envisaged for ammonia solutions. Ammonophosphates have been

suggested as replacements to phosphate in speculative ammonia chemistries,

forming amide bonds with carbon molecules.

Comparing the physical properties of ammonia to those of water yields some

insights into its possible comparative advantages and disadvantages [51]. Ammonia

is about four times less viscous than water and so molecules diffuse through it more

efficiently with implications for chemical reactions. However, ammonia has a lower

heat of vaporisation than water and so is less able to accommodate temperature

fluctuations. Perhaps the greatest difference with water is that ammonia has a

smaller range of temperature in which it remains liquid.

Ammonia offers the potential for ammonia-philic and -phobic solutions, analo-

gously to water and so could allow for partitioning in analogue cell membrane

structures. Alternative energy transduction pathways have been suggested [49],

whereby electrons, rather than protons, are used to generate energy in ammonia

solutions. In terrestrial biochemistry, proton gradients established across cells

(the chemiosmotic theory) by the metabolic pumping of protons out of cells during

Fig. 7.3 Reactions showing speculative chemical reactions for formation of equivalent protein

‘peptide’ bonds in ammonia (b), rather than liquid water (a) biochemistry
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electron transfer reactions within the cell membrane are used to drive protons out of

the cell. The movement of protons back into the cell drives the trans-membrane

ATPase, which results in the formation of ATP, subsequently used in energy

yielding reactions. Conceivably these reactions could occur in liquid ammonia,

however, free electrons are stable in liquid ammonia (unlike in liquid water where

they rapidly form hydroxyl ions). Alkali metals dissolve in liquid ammonia to form

metalþ/electron solutions that can be stable for months, and allowing the solution to

conduct. A biochemistry could conceivably use free electrons to drive energy

transducting reactions. These electron-rich solutions also underline a more general

point, which is that novel chemical reactions and biologically-useful properties may

be available in some solvents that are not available in liquid water.

Ammonia presents other challenges for life, most notably the extremely high pH

at which ammonia solutions form. Ammonia solution of 1% or greater have pHs

greater than 11.0 and biochemistries would require adaptation to these conditions.

7.5.2 Other Solvents

Few alternative solvents offer the flexibility of either water or ammonia, but some

have been suggested [46].

Sulfuric acid has been suggested as an alternative solvent on Venus, where high

sulphuric acid concentrations in the clouds (>95%) make it a candidate for

biochemistry. Factors in favour of sulphuric acid include its high dipole moment,

but its high viscosity (over 20 times higher than H2O) would reduce its effective-

ness as a medium for molecular diffusion. Its high reactivity with carbon-containing

molecules and hygroscopic characteristics also make it an implausible solvent for

any chemistry resembling terrestrial chemistry.

Hydrofluoric acid has been discussed as another alternative solvent. Its similar

heat of vaporisation to water and wide temperature range at which is remains liquid

make it a possible candidate, with fluorine replacing oxygen in many molecular

structures. However, its low cosmic abundance and high reactivity with organic

carbon molecules make its use limited.

Houtkooper and Schulze-Makuch [52] suggest hydrogen peroxide as a potential

solvent to improve the characteristics of water as a solvent in some environments.

They point out its strong oxidising properties, which make it incompatible with

many carbon-containing molecules and the formation of free radicals contribute to

its ability to damage macromolecules. However, mixed with liquid water,

supercooled liquids are formed, which might mitigate freeze-damage to organisms.

The hygroscopic nature of mixtures of hydrogen peroxide with water makes them

potential water scavengers.
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7.6 Carbon as a Building Block for Life

The previous sections considered why, from a physico-chemical standpoint, water

is an ideal solvent for life. Now we consider the building-block element of life. The

basic building block element of all terrestrial life is carbon [42]. Why is this so?

One important reason is the sheer versatility of molecules that carbon can form.

Several characteristics of carbon contribute to its molecular versatility including:

(1) its electronic structure which allows for the formation of single, double or triple

bonds, (2) the high activation energies of bonds resulting in stable molecular

structures, (3) high carbon-carbon bond strengths compared to other bonds that

increase the stability of carbon-containing molecules.

Molecules containing carbon range in two dimensional structure from chains to

rings. The simplest carbon molecules are alkanes (C2H(2n þ 2)) (n ¼ 1 is CH4,

methane, n ¼ 2 is C2H6, ethane). The substitution of hydrogen atoms results in

functional groups of wide use in different biochemical functions, for example:

esters: –COO–R– (where R is an alkyl group) used in membranes; amino (–NH2)

and carboxyl (–COOH) groups found in amino acids and which react to form the

peptide bond responsible for protein structure; –PO4, organic phosphates found in

DNA and other molecules; alcohols (�OH) used by microorganisms in energy

yielding reactions etc.

Carbon atoms are also arranged in rings as complete carbon rings or carbon rings

joined together by other atoms such as oxygen. The benzene ring, a six carbon ring,

forms the basic structure of many biologically important molecules from

nucleotides in DNA to sterols such as cholesterol, which is a precursor to vitamins

and a range of hormones.

The ability to form complex and stable chains of molecules is undoubtedly the

single most important characteristic of carbon in natural systems. All three of the

major components of life – lipids for cell membranes, proteins for cell components

and the information storage system, DNA, are based on the chain-forming

capacities of carbon. In the case of lipids, the fatty acids that make up their ‘tails’

are composed of long chains of carbon that are either saturated (single) bonds or

unsaturated (which means that they contain double bonds that impart a ‘kink’ to the

chain). Earlier in the chapter it was explained how unsaturated chains allow for

organisms to adapt to cold temperature or high pressures. These adaptations to

environmental extremes are therefore made possible by a simple change of a single

bond to a double bond within the lipid chain; showing how quite complex

adaptations to environmental extremes are made possible by very basic physico-

chemical changes.

Proteins are chains of repeating units made up of two carbon atoms and one

nitrogen atom, the C–N bond constituting the peptide bond between the different

amino acids that make up the protein chain. Each repeating carbon unit has a

different functional group depending on what amino acid it is. The protein structure

is possible because of the similar bond energies between the C–N bond and the

C–C bond.
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Nucleic acids are formed by repeating units of three carbon atoms, one oxygen

atom, a phosphorus atom and another oxygen atom. This backbone allows for the

addition of pyrimidines and purines that form base pairs across two of these

repeating units, resulting in the DNA double helix.

The ability to form chains is one of the most important characteristics of a

carbon-based biochemistry. The complexity of life depends upon repeating units

that can be formed into structures capable of carrying out complex functions from

information storage to cell membrane formation. Carbon fulfils this need.

Apart from biomolecule construction, carbon also performs many useful

functions in energy acquisition in cells. The ability of carbon to change between

valence states from �4 (e.g. methane) to þ4 (carbon dioxide) makes it a versatile

electron donor and acceptor in many energetic reactions. This is particularly the

case amongst microbes. Many microorganisms use organic carbon as a source of

electrons in energy transduction, for example using carbon compounds in aerobic

respiration and to drive reactions such as iron reduction under anaerobic reactions.

Microorganisms are able to use a wide variety of carbon compounds from methane

(in methanotrophy) to aromatic compounds (for example used by Geobacter
species in iron reduction in soils contaminated with industrial waste).

The likelihood of carbon as a common building element for life (if it exists

elsewhere) is supported by its distribution in the Universe. Carbon is a common

element and the discovery of a variety of carbon-containing compounds in

meteorites, including amino acids, nucleotides including adenine, guanine and a

large variety of other compounds shows that the building blocks associated with

terrestrial life are universally distributed, as observation further supported by

observations of the formation of alcohols and other carbon compounds in the

interstellar medium. These data show that the universe contains a large number of

sources of the building blocks associated with terrestrial life that could conceivably

drive biochemistry elsewhere.

7.7 Silicon as an Alternative Building Block

Of alternative elemental building blocks to life, silicon has been most widely

discussed by the chemistry community [46, 49]. As a p-block element of group

IV, below carbon in the periodic table it shares many common chemical

characteristics (see Chap. 1). Amongst the similarities between the elements that

are of biological relevance are: both form sp3 hybrid orbitals with tetrahedral

structures leading to similar structures in many of their compounds, both elements

have high melting and boiling points, both are solids at standard temperatures and

pressures and both elements are in the mid-range of electronegativities.

Silicon is generally more reactive than carbon, which is attributed to three

characteristics. Firstly, silicon has accessible d-orbitals, which allows for higher

coordination numbers than is possible with carbon, and which allows reactions such

as hydrolysis to occur at lower energies. In carbon, similar reactions must be
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mediated by free radicals. For example, silane combusts spontaneously in air even

at 0�C, whereas its carbon analogue, methane, remains completely stable, even in

pure oxygen. Secondly, many silicon bonds with other elements are weaker than in

carbon, requiring less energy to break them. Finally, silicon is more electropositive

than carbon, leading to strongly polarised bonds with other non-metals which are

much more susceptible to both nucleophilic and electrophilic attack. Although the

more reactive nature of silicon may at first appear to be a disadvantage in any

potential biochemistry, this high reactivity might make it more conducive to

biochemical reactions at low temperatures (for example in liquid nitrogen), which

would probably be required to provide a non-aqueous solvent in which silicon

biochemistry could evolve.

Although there are similarities, both elements have some significant differences

which affect compound formation. The Si-Si bond strength is lower than the C–C

bond strength resulting in a lower energy of vaporisation. The larger radius of

silicon accounts for its weaker bond strengths (see Chap. 1), which means it less

readily forms complex compounds. In particular, bond angles of silicon compounds

are generally larger because of its larger size, meaning that silicon cannot form

molecules analogous to aromatic compounds in carbon biochemistry. Aromatic

compounds are found throughout carbon biochemistry and give huge versatility to

the complexity of compounds that can be assembled and their bonding interactions,

for example base pairs within DNA. Few silicon compounds contain double and

triple bonds, which are common in carbon compounds and account for many

chemically important properties, for example the difference between saturated

and unsaturated fatty acids. In the case of silicon, the formation of single bonds

with other atoms often leads to unreactive states. For example, fully oxidised silicon

forms silica, a highly unreactive compound which makes up quartz, whereas carbon

forms a double bond with oxygen to produce carbon dioxide, a gas which has a

diversity of uses in biochemistry, not least as an easily accessible form of carbon

for life, but also as an electron acceptor in energy yielding reactions such as

methanogenesis. Indeed, in most settings under standard temperatures and

pressures silicon forms unreactive silicates, which on Earth are found in a wide

diversity of different rock types.

A more plausible chemistry involving silicon is a hybrid system with carbon.

Silanes have the ability to form branched chains of molecules. Although silicon

cannot easily form a six-ring structure with delocalised electrons like benzene, it

can form a six-ring structure (siloxene) in which oxygen atoms hold together the

silicon atoms. By replacing the hydrogen atom in silanes with organic groups,

greater stability is achieved since the silicon-hydrogen bond is weak. Chained

silanes are analogous to long chain hydrocarbons. These organosilicon compounds

are thermally stable and are chemically inert. Although laboratory experiments can

be performed to generate these compounds, rarely are they found in nature. One

problem with silicon it its reactivity in oxygen environments which leads to the

formation of inert silicates, as witnessed in the Earth’s rocks. However, if oxygen is

replaced by S or N, a variety of chained silicon compounds can be formed.
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Silicon also forms stable tetra-, penta- and hexa-cordinated compounds with Si-N,

-C and -O bonds and can form stable covalent bonds with nitrogen, phosphorus,

sulphur, the halogens and many other elements that are associated with the generation

of molecular diversity in carbon biochemistry. Other analogies with carbon chemistry

exist. Silicon can form ring structures analogous to sugars (in silicone chemistry).

Cage systems such as silsesquixones can be functionalised with a wide diversity of

sidegroups to allow for a remarkable diversity of molecules. Siloxenes are polymeric

structures with the general formula Si6H6O3. They are made of cyclosilane rings with

attached-OH groups and are made up of monomeric units with analogies to

carbohydrates and whose ring structures have analogies to chlorophylls.

Schulze-Makuch and Irwin [46] consider the constraints on different types of

silicon-based life. For silanes, they point out that chemical reactions would have to

occur in an oxygen and water-free environment to prevent reactions of silanes

leading to inert silicates. However, it should also be pointed out that chemical

disequilibria can generate conditions where silicon-containing compounds can exist

even in environments under highly oxidising conditions. Silicon carbide, for exam-

ple, is found as a mineral in the Earth’s crust and is found in meteorites. An

additional problem is the solvent to be used in the absence of water. Methane is

one possibility. However, if planetary conditions are such that oxygen and water

have been driven off from the planetary surface to allow silane biochemistry, then

methane would also be unlikely to be present, in which case higher molecular

weight compounds could act as alternative solvents.

Other speculations have considered silicate-based life forms at high temperatures

when the melting of rocks increases their reactivity. Feinberg and Shapiro [48]

discuss the possibility of lavobes and magmobes, organisms that inhabit molten

rocks and make use of the formation of layered silicates where cation exchange

reactions could occur within the silicates. Information would be encoded within

structural defects within the minerals. Although these ideas are intriguing, no

evidence exists for them in the terrestrial rock record despite the fact that the earth

has had abundant habitats containing molten rocks throughout its history.

7.8 Thermodynamic Limits to Life

So far we have considered the limits to life as set by physical and chemical extremes

and explored some of the physical chemistry behind those extremes and what

makes water as a solvent and carbon as a building block element so favourable.

However, ultimately, for an organism to be able to grow and reproduce at an

extreme, it must be able to gather sufficient energy, not only to grow and reproduce,

but to repair molecules and synthesise new ones required for biochemistry to

function at a given extreme. Therefore, one way to examine the limits to life is to

consider the limits to energy acquisition. In this section we will consider some of

the physical chemistry behind the thermodynamic limits to life (see also Chap. 9).
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The universal demand for energy is a commonly used descriptor of life; all life

forms require energy to fulfil the specific functions that power metabolic processes.

Whether harnessed from the physical energy of the sun, the chemical energy of

matter, or the biological energy taken in from other organisms, life draws energy

from its surroundings and converts it to a biologically-useful form; ATP. Any

process in which energy is converted from one form to another must be thermody-

namically feasible in order to proceed. Defining this feasibility across a range of

reactions and environmental conditions provides a powerful tool with which to

define the energetic limits to life.

Most relevant to this discussion are the limits to chemosynthetic life; micro-

organisms that harness chemical energy from the environment by catalysing redox

(reduction-oxidation) reactions out of thermodynamic equilibria to fuel cellular

metabolism. These microorganisms are common to many extreme environments on

Earth. Electrons are acquired from the electron donor (substance being reduced)

and passed to the terminal electron acceptor (substance being oxidised) via a

membrane-associated electron transport chain which ultimately establishes a proton

gradient across the membrane. Across this gradient electron transport phosphoryla-

tion occurs, generating ATP from ADP. Chemosynthetic micro-organisms are

capable of exploiting an extraordinary range of redox couples, from iron oxidation

to uranium reduction. Each combination of electron donors and acceptors is

characterised by different inherent thermodynamic constraints, in addition to

those set by the environment in which they are found. Pressure, temperature,

pH and the concentration of each redox constituent all exert influence on the

thermodynamic feasibility. As such, the ability to define the extent of this feasibility

for any given environment using thermodynamic tools is an essential element of

understanding the overall limits of life in extreme environments.

7.8.1 Gibbs Energy

How can the energetic limits to life be quantified? The most powerful diagnostic

tool for assessing the feasibility of microbially-mediated redox reactions is Gibbs

energy (G), a measure of the ability of a system to do work. In Chap. 1, thermody-

namics was discussed from a chemical perspective. Here we discuss its application

to energy-gathering in microorganisms. Gibbs energy is based on the combined

effects of two fundamental thermodynamic functions, enthalpy (H) and entropy (S).
The former represents the heat content of a system, and the latter represents the

degree of disorder. The change in Gibbs energy (DG) for a given reaction can be

used to accurately determine whether the reaction will proceed or not. In this

respect, DG can be thought of as a measure of the ‘tendency to react’, and is

indicated by the sign of the value: if DG is less than zero, the reaction will proceed

spontaneously, but not necessarily rapidly. If it is greater than zero, the reaction will

not proceed unless energy is supplied from outside the system; and if DG is zero, the

reactants and products will exist side by side in a state of equilibrium. Furthermore,
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the magnitude of the value indicates how far from equilibrium the reaction will go;

a negative value close to zero indicates that the reaction is close to equilibrium,

whereas a much more negative value indicates that the reactants of the system will

react almost entirely to form the products [53].

The most basic way in which DG can be calculated is under standard conditions

of temperature (25�C) and pressure (1 atm) using the standard Free energies of

formation (DG�
f) of the relevant products and reactants. These values represent the

Free energy change associated with the formation of a particular compound from its

constituent elements in their most stable forms under standard conditions. For

instance, the DG�
f of carbon dioxide gas represents its formation from graphite

(Cgraphite) and di-oxygen (O2) (values of DG�
f are commonly listed for a range of

compounds in the appendices of chemistry and thermodynamic text books). By

subtracting the sum of the DG�
f of the reactants from the sum of DG�

f of the

products, a value of DG� for the reaction is obtained:

DG�
r ¼

X
DG�

products �
X

DG�
reactants (7.1)

This equation can be applied to any microbially-mediated redox reaction to

determine its feasibility under standard conditions. For example, Geobacter
metallireducens [54] reduces ferric iron, such as iron(III) hydroxide, by acquiring

electrons from organic compounds, such as acetate:

8Fe OHð Þ3 þ CH3COO
� þ 15Hþ Ð 8 Fe2þ þ 2HCo�3 þ 20H2O

DG�
r ¼ �112:94 kJ=mol e�

(R7.1)

The negative change in Gibbs energy for this reaction, obtained by applying

DG�
f values [55] to (7.1), indicates that under standard conditions the reaction will

proceed spontaneously, and hence microbially-mediated iron-reduction in an

equivalent environment is feasible. The following equations represent the other

half of the microbial iron cycle, iron oxidation, in which ferrous iron is oxidised by

oxygen ([3] e.g., Acidiferrobacter thioxydans; [56]) in aerobic conditions or nitrate
([4] e.g., Desulfitobacterium frappieri; [57]) in anaerobic conditions:

4Fe2þ þ O2 þ 4Hþ Ð 4Fe3þ þ 2H2O

DG�
r ¼ � 44:32 kJ=mol e�

(R7.2)

10Fe2þ þ 2NO�
3 þ 12Hþ Ð 10Fe3þ þ N2 þ 6H2O

DG�
r ¼ �45:78 kJ=mol e�

(R7.3)

These reactions are also thermodynamically favourable under standard

conditions, and the difference between utilizing oxygen or nitrate as the terminal

electron acceptor is minimal. However, the larger difference in Gibbs energy

change between the reduction and oxidation of iron indicates that reduction is
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more favourable. Indeed, by calculating DG�
r for a range of microbially-mediated

redox reactions and normalising for the number of electrons transferred, as in the

equations above, one can get a sense of the hierarchy of favourability under the

standard conditions specified.

Gibbs energy calculations are also useful for determining the difference between

the utilisation of different electron donors and acceptors in the same metabolic

process. For instance, G. metallireducens is capable of oxidising a wide range of

organic compounds with the concurrent reduction in ferric iron. By calculating

DG�
r for iron reduction coupled to a variety of different electron donors, the relative

favourability of each can be determined. The following equations represent the

reduction of ferric iron in solution coupled to methanol [5], glucose [6], and toluene

[7] oxidation, respectively:

6Fe3þ þ CH3OH þ 2H2O Ð 6Fe2þ þ HCo�3 þ 7Hþ

DG�
r ¼ �65:30 kJ=mol e� (R7.4)

24Fe3þ þ C6H12O6 þ 12H2O Ð 24Fe2þ þ 6HCO�
3 þ 3OHþ

DG�
r ¼ �64:17 kJ=mol e� (R7.5)

36Fe3þ þ C7H8 þ 21H2O Ð 36Fe2þ þ 7HCO�
3 þ 3Hþ

DG�
r ¼ �53:18 kJ=mol e� (R7.6)

The values are all negative, therefore each iron reduction reaction is thermody-

namically favourable under standard conditions; however the relatively more

negative value of methanol oxidation indicates that this is the most favourable

combination of electron donor and acceptor for iron-reducing micro-organisms.

Compared with electron donors, the relative difference in Gibbs energy is much

greater for a range of ferric iron electron acceptors in iron reduction, clearly

illustrated by comparing the values of DG�
r from (R7.4), (R7.5) and (R7.6) with

the following reactions, in which the iron(III) hydroxide electron acceptor has been

replaced with hematite [8] and goethite [9], respectively:

4Fe2O3 þ CH3COO
� þ 15Hþ Ð 8Fe2þ þ 2HCO�

3 þ 8H2O

DG�
r ¼ �65:30 kJ=mol e� (R7.7)

8FeO OHð Þ þ CH3COO
� þ 15Hþ Ð 8Fe2þ þ 2HCO�

3 þ 12H2O

DG�
r ¼ �5:82 kJ=mol e�

(R7.8)

Again, all reactions are thermodynamically feasible, with the reduction of iron

(III) hydroxide the most favourable. In contrast, goethite reduction is only just

thermodynamically feasible. Such data are useful in considering the various redox

pairs, and their relative favourability, available to iron-reducing micro-organisms.

It is worth highlighting that these data refer only to an idealised situation in which

temperature and pressure remain constant at standard conditions. The following

equation allows for the calculation of DG at temperatures other than 25�C:
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DG ¼ DH � TDS (7.2)

where:

DH ¼
X

DH�
products �

X
DH�

reactants (7.3)

DS ¼
X

DS�products �
X

DS�reactants (7.4)

Unlike (7.1), which incorporates only the standardGibbs energies of formation for

the relevant reactants and products, this (7.2) splits the Gibbs energy function into its

constituent elements of enthalpy and energy changes, isolating the effect of temper-

ature. In order to apply (7.2) data are required for the standard enthalpies of formation

(change in heat content when a substance is formed from its elements in their most

stable forms under standard conditions of 25�C and 1 atm) and entropies (degree of

disorder) of each substance [58]. Such data are often listed alongside standard Gibbs

energies of formation in data tables, and are applied to (7.5) and (7.6).

Equation (7.2) can be applied to microbially-mediated redox reactions in

environments characterised by extremes in temperatures, where the calculation of

standard changes in Gibbs energy (7.1) are misrepresentative of the system. Let us

reconsider the reduction of ferric iron coupled to methanol oxidation. At 25�C this

reaction has a Gibbs energy of �65.30 kJ per electron transferred. If we consider

the same reaction at 100�C, a temperature representative of a hydrothermal vent

system, the change in Gibbs energy is �76.30 kJ/mol e�. In contrast, at a tempera-

ture of 0�C representative of polar environments, the same reaction yields a less

negative change in Gibbs energy of �61.43 kJ/mol e�. Thermodynamic

considerations therefore indicate that this redox reaction is more favourable in

environments with higher temperatures.

It is possible to calculate change in Gibbs energy for systems in which the

pressure is other than 1 atm. However, the majority of microbially-mediated redox

reactions occur in the aqueous phase, and hence pressure is not a major concern in

this context. For reactions that do involve gaseous phases, such as methanogenesis

from carbon dioxide and hydrogen, the pressure of the system and its changes

through the course of the reaction will affect the Gibbs energy of the reaction.

However, its calculation is beyond the scope of this chapter [58].

To assess the effect of different concentrations of redox constituents on the

change in Gibbs energy of a reaction, the equilibrium constant (Kc) is required:

Kc ¼ Y½ �y Z½ �z
B½ �b D½ �d (7.5)

for the hypothetical reaction reaction: bB + dD ⇌ yY + zZ.
The square brackets in (7.5) represent the concentration of reactants (B, D) and

products (Y, Z; in moles per litre), and indices indicate stoichiometric coefficients.

The change in Gibbs energy can then be calculated using the following equation:
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DG ¼ �RT lnKc þ RT ln
ayYa

z
Z

abBa
d
D

(7.6)

where R is the universal gas constant, T is temperature (Kelvin), and Kc is the

equilibrium constant calculated from (7.5) above.

This equation is particular useful when assessing the effects of pH on a redox

system, where the concentration of protons produced or reacted can be increased or

decreased to represent relatively more acidic or alkali environments, respectively.

It can also be applied to a particular environment where geochemical data are

available in order to gain insight into the range of feasible microbially-mediated

redox reactions that may occur over time and space.

It is important to point out that, whilst thermodynamic tools offer the means to

deduce whether a given reaction will occur, the rate of such reactions require the

application of chemical kinetics. That is to say, the Gibbs energy value may indicate

that a reaction will proceed spontaneously for a given set of physico-chemical

conditions, yet the rate of reaction may be slow. Additionally, that a reaction will

proceed spontaneously does not alone indicate that this reaction is catalysed by life.

It is therefore most powerful when used in conjunction with chemical kinetics, and

complemented by microbiological data.

7.8.2 Applications

Thermodynamic considerations are increasingly being incorporated into

discussions of redox-metabolising micro-organisms as tools for understanding

metabolic activity in nature and laboratory studies [e.g., 59, 60]. Perhaps the most

comprehensive example of the application of thermodynamics to life in extremes is

the study of metabolic processes in the Vulcano shallow marine hydrothermal

system in Italy [61]. In order to better understand the diverse lithotrophic

and heterotrophic microbial assemblages found in this system, the authors used

geochemical data (pH, temperature, conductivity, ionic and organic acid

concentrations) collected from various locations to model reaction energetics of

145 organic and inorganic redox reactions under in situ conditions. To achieve this,

they calculated individual activities for each aqueous compound, and obtained

changes in Gibbs energy using (7.6). The resulting values were normalised for

the number of electrons transferred to allow cross-comparison of different meta-

bolic pathways. From these values they were able to deduce which redox reactions

yielded the most and the least energy, with values ranging from 0 to 125 kJ/mol e�.

Trends in most favourable terminal electron acceptor were also apparent. These

data were complemented by a genetic survey of geothermal (56�C) fluids taken

from the same locations. Additional geochemical data from a subsequent field

campaign allowed for additional spatial coverage of the Vulcano hydrothermal

system and for temporal comparisons to be drawn [62]; three additional locations
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were sampled, and six of the previous locations were re-sampled. Results from the

subsequent energetic calculations revealed that spatial variation in iron redox

reaction energy yields was significant, though temperature variations were

moderate in their effects. Given that the microbial ecology of such an environment

is contingent on geochemical composition, an understanding of the associated

energetic potential available to life is a crucial aspect in understanding its limits.

Thermodynamic considerations have also been suggested as an approach to search

for habitable environments elsewhere in our Solar System [e.g., 63–65]; a thermody-

namic approach offers a universally-applicable constraint on habitability, given the

universal energy demand across all life. This approach would entail defining poten-

tially habitable environments, such as on Mars, in terms of energy sources, electron

donors and electron acceptors, and characterising the extent of energy disequilibrium

available across space and time [63]. This has been dubbed the “Follow the Energy”

approach to detecting habitability, thought to build upon the well-known “Follow the

Water” concept that has yielded so much valuable geochemical information on Mars

to date. In addition to identifying areas in which life may reside, thermodynamic

considerations will also serve to identify the suite of biomarkers that may exist,

fuelling future life detection missions to Mars and beyond [65].

7.9 Many Biospaces?

The limits to life based on a water-carbon biochemistry elaborated earlier in the

chapter give rise to a physical and chemical ‘space’ within which life can grow. We

might refer to this as a ‘biospace’. The biospace is an n-dimensional space bounded

by the wide variety of physical and chemical extremes of life including pressure,

high and low temperature, pH, radiation, salinity, etc. The absolute limits of life for

any given physical and chemical extreme are in many cases not known, for example

the upper temperature limit for life may not yet have been reached, so the biospace

for terrestrial-like carbon-based life using water as a solvent is not yet properly

defined.

Are the boundaries of the biospace universal? Many of the limits to life are set by

basic biophysics. For example, the upper temperature limit for life is ultimately

likely to be set by the damage done to biomolecules (i.e. the energy imparted to

them by the high temperatures) and whether the energy required to repair molecules

and synthesise new ones can be gathered by the organism from the environment.

Although different evolutionary innovations might plausibly allow for more

efficient energy gathering apparatus than in terrestrial organisms and novel types

of molecular folding might make molecules even more resistant to high

temperatures than those found in existing organisms, ultimately bond energies of

carbon molecules are universal and one might hypothesise that the energies

imparted by high temperatures will ultimately exceed any evolutionary innovations

possible to counteract them. Terrestrial life has had over 3.5 billion years to evolve

methods to cope with physical and chemical extremes and one might argue that the
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limits exhibited by terrestrial life, both today and in the past, represent universal

boundaries of biophysical capabilities, although the boundaries may be slightly

different depending on the exact architecture of key molecules that become

incorporated into any particular carbon based life.

Regardless of whether the limits to terrestrial life displayed by lifeforms on the

Earth are universal or whether the n-dimensional biospace of carbon and water based

life can be radically different, another question is whether other biospaces exist in the

Universe that are defined by the physical and chemical extremes of other types

of biochemistry. Bains (2004) for example, presents an elaborate scheme for the

biogeochemistry of a silane/silanol biochemistry in liquid nitrogen. In this scheme

crustal CO and CO2, water and ammonia react with silica in serpentinization reactions

to produce methane, hydrogen and silanes/silanols. These silicon compounds are then

transported to the oceans by geyser activity. These compounds react with unsaturated

hydrocarbons to generate methane and other byproducts which can take part in

feedback reactions to generate further catalytic silanols. Clearly, if biochemistries

such as these exist and they were to lead to life, that life would occupy a very different

biospace than life on the Earth with, for example, a lower temperature range.

The possibility of multiple biospaces which life can occupy with different

biochemistries is conceptually illustrated in Fig. 7.4. As yet, there is no chemical

evidence for life that uses an alternative elemental building block than carbon and

an alternative solvent to water. Few experiments exist to test the possibility of the

origin and evolution of life. As yet, we know of only the biospace occupied by

carbon and water-based life exemplified by life on the Earth. Nevertheless, the

alternative solvents and elemental building blocks reviewed in this chapter remind

us that the physico-chemical limits of life are not unambiguously described by our

knowledge of chemistry.

Fig. 7.4 A simple conceptual diagram of multiple ‘biospaces’ of life that use different physical

chemistries and therefore are enclosed within different physical and chemical extremes. The

boundaries of each biospace may, however, be universal
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A future challenge of physical chemistry in astrobiology is to test the hypothesis

that alternative biospaces exist on other planetary bodies and to test the plausibility

of reaction schemes in the laboratory.

7.10 Some Concluding Remarks

The complexity of biology might superficially give the impression that every

planetary ‘experiment’ in biological evolution would give rise to different outcomes.

Although very few of the physical and chemical boundaries to terrestrial life that have

been explored have been defined exactly, it is clear that for low temperature and water

activity, two extensively studied extremes, physical chemistry does seem to define

boundaries that are likely to be universal. These boundaries are further ‘reinforced’ by

the thermodynamics of acquiring sufficient energy from biologically-available redox

couples to allow organisms to repair damage and synthesise new biologicalmaterial at

these extremes. Clearly, however, our knowledge of the physical chemistry of the

limits of life remains in its infancy. A further question that remains largely experi-

mentally unexplored is whether the ‘biospace’ occupied by carbon and water based

life is the only available biospace, or whether other biospaces exist in which life uses

alternative solvents or elemental building blocks and which have quite different

physical and chemical limits.
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Chapter 8

Life, Metabolism and Energy

Robert Pascal

Abstract The energy processes that support life are analysed with respect to their

thermodynamic and kinetic requirements: (1) a flow of energy in order that self-

organisation does not violate the 2nd Law of thermodynamics and (2) the fact that

life must be regarded as a kinetic state of matter. Aside from anabolism consisting

in the synthesis of metabolites, including the activated precursors of biopolymers,

the need for energy flow coming from catabolism or physical sources of energy is

emphasised. Quantitative conclusions are reached by considering the lifetime of

side-reactions and the absolute temperature. This relationship is consistent with the

fact that self-organisation involves covalent bonds and implies the contribution of

energy sources with a high thermodynamic potential. These constraints lead to a

definition of the conditions under which self-organisation is possible, contribute to

determine the nature of the system, and bring about a new concept with regard to

the habitability of exoplanets: the compatibility with the origin of life.

The issue of the metabolism of the first living organisms that emerged on the

surface of the Earth is the object of several ongoing controversies [1]. Which

energy sources were feeding its metabolism [2–6]? Was it autotrophic, synthesizing

its own organic components from energy and mineral sources of carbon (carbon

dioxide, for instance) [7–10], or heterotrophic [11–14], using abiotically formed

organic matter found in the environment as starting materials? Between metabolism

and genetic support, which character of living beings emerged first [15–17]? These

issues are commonly addressed by considering the environment of the early Earth

or the biological record by a molecular phylogeny approach. Considering the

physicochemical laws underlying the emergence of life may be an alternative
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approach that should be regarded when tackling the possibility that life emerged in

several instances in the Universe as the result of general self-organisation

principles. A difficulty in this approach is that there is no consensus on the mere

definition of what is life and a simple formulation may be out of reach [18]. In

contrast to inert things, living organisms cannot be isolated as a fixed category since

dynamical features are clearly needed to consider them as alive. As a matter of fact

it is not so easy to tell the difference between a dead body or a stuffed animal and a

living one by looking at a single snapshot whereas motions immediately give

information on their nature. The key differences lie in the dynamic nature of living

beings and in considering that they are pieces of a genealogic (evolutionary)

process, which has been expressed by Theodosius Dobzhansky as “Nothing in
biology makes sense except in the light of evolution” [19]. However, considering

the species living on Earth as the result of an evolutionary process governed by

natural selection does not mean that life escapes the principles of physics or

chemistry. Biology provides no indication that a single feature of life is in contra-

diction with the laws of physics even though the systemic nature of living beings or

that of the whole biosphere are not so easy to explain in a simple way and are not

possible to describe in a purely deterministic way. Before any proposition that new

principles need to be added to account for the living world, it would be better, in a

reductionist approach, to check if living organisms make use of sub-systems that

are not explained by physical laws.

Actually, our difficulties lie in the need of incorporating the evolutionary process

in a physicochemical description. Attempts to express Darwinian theory in physical

terms have been made since the beginning of the twentieth century, and a noticeable

one was proposed by Lotka who wrote: “. . .a principle competent to extend our
systematic knowledge in this field seems to be found in the principle of natural
selection, the principle of the survival of the fittest, or, to speak in terms freed from
biological implications, the principle of the persistence of stable forms” [20]. It was
also probably the first attempt to merge the special ability of autocatalytic processes

with the irreversible thermodynamics of far from equilibrium systems [21].1 This

assumption means that metabolic features of life could be understood with available

laws of physics and chemistry. Independently from this intuition, comprehensive

studies of the kinetic specificities of self-replicating systems have been published

[23–27] so that Addy Pross has recently expressed natural selection as the manifes-

tation of dynamic kinetic stability, which has a scope that is beyond biology. Then,

the transition from non-living to living (the emergence of life) can be considered as

a transition2 in a process governed by driving forces (including dynamic kinetic

1 The question of why Lotka views have scarcely been considered by scientists (except in a few

instances as for example ref. [22]) involved in origin of life studies during the twentieth century is

open to debate by historians of science.
2 It is worthy to note that considering the emergence of life as an event in a continuous process

means that locating the emergence of life is arbitrary, as that of any transition in history, so that the

mere definition of life cannot be purely objective but the result of a convention established and

adopted by the scientific community.
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stability) and not as two independent processes, the first one depending on physical
laws and the second one on the Darwinian theory [28, 29].

When life is described as resulting from the dynamics of things that are able to

replicate as developed in the preceding paragraph, there is apparently no contribu-

tion of metabolism to the systems (although most authors do not overlook its

contribution). On the contrary, any system in which replicators are in the growth

phase needs to be fed with energy, provided as activated species or activating

agents, which must become a limiting factor because of exponential growth.

Indeed, it has been demonstrated [30] that a model involving two replicators, the

first living at the expense of activated building blocks and the second capable, in

addition, of harvesting energy to build its own building blocks, demonstrated that

the second one will predominate even in the case of a less efficient replication when

activated monomers become rare. The issue of how energy can be provided to a

self-replicating system is important to be addressed. The aim of this chapter is to

deal with this question and to show that physicochemical principles have both

qualitative and quantitative consequences on the metabolic features of living

organisms and on the issue of the plausibility of the emergence of life in the

Universe. It is not intended as a comprehensive account of the metabolisms found

in biology and microbiology but a only as an analysis of the consequences of simple

physical and chemical laws on the proto-metabolisms that played a role in the

emergence of life and on the driving forces that ruled their evolution towards

modern enzymatic systems.

8.1 Self-Organisation and the Nature of Matter and Energy

One of the main reasons that probably led Erwin Schr€odinger to write his booklet

“What is life” [31] was related to his view that the description of our physical world

by quantum theory had consequences for understanding how living organisms are

functioning. In fact, macroscopic physics usually considers matter and energy as

physical quantities that can be varied continuously, which is not right when

considering the microscopic scale in which the atomic and subatomic descriptions

of matter have to be considered and in which energy is changed by discontinuous

amounts (quanta).

8.1.1 Matter

The view that solids, liquids and gases around us are made of atoms or molecules that

can also be organised in crystal or other supramolecular assemblies seems unmistak-

able because of the progress of physics during the nineteenth and twentieth centuries.

But it is worth noting that Greek philosophers considered that the structures observed

in our world at the macroscopic scale result from the existence of the assembly of
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discrete particles. In many instances, the description of our world requires to consider

that matter is not continuous; it is made of particles, atoms and molecules. Organized

systems of molecules exceeding the atomic or molecular scale can be built from these

molecular building blocks by non-covalent interactions leading to crystals, micelles,

vesicles or other supramolecular architectures. The formation of these structures

corresponds to the evolution that takes place provided that they are thermodynami-

cally more stable than a disordered state. Their formation is usually thermodynami-

cally driven. In some cases, they are capable of leading to the formation of

biomimetic structures [32].

But kinetically driven processes can also lead to structures that have

consequences at the macroscopic scale, which is meaningful with regards to life

and its origin. This specificity is found for things (molecules, cells, organisms

constituting replicators) that are capable of reproducing themselves leading in

favourable cases to exponential growth. As a matter of fact, the existence of a finite

set of atomic constituents is the source of the possibility of self-reproducing

systems (molecules or assemblies), the dynamic behaviour of which has been

considered as one of the main features responsible for the specificity of life and

of its kinetic stability [28, 29]. The non-sustainable power of exponential growth

may be illustrated by the possibility of a single grain of wheat, considering that it

can be multiplied by a factor of let us say 10 every year (one generation), which

could potentially lead to 1080 grains after 80 year (a life span), which would exhaust

much more than the possibilities of the whole known Universe (ca. 1080 nucleons).
This growth efficiency is the source of dynamic kinetic stability [28, 29] observable
for systems held away from equilibrium and behaving as a kinetic state of matter

[33–35]. In fact, a genuine exponential growth is a key for the possibility of

selection of the most efficient replicators [25], those that have the more numerous

offspring. This need of self-replicating or self-reproducing systems is taken into

account in most scenarios for the origins of life since the replication of information

bearing polymers, as achieved with nucleic acids thanks to Watson-Crick pairing,

has been considered as a requirement for an unlimited variability required for an

open-ended evolutionary process [36].

8.1.2 Energy

Energy changes in atomic ormolecular systems occur through discrete amounts rather

than being varied continuously or by any arbitrary amount. Then any collection of

atoms, molecules or any other physical systems, which can only exist in discrete

energy states considered individually, is populated at the equilibrium state according

to statistical laws. Except at 0 Kwhere the system can only occupy the lowest possible

energy microstates, energy is distributed according to the Maxwell–Boltzmann law

(see Chap. 1). This distribution of energy in a population of objects is at the origin of

the macroscopic quantity called entropy. Following Schr€odinger [31], it is essential to
take it into account when dealing with living systems. In any system, entropy is
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considered as having its lower value (S ¼ 0 by definition) at absolute zero and

increases with temperature as the energy of the system of interest is distributed in an

increasing number ofmicrostateswith higher energy levels. Organised systems,which

correspond to states in which energy is not distributed according to these laws, are

characterised by lower entropy values than the equilibrium state and their evolution

can only lead to an increase in disorder and then in entropy in agreement with the

second law of thermodynamics as for example molecules of gas that tend to occupy

the entire volume available (Fig. 8.1).

As living organisms are intrinsically working out of equilibrium, the physical

nature of energy has consequences on the description of the living state and on its

origin, which was pointed out by Schr€odinger [31] and developed in several other

investigations on the early development of metabolism [14, 37–39]. Considering

metabolism, this rule applies to living systems, and means that they have to

continuously collect energy from physicochemical sources or nutrients in a low

entropy state – corresponding to a non-equilibrium distribution and high energy

levels – from an external source and to release products in a high entropy state –

close to the equilibrium distribution at the temperature of the system (Fig. 8.2) [14].

The overall result of this transformation is capable of compensating for the ines-

capable increase in entropy or, in other words, would be helpful in maintaining (or

reproducing) the organised structure of living organisms. These views are consis-

tent with the formulation of the second law that the entropy of an isolated system

Fig. 8.1 Gas molecules, as do any other particles, tend to occupy the whole volume available to

their motion. Mixing two gases leads to an increase in entropy

Low-entropy energy 
Energy carriers,  

chemical sources. 

High-entropy energy
Chemical wastes,  

Heat 

Sext >> 0 Sint < 0 

Self-
organising 

system 

Fig. 8.2 A self-organising system needs a flow of energy. To continuously overcome the loss of

entropy due to irreversible processes, it must be coupled to a flow delivering energy in a low

entropy form and dissipate it under the form of heat or inactivated chemical derivatives
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cannot decrease so that a self-organising system must not be isolated (exchanging

neither matter nor energy with its environment), but open (exchanging matter and

energy) or closed (exchanging energy only) [40]. As chemical energy corresponds

to a thermodynamic potential, the realisation of chemical potential energy by an

irreversible transformation of chemical energy carriers (capable of releasing a

certain amount of energy in an individual chemical event [37, 38, 41]) through

reactions with components of the system would lead to chemical intermediates with

a lower potential accompanied by the dissipation of heat.

It is important to realise that a chemical intermediate with a higher chemical

potential than the energy source cannot accumulate in high concentration. Either it

would be formed in equilibrium from reactants (with population of microstates

consistent with Maxwell-Boltzmann distribution) or its formation has to be addi-

tionally driven by coupling with an energy-releasing or entropy-producing process.

An example of this latter possibility is found in biology by some reactions of ATP,

the universal biochemical energy currency [42]. Some biochemical processes, such

as acyl group activation, require an amount of energy that is above the potential of

the hydrolysis of a single phosphate anhydride in ATP. In these cases, biological

organisms use the following solution: the equilibrium is shifted towards the

products by coupling the acylation process with the release of the free energy of

the pyrophosphate side product of the acylation step in the presence of an efficient

inorganic pyrophosphatase enzyme (Fig. 8.3). This example demonstrates that

highly specific catalysis is needed to take advantage of this possibility, which is

unlikely for very early processes.
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Fig. 8.3 The chemical artifice used for extracting more energy than the potential of a single

phosphate anhydride linkage in ATP through coupling acylation with the hydrolysis of pyrophos-

phate (PPi) into inorganic phosphate (Pi). The addition of a pyrophosphatase enzyme is capable of

shifting the equilibrium to the right side thus allowing the system to reach significant concentration

of acylated AMP intermediate
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8.2 Self-Organisation and Kinetics

As indicated above, self-organisation brings about states that are far from equilib-

rium. Thermodynamics predicts that these states must spontaneously evolve towards

the equilibrium state but provides information neither about the time needed for this

evolution nor about the corresponding chemical path. A kinetic analysis is therefore

indispensable to understand why living systems are capable of remaining constantly

away from equilibrium. Both a self-organising system (possibly in the course of its

evolution towards life) and a living system (able to reproduce itself in a way that is in

principle open ended) need to be protected from the spontaneous evolution towards

the thermodynamic equilibrium. This condition has quantitative consequences on the

rate of spontaneous chemical reactions leading to the deactivation of metabolites:

they have to be slower than the course of the metabolic reactions otherwise the

metabolic network would rapidly vanish. Because they correspond to a kinetic state

rather than structures governed by thermodynamics it would be logical that quantita-

tive information about life or metabolism could be derived from by kinetic laws

rather than from thermodynamic principles.

8.2.1 Kinetic Barriers

The requirement that spontaneous chemical reactions leading to the deactivation of

metabolites into inert waste in a metabolic network have to be much slower than the

rates at which the metabolic or protometabolic reaction network performs its task in

any metabolism needs to be studied in more detail. Albert Eschenmoser expressed

this idea in a convenient way: “Emergence of an evolving system in Nature
according to such a model requires a chemical environment contained far from
thermodynamic equilibrium by kinetic barriers” [43]. As a result, metabolites and

especially those bearing a high content in energy have to be protected from

spontaneous degradation by chemical barriers [43–45]. This assumption is

counter-intuitive since it is generally considered that reactions needed to trigger

the emergence of life had to be as fast as most reactions involved in biological

systems [46]. But it is consistent for example with the selection of relatively non-

reactive phosphate anhydrides in which the ionised character inhibits nucleophilic

attack at phosphate centres (as needed for hydrolysis). Then the selection of ATP as

an energy currency in biology [47] could be described as resulting from its lack of

kinetic reactivity easily compensated in the active site of enzymes. Therefore,

processes involving metabolites that are not spontaneously subject to a fast decom-

position is as important as their high reactivity through pathways useful to self-

organisation, which means that kinetic and catalytic processes responsible for the

origin of life had to be selective. However, by themselves, free energy barriers

protecting a system from its evolution towards equilibrium are not sufficient to

explain self-organisation. The development of a metabolism is needed for this aim
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and its consequence would be that species that are absent in the environment have

to be produced and need to be re-produced by the whole system so that the whole set

of reactions works as an autocatalytic network. Then all metabolites have to be

synthesized at the expense of precursors available in the environment and the free

energy of high-energy species has to be directed to this aim instead of being

spontaneously dissipated. The emergence and selection of reacting systems capable

of performing these tasks was probably essential in this process, or as stated by

Eschenmoser “What has been paramount to the origin of life with respect to the
dichotomy of thermodynamic versus kinetic control is the central role of catalysis in
imposing kinetic control on structural changes of a chemical environment held far
from equilibrium by kinetic barriers” [44]. Another important question with respect

to the origin of metabolism is to determine how a metabolic network can be coupled

with the reproduction of a support for heredity so that the entire system constitutes a

unit of evolution [48]. Finally, it is worth noting that the importance of kinetic

barriers is a general feature in organised systems that has obvious consequences in

biology with many networks of metabolites or biopolymers connected to each

others by very specific enzymatic catalysts that work at rates much faster than the

spontaneous decay of most components. More surprisingly a similar complex

behaviour can also be recognized in the description of nuclear reactions.3

8.2.2 Architecture of Metabolisms

Contemplating the whole metabolism of extant living organisms illustrates their

complexity and the interconnection of metabolic pathways. However, it can be

disconnected into different modules that are easier to analyse, which helps in

understanding how metabolism could emerge from chemical systems. In this

chapter, the concept of metabolism or proto-metabolism is regarded as that of

networks of reactions that allow the energy coming from a source of energy or a

chemical carrier to perform chemical work in the system in order to maintain or

3 Interestingly, the height of barriers inhibiting spontaneous nuclear reactions and related to the

strong repulsion existing between nuclei could be depicted in the same way as responsible for the

possibilities of reaction cycles presenting all the attributes of catalytic or autocatalytic cycles in

chemistry. For instance, the direct formation of 4He helium nucleus from four protons is hardly

possible by nuclear fusion of four protons but takes place through the C N O cycle in the core of

massive stars (with 12 C, 13 N, 13 C, 14 N, 15O, and 15 N as components of the reacting loop in

which four protons are captured stepwise and an a particle is produced). Eigen and Schuster

already pointed out this analogy with chemical catalytic cycles [24]. In the same way, nuclear

fission reactions may also be described as autocatalytic replications of neutrons starting from

unstable heavy nuclei. However, the main difference in the self-organisation processes that take

place through nuclear reactions compared to chemistry probably lies in the limited set of atoms

presenting a sufficient stability that can be obtained, whereas there is no limit to the number of

structures accessible to organic chemistry.
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increase its degree of chemical organisation. Such systems correspond to sets of

metabolites (reactants, intermediates or products) that include the reactions

connecting them and that can result in a local decrease in entropy, which requires

the metabolic or proto-metabolic4 pathway to be irreversible, as any biochemical

metabolic pathway [42]. Then, the sequence of reactions (some of which can be

reversible) must involve at least an irreversible step (Fig. 8.4). It can be constituted

... Ai ... An M1 ···Mi Mn Pn

Pi

G

An

M1
Mi Mn

PnPi

ΔG

Mn

Mj···

Mj

¹

Fig. 8.4 Chemical path and free energy changes as a function of the progress along the reaction

pathway in a proto-metabolic system. A metabolism or proto-metabolism can be divided into

different parts: the activation part (energy carriers Ai, An) in relation with energy sources, the

metabolic part (metabolites M1, Mi, Mj. . . Mn), and the product part (Pi, Pn). At least one of the

reactions in the metabolic part must be irreversible on the timescale of the progress of the whole

system (for instance if the value of DG 6¼ is sufficient to avoid the backward reaction from M1 to

An). This condition allows the system to operate as a one-way process (provided that energy is

continuously brought about to the system as Ai, An). Products Pi, Pn are considered here as

inactive i.e. as metabolic wastes. Recycling a metabolite (Mn, dashed arrow) converts the

consecutive set of reactions into a metabolic cycle, which is actually collectively equivalent to a

catalyst since an increase in the concentrations of any of the metabolites M1, Mi, Mj, or Mn

increases the kinetic rates through which activated species Ai. . .An are consumed. A catalytic step

is not explicitly involved because any chemical network with a cyclic topology results in catalysis.

An autocatalytic network could be formed if anyone of the products of a downstream process is

identical to one of the metabolites (for instance if Pi ¼ Mn): one round of the cycle would then

produce two molecules of Mn; note that all the intermediates involved in the loop (M1, Mi, Mj. . .
Mn) are stoichiometrically reproduced every time the whole cycle is repeated

4 In this chapter we use the term proto-metabolism for specifying networks of reactions capable of

performing chemical transformations and inducing self-organisation features in a chemical sys-

tem. From this definition, there is fundamentally no difference between metabolic and proto-

metabolic pathways except that enzyme catalysis makes metabolism much more efficient in

achieving its function and generates multiple possibilities of feedback control almost without

any limitations.
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of consecutive reactions with a linear or cyclic topology or involve a more complex

organisation. In this discussion the metabolism is divided into different parts

(1) activation in which energy is provided to the system as energy carriers or as

energy source (photochemistry for instance), (2) the metabolic part which has to

include an irreversible step, and (3) the product part corresponding to the formation

species devoid of a sufficient chemical potential in the environment so that they can

be considered as metabolic waste, though they can play a biochemical role inde-

pendently of the metabolism. The architecture of the metabolic part has important

consequences that are worth emphasising (Fig. 8.5):

– Any set of reactions with a cyclic arrangement will collectively behave as a

catalyst since an increase in the concentration of one of the metabolites

constituting the loop will result in an increase in the rates of consumption of

the energy source,

– Any set of reactions with a cyclic arrangement that additionally includes a

downstream process that reproduces one of the metabolites involved in the

loop collectively behaves as an autocatalytic network in which all the

components of the loop are reproduced when the cycle is running [23, 24].

Many biochemical properties are then simply the result of feedback control in a

metabolism either in a positive way as mentioned above for autocatalysis or in a

negative way by inhibition of a preceding step. It is important to notice that these

S
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C

C·P

P

S PM6 M6M5 M5

M4 M4

M3 M3M2 M2

M1 M1

n = 1-6

Catalysis Autocatalysis
a

b

S

P·S

P

P·P

P

S PMn

Fig. 8.5 Comparison between (a) the usual representations of catalysis and autocatalysis and (b) a

more general version resulting from considering the cyclic architecture of reaction networks. The

usual representation of enzyme catalysis deduced from Michaelis-Menten kinetics with two non-

covalently bound complexes C·S and C·P fits the general description of a cycle by including the

three states of the enzyme (free, bound to substrate, and bound to product). Genuine autocatalysis

in its simplest version without covalent intermediate (up right) may be much more demanding than

network autocatalysis because efficient autocatalysis requires that strong transient non-covalent

interactions are present at the transition state whereas the reactant and product are stable in a

monomer state. Moreover, the possibility that products or intermediates of downstream processes

could be identical to intermediates of the metabolic cycle (M1 to M6) is statistically increased
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properties can emerge from the topology of the system as a whole and not only from

the behaviour of a single metabolite or chemical step.

8.2.3 Catalysis and Autocatalysis

The importance of kinetic barriers to maintain a chemical system out of equilibrium

and to bring about possibilities of self-organisation governed by kinetic control [43,

44] has the important consequence that factors that increase the kinetic rates in a

non-selective way are usually not favourable to this complex behaviour. High

temperatures and non-selective catalysis (possibly acting on deactivation steps)

are then to be avoided. Actually, catalysis by itself is unimportant for self-

organisation, it is just another factor to increase rates, it is only when catalysis is

involved in the rate-determining step of a selected pathway in a metabolic network

that it becomes important (and subject to a selective pressure when, for example,

the catalyst is constituted of a reproducible sequence of building blocks). Then, the

emergence of selective biochemical catalysts (ribozymes or enzymes) for a specific

step is, in principle, capable of orientating the reactant flux towards a path that is

spontaneously not favoured, which illustrates the fact that the emergence and

development of life needed to be based on non-robust chemical processes [49], in

which finely tuned conditions or catalysis are capable of leading to different

outcomes. Efficient genetically encoded catalysts are also likely to induce a change

of rate-determining step in a stepwise metabolic pathway so that the selective

pressure will affect the upstream or downstream step that has become limiting. It

is therefore the emergence of early biochemical catalysts that was the driving force

for the emergence of further enzymes explaining why almost every biochemical

reaction is facilitated by an enzyme. These catalytic processes are likely to increase

the overall dynamic kinetic stability [28, 29] of the whole replicating system.

Genetically encoded catalysts have additionally the capacity of increasing the

complexity of the network because the cycle of reproduction of the catalysts

constitutes a supplementary feedback process by itself. The origin of life and the

emergence of catalysts based on non-limited possibilities of variations must have

led rapidly to a complex and interconnected network since any enzyme or ribozyme

is produced by an independent metabolism so that any biochemical catalyst can be

part of two metabolic loops, the catalytic process and its own replication.

Catalysis is usually described by an interaction of a catalyst with the transition

state of a reaction lessening the activation barrier and implies that the catalyst is

recovered in an unchanged form at the end of the reaction [50] (see Chap. 1).

However, interactions at the reactant state, useless in an ideal description of

catalysis, are capable of promoting an increase in rate because they induce a

close proximity of reacting groups [51, 52]. This means that any catalytic process

must involve at least three different steps (1) a non-covalent (or covalent) associa-

tion of the catalyst and reactants, (2) the chemical step in which bonding changes

take place and (3) the diffusion away of the catalyst and the products (Fig. 8.5).
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Actually, adding several chemical steps (Fig. 8.5) to constitute a catalytic cycle

does not change the chemical topology of the system, except that the catalyst loses

its ideal unchanged character and interacts with reacting species for a time much

longer than the lifetime of a transition state.5 The advantage of this process is that

covalent bonds can be involved in catalysis in addition to non-covalent interactions,

a single interaction is then likely to stabilise the transition state much better than a

weak interaction.6 The ideal view of catalysis, based on a thermodynamic analysis,

that catalysts only stabilise transition states by weak interactions can then be

amended by a view encompassing a more general kinetic view that catalysis

requires the catalyst to be regenerated after an undetermined number of steps,

which allows the integration of other kinds of bonding interactions such as covalent

bonds or bonding with metallic ions. This means that catalytic reactions can

proceed through pathways very different from the non-catalysed reaction mecha-

nism. Organocatalysis [54, 55] and metallic ion catalysis acting through strong

interactions with substrates and transition states may then be viewed as early

biocatalysts that have been improved latter by the action of enzymes [51].

Acid–base catalysis is also likely to have played an important role since most

reactions of biomolecules involve proton transfers.

Autocatalysis corresponds to processes involving a product as a catalyst in a

chemical step leading to its own formation. As noticed above for catalysis, a direct

interaction of the autocatalyst with the transition state of the non-catalysed

upstream reaction is formally not needed since autocatalysis can result from the

architecture of a reaction network in which a product or intermediate is involved as

a component of a metabolic cycle (catalytic cycle) [24] (Fig. 8.5). This observation

on metabolic cycles is important since any metabolism requires that every compo-

nent is reproduced.

8.2.4 Relationship Between Chemistry and Timescale
in a Protometabolic System

Albert Eschenmoser proposed a “kinetic version of Le Chatelier principle”
expressed as “a chemical environment constrained by kinetic barriers will react
to the stress of being kept far from equilibrium in such a way as to seek maximiza-
tion of its equilibration rate” [43]. This expression is equivalent to the observation

5 Efficient catalysis requires that the interaction of a catalyst with a transition state is preceded by

an interaction with reactants that has been analysed to impose constraints on enzymatic catalysis

[52].
6 This limitation does not apply to folded genetically encoded biocatalysts in which a well-defined

three-dimensional structure gives rise to multiple non-covalent interactions specific of the transi-

tion state of the reaction and allows the binding energy with non-reacting portions of the substrate

to substantially contribute to catalysis [53].
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that any chemical process resulting from autocatalysis or replication will be kineti-

cally preferred in such systems merely because they are faster than other

non-catalysed processes. This picture of dynamic kinetic stability [28, 29] is

shown here to yield to quantitative developments. Transition state theory supposes

that the evolution to products takes place through a transient state corresponding to

a maximum of free energy and that remain in quasi-equilibrium with reactants,

which allows the definition of the corresponding equilibrium constant K6¼. The free
energy of the transition state will then correspond to:

DG6¼ ¼ �RT ln K 6¼ (8.1)

The second tenet of this theory is that the breakdown from the transition state to

products is the result of a vibration at the frequency n between two moieties in a

locally flat energy profile at the saddle point corresponding to the transition from

the reactant part to the product part of the free energy landscape.

n ¼ kBT=hð Þ (8.2)

In other words it expresses than no reaction can progress at rates faster than a

vibration frequency. Then the rates of the reaction will be proportional to the

product of this frequency and the ratio of reactants in this instable state. The Eyring

equation deduced in this way from the transition state theory provides a relationship

between the height of the barrier (DG 6¼ the free energy of activation), absolute

temperature T, and the rate constant k of the reaction.

k ¼ k
kBT

h
e�DG 6¼=RT (8.3)

This relationship does not depend on another variable than these three

parameters and will be used as a tool to detect conditions in which self-organisation

based on proto-metabolic fluxes of energy can take place. Selecting a value of 1 for

the transmission coefficient k (meaning that there is no possibility of reverting to

the reactants after the system has crossed the transition state), the value of the free

energy of activation can then be deduced as a function of the half-life of a first-order

(or pseudo-first-order) reaction at different values of temperature (Fig. 8.6).

DG6¼ ¼ RT lnðkB T t1=2
h lnð2Þ Þ (8.4)

At a moderate temperature (300 K) and at half-lives spanning from 1 s to

100 year (a factor of 3 � 109), the kinetic barriers correspond to a free energy

range of 74–129 kJ mol�1, an order of magnitude remaining quite close to

100 kJ mol�1. This value for a kinetic barrier represents a significant fraction of

the free energy of a covalent bond (ca. 350 kJ mol�1 for a C–C bond). Then at the
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timescale of the diffusion of chemical species on the surface of the Earth and at

moderate temperature a self-organisation process is likely to involve covalent

bonds. Alternatively, this condition can be expressed as: a living system based on

covalent bonds (and then with a large predilection for carbon chemistry giving

covalent bonds easily) is more resistant when the temperature is not sufficient to

overcome a free energy barrier representing an important fraction of the bond

dissociation energy of covalent bonds and in particular that of C–C bonds

(350 kJ mol�1). This means that the more favourable temperatures for life (and

probably its emergence) are close to the lower temperatures compatible with liquid

water (273 K under a pressure of 102 kPa – 1 atm – and 251 K at a pressure of

210 MPa – 2,070 atm). Structures based on covalent bonds are then likely to

constitute the building blocks of self-organisation processes driven by the search

of a more favourable kinetic stability in our physical world. Although covalent

bonds match the requirement for kinetic barriers, systems remaining far from the

equilibrium state and based on multiple interactions involving weak bonds cannot

be excluded. But reaching kinetic barriers having a similar height would need the
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Fig. 8.6 Relationship between the free energy of activation and the half-lives (t1/2 ¼ ln(2)/k,
logarithmic scale) of metabolites at different temperatures (in Kelvin) calculated using (8.4).

Supposing that activating agents (energy carriers) or metabolites with a sufficient lifetime need

to resist for periods of time of 1 s to 100 year leads to the conclusion that they must be protected

from spontaneous degradation by barriers corresponding to an order of magnitude of 100 kJ mol�1

(74–129 kJ mol�1) at 300 K. Solid and dashed lines represent the variation of DG6¼ as a function of

t1/2 at different values of absolute temperatures including the temperature of fusion of ice (273 K)

and the critical temperature of water (647 K). Additional curves, calculated using published values

of DH6¼ and DS 6¼ are displayed for different specific reactions of biological interest (a) the cleavage

of dimethyl phosphate, chosen for representing the stability of the phosphodiester bond in DNA

[56], (b) acetylglycine N-methylamide as a representative example of peptide bond [56], and

(c) the curve deduced from the published values for RNA cleavage at 25 �C and 92 �C [57]
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multiple weak interactions to be broken simultaneously for the individual barriers

to be additive, which seems unlikely since this would be true for all the metabolites

involved in the system and in addition requires perfectly rigid structures.

The influence of temperature needs to be examined more deeply. An increase in

temperature from 300 K to 400 K has a strong influence on the barrier needed for

protection of the chemical intermediates (an increase of 30–45 kJ mol�1 is needed

to maintain similar half-lives). Enzyme reactions are usually much less sensitive to

temperature than spontaneous reactions [58, 59]. This difference is more crucial

than expected by the fact that the common “rule” that reactions double in rates by

raising the temperature by 10 �C is more or less verified for reactions taking place

with lifetimes spanning from minutes to days but not for long-lived reaction

systems as those found in most non-catalysed processes of degradation of

biomolecules [58, 60]. The consequence of this observation is that processes

leading to the spontaneous decomposition of energy carriers or metabolites would

have a much sharper temperature dependence. The rates of non-catalysed processes

increase faster than those of catalytic ones so that high temperatures are harmful to

biomolecules and to complex processes, which strongly supports the belief that they

are not favourable to the origins and development of life [61]. The domain of

existence of liquid water covers the range of temperature 251–647 K including the

presence of liquid at high pressure below 0 �C. It is then likely that complex

networks of reactions are more easily obtained in the lower range of temperatures.

Actually, high temperatures raise the question of the stability of covalent bonds

found in biopolymers. There is a limit of stability for life related to the lifetimes of

active metabolic polymers (proteins) and information carriers (DNA and RNA) that

depend on the rate of cleavage of a large number of repetitive linkages. Indeed, the

data displayed in Fig. 8.6 show that the lifetime of a peptide bond, of a RNA

internucleotidic linkage, or of a model of the corresponding one in DNA (dimethyl

phosphate), estimated from published data, decrease sharply above 400 K in a way

consistent with the fact that there are no living organisms capable of growing above

this temperature. Among these three biopolymers, the most sensitive to high

temperatures is RNA, with a lifetime that does not exceed 1 day for a single bond

at 400 K so that the size of a genome based on RNA sequences (RNA world) would

need to be short at this temperature to ensure the transmission of information from

generation to generation. The hypothesis of an origin of life in a world based on

RNA as an information support needs a lifetime sufficient for RNA to be replicated

before cleavage without loss of information leading to an error catastrophe [62],

except if the environment provided conditions to preserve RNA from degradation

without affecting its replication rate. Cooling the system to a temperature of 0 �C or

temperatures of eutectic phases compatible with liquid water [63–65] increases the

lifetime by a factor exceeding five orders of magnitude, compatible with sequences

of much greater lengths.

Revealing that there is a quantitative relationship between the timescale of a

proto-metabolism (this timescale may be related to the turnover frequency for a

catalytic cycle [66]) and the height of the kinetic barriers that must be present for

protecting the metabolites or carriers that are involved in exchanges with the
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environment, gives rise to the possibility of identifying factors influencing the

probability for a complex chemical system to survive and then the more favourable

conditions for its evolution. Understanding these conditions will lead to a prediction

of the most favourable energy sources capable of eliciting life by introducing a

further assumption.

8.2.5 The Nature of Energy Sources

Many kinds of sources of energy have been proposed as capable of feeding early

organisms with energy on the primitive Earth [67, 68]. The idea that a living or self-

organising system must continuously tend to reduce its internal entropy is closely

linked to the requirement that metabolic pathways work irreversibly and that the

process must be maintained far from equilibrium. The fact that the whole system

must work irreversibly means that energy has then to be delivered as a one-way

process so that the system works as a dissipative structure constantly generating

entropy in the environment to maintain its own organization [31]. The second

condition is related to the kinetic barriers that are required to avoid spontaneous

deactivation leading to side-products that may not be coupled with the metabolic

process. These barriers must protect every metabolite and especially species

presenting the highest free energy potential, the energy carriers. We showed

above that the constraint on kinetic barriers could be assessed quite precisely

using transition state theory and making a conservative assumption on the timescale

of the whole system. This evaluation was a first step in the determination of the

requirement with respect to energy sources that could feed a proto-metabolism.

In the specific case of activating agents (energy carriers that are formed from non-

chemical energy sources from processes distinct or included in the metabolism,

Fig. 8.7), these remarks mean that they must be formed through an irreversible

process, which raises the quantitative condition on the free energy of their forma-

tion that the energy source must release an amount of energy exceeding that of the

transition state separating them from inactive reactants, which is a specifically acute

condition for the energy carriers that have to move from the location of their

formation to an environment favourable to the development of a metabolism. The

free energy source feeding the system in energy by activating inert species into

chemical carriers must then provide a chemical potential exceeding the amount

needed for the whole metabolism to work irreversibly and allowing a sufficient

lifetime for energy carriers or high energy metabolites. This analysis (depicted in

Fig. 8.7) leads to the conclusion that the free energy source must provide at least a

free energy potential corresponding to the sum of that for the kinetic barrier DG6¼

and that of the carrier DG relative to inactive reactants. Many high energy

metabolites found in biochemistry have free energies of hydrolysis reaching or

exceeding 50 kJ mol�1 and many of them are likely to have been needed for

essential processes leading to the emergence of life [14, 39]. A value close to or

exceeding 150 kJ mol�1 can then be considered as a likely potential for an energy
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source capable of leading to the origin of life at temperatures compatible with liquid

water. Using this conclusion, we can then examine the potential sources of energy

for early life i.e. light, heat or chemical gradients.

For photochemistry, the correspondence of energy and frequency is given by the

Plank relation (E ¼ hn) so that a chemical potential reaching or exceeding

150 kJ mol�1 can be easily attributed to photons with �0.8 mm wavelengths

corresponding to the visible domain.

The thermodynamic potential of heat sources interacting with a chemical system

corresponds to the quanta of energy that can be obtained through spontaneous

irreversible processes such as conduction or radiation.7 Conduction cannot consti-

tute a progress towards the conversion of heat into chemical energy since it results

in an irreversible diffusion process. By contrast, radiation can constitute a first step

leading to photochemistry, so that the radiation of a black body provides a corre-

spondence between the properties of heat sources with respect to the potential

needed to induce a proto-metabolism determined above for photochemistry.

A thermodynamic potential corresponding to a free energy �150 kJ mol�1,

attributed to photons of �0.8 mm wavelengths can thus be obtained as the maxi-

mum of emission of a black body heated to 3,600 K. Then only heat sources with

temperatures of several thousand Kelvin can induce self-organisation through

proto-metabolisms at temperatures of ca. 300 K. The preceding conclusions are
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Fig. 8.7 Formation of an energy carrier from an energy source and non-activated chemical

precursors (free energy change along the reaction path specifying the activation part of

Fig. 8.4). Energy carriers formed in the environment from energy sources must survive a lifetime

sufficient to allow their migration to locations where they will be used. Considering that activation

must be irreversible (which is equivalent to the fact that the energy carrier A0 must be protected

from spontaneous degradation as other metabolites), it follows that the free energy potential

brought about by the energy source in the activation step must exceed the sum of the free energy

of activation of the reverse reaction and of that of the carrier

7 It is important to notice that the conversion of heat into other forms of energy by other processes

requires heat engines that use a cold sink (entropy sink) to get energy with higher thermodynamic

potentials. Natural processes such as storms are capable of doing so by giving rise to lightning with

local temperatures transiently exceeding 10,000 K, but considering lightning as an alternative

source of energy will be preferred here in order to avoid any misleading statement about the

potential of heat sources.
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consistent with the properties of the Sun defined as a black body with a surface

temperature of ca. 6,000 K that is capable of inducing the formation of high-energy

metabolites through radiation. With regards to heat, lightning and shock waves

provoked by the impact of meteorites are the only other obvious possibilities of

providing the required thermodynamic potential on the early Earth.

8.2.6 The Question of Redox Energy Sources

The existence of chemical barriers, developed here through a quantitative approach

as a condition for the emergence of self-organisation, leads to the conclusion that

only covalent bonds can maintain far from equilibrium situations prone to self-

organisation in temperate environments. The transfer of an electron from a reducer

to an oxidized species usually cannot provide a similar kinetic barrier as, for

instance, during a transfer between transition metal ions. But the situation is

different when the redox reaction (see Chap. 1) involves species in which covalent

bonds have to be altered for the redox reaction to take place and that usually need

the transfer of two electrons as for instance when the oxidation state of a carbon

atom is changed. Translating directly the condition for irreversibility that long-lived

metabolites based on covalent bonds made in this way must have a sufficient

lifetime compared to the progress of the whole system, and must be sufficiently

rich in energy to drive early biochemistry, would mean that the redox reaction must

correspond to a difference of potential of at least 0.75 V [�(DG 6¼ + DG)/nF] for a
two electron redox reaction. These views are confirmed by the analysis of the

specific case of the reduction of CO2 by the FeS-H2S/FeS2 redox couple that

involves high activation energy making the generation of energy through this

process unlikely [69]. The presence of redox gradients on the early Earth is the

result of geodynamics that could bring into contact reservoirs with a different state

of oxidation [4–6]. The question of the possibility that life could, or not, have

emerged through the use of redox sources of energy is generally combined with the

need of reducing power for synthesising biomolecules from inorganic carbon

sources (mainly CO2, which corresponds to the oxidized state of carbon) [7, 8].

But these two questions can be disconnected, even though extant life provides

examples of organisms that are capable, depending on redox potential between

inorganic species, of generating energy and that use inorganic sources of carbon to

synthesise their own components. With regard to the question of redox sources of

energy, generating a proto-metabolism from these sources would require that a

system in which species are contained far from equilibrium by kinetic barriers (and

that is considered above to be dependant on covalent bonds) could be formed from

the conversion of a redox potential. Possibilities that the chemistry of sulphur and

especially the fact that energy-rich thioesters could be obtained by redox chemistry

have been proposed [70–72]. Alternatively, biochemistry provides a different

solution [73] in which the dissipation of redox potential through electron transfers

is coupled to the generation of a proton concentration gradient between two
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compartments. The persistence of the concentration gradient requires an efficient

barrier between the compartments so that it can be used in a second stage for the

generation of an energy-rich metabolite – i.e. ATP in cells – through the use of a

molecular engine capable of coupling the translocation of several protons. Alterna-

tively, alkali metal ions may replace protons to perform this task and sodium is

likely to have preceded protons in primitive ATP synthases [74, 75]. It is worth

noting that the utility of the phospholipid membranes of cells in the generation of

energy through chemiosmosis can be related to the need of kinetic barriers in the

description proposed by Eschenmoser and developed here (the need of holding the

system far from equilibrium). An observation of importance if the evidences that

membranes made of fatty acids were very probably leaky to protons and alkali

metal ions are considered [76, 77]. The possibility that redox energy sources could

have fed energy to emerging life has been analysed elsewhere through its capacity

of providing species having a thermodynamic potential sufficient for sustaining

essential biochemical pathways (translation) [14]. However, the fact that evolution

has found a system involving very sophisticated molecular machines indicates that

the conversion of redox gradients into energy available to the metabolism is far

from being trivial and that its role in emerging life remains questionable [14].

8.3 Emergence and Evolution of Metabolism

8.3.1 Free Energy of Organic Matter

In contrast with the composition of the present day atmosphere, the environment of

the primitive Earth was poor in oxygen so that organic matter did not constitute a

nutrient capable of providing amounts of energy similar to that presently available

through the respiratory metabolism, although other electron acceptors may have

replaced oxygen (sulphate for example).8 This means that a catabolism may not

have constituted a source of energy sufficient to drive an irreversible metabolism.

However, this statement has to be mitigated by the fact that the formation of organic

matter required less energy provided that starting materials in a less oxidized state

were present, which is consistent with the fact that aerobic organisms require more

energy than anaerobes to synthesize the same biomass [80]. Anyway, the degree of

oxidation of the primitive Earth was an important constraint on the emergence and

development of life [81, 82]. Self-organisation, as for example the formation of

biopolymers, needed the additional availability of a source of energy capable of

inducing the irreversible processes defined above. The fact that the barriers needed

8Carbon at the carbonyl state of oxidation (sugars) represents the most efficient source of organic

matter capable of feeding early heterotrophic organisms in energy in the absence of a respiratory

metabolism [14, 78, 79].
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to hold the chemical environment hosting a far from equilibrium proto-metabolism

could only be available from covalent bonds constitutes a strong rationalisation

explaining why organic chemistry (defined as the chemistry of carbon) has a

preponderant role in biochemistry.

8.3.2 Anabolism, Catabolism, and Supply in Energy

In living organisms, metabolism fulfils two different tasks. The first one

corresponds to the need of maintaining the cell in a far from equilibrium state.

This task, in which energy is collected from the environment and irreversibly

transformed into useless inactive products and heat, serves in a coupled way to

maintain and develop the degree of organisation of the system for instance by the

formation of biopolymers or other structures in cells or through their reproduction.

The second task is the formation of organic matter from inorganic precursors

(anabolism). These roles may have developed simultaneously in a coupled manner,

but there is a possibility that they were initially disconnected since many organic

derivatives are not so unstable (in a far from equilibrium state) in environments

depleted in oxygen. This observation is confirmed by the fact that abiotic organic

matter is formed spontaneously in different extraterrestrial environments and does

not correspond to a free energy state that is far from equilibrium (incapable of

inducing energetically useful transformations in very primitive life forms devoid

of a complex energy collecting apparatus [14]). As a result, the reducing power of

minerals may have been used for the formation of low-energy organic derivatives

from inorganic sources of carbon under conditions that are not far from equilibrium

(in which organic matter may be both formed and destroyed), in hydrothermal vents

for example, in a way that does not contradict the heterotrophic origin of life

hypothesis [83]. These sources may have contributed to the pool of organic matter

present on the early Earth together with other sources: the delivery of exogenic

organic matter from impacts of meteorites and the chemistry in the atmosphere.

However the emergence of a metabolism corresponding to the self-organisation
of a system governed by dynamic kinetic stability [28, 29] which constitutes the

distinctive feature of the living state, required the availability of sources of energy

corresponding to the conditions defined above (with a free energy potential exceed-

ing 150 kJ mol�1). Many misleading statements about metabolism may result from

the confusion of the two different roles of metabolism, which is increased by the

fact that they are closely connected in the biochemistry of many evolved living

organisms (e.g. aerobic respiration) that is dominated by the importance of catabo-

lism in energy production because the presence of a high content in oxygen in the

environment gives the organic matter a high chemical potential [14].
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8.3.3 Scenarios for the Emergence of Metabolism

As far as the emergence of life is concerned, the main role of metabolism is its

contribution to self-organisation by locally reducing the internal entropy of the

system. The emergence of this essential property is then closely related to the

availability of energy sources capable of providing quanta of energy sufficient to

ensure an irreversible flow of metabolites and then to drive self-organisation. Then

only certain forms of organic matter present in the environment may have carried

enough energy to induce an irreversible metabolism leading to steady states ruled

by dynamic kinetic stability, simply because the chemical potential of the other

forms is reduced in an anoxic environment. Generating states presenting common

properties with the living state requires therefore the direct coupling to physical

sources of energy (photochemistry9 for instance) or the availability of high-energy

molecules by chemistry in the atmosphere. These processes would lead to

metabolites capable of releasing energy by chemical processes such as hydrolysis.

In this perspective, most low-molecular weight organic molecules with CC or CN

triple bonds are, in principle, capable of releasing an important amount of free

energy potentially coupled to the formation of the most activated biochemical

intermediates [14]. In this view, processes leading to more or less complex

inactivated organic matter were additionally needed for the formation of simple

building blocks, but their contribution to the origin of life may not be considered as

more important than other abiotic pathways leading to carbon derivatives in the

interstellar medium or in the atmosphere. These processes may have included the

reducing power associated with minerals and/or catalysts and even catalytic cycles

involving small molecule interactions [16]. But systems chemistry [84] defined by

the specific behaviour emerging from dynamic kinetic stability [29] could only have
emerged through irreversible processes functioning as a one-way flow of reactants

and in which kinetic barriers tend to suppress both side-reactions and the spontane-

ous breakdown of activated species into starting materials. In other words, the

classification of metabolisms in autotrophic and heterotrophic and anabolism or

catabolism may have a limited interest with respect to the origin of life since they

omit the most important property which is the need of coupling irreversibility with

the production of organisation. Any scenario for the emergence of metabolism

should then include, on the one hand, pathways for the formation of building blocks

and simple biomolecules that may be reversible or irreversible, and, on the other

hand, a mechanism for coupling the supply in energy to the formation of structures

or complex processes, which may be either associated with or independent of the

9 The difference between photosynthesis and the photochemical generation of activated molecules

must be emphasised. The latter corresponds to the chemistry occurring after bringing a chemical

system into a highly activated state that can generate intermediates with a chemical potential in a

determined environment. Oxygenic photosynthesis is a complex process coupling three different

actions: the collection of energy, the oxidation of water, and the generation of reducing power

exploitable for the synthesis of organic matter.
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previous ones. This observation means that independently of the actual source of

organic matter, the early organisation of life depended on the presence of energy

sources from lightning or from the primitive photochemical conversion of light into

activated intermediates that may be directly connected to the metabolism or

disconnected as in the case of a generation of activated species in the atmosphere.

8.3.4 Different Conditions for the Origin of Life
and for Evolved Organisms

Natural selection is likely to have increased the kinetic stability of living organisms

through many additional means that could not be available from abiotic processes,

such as catalysis by enzymes or ribozymes. Considering indeed that life emerged in a

chemical environment allowing complexity to organise in the presence of kinetic

barriers through a limited number of processes, the activity of polymers with defined

structures is a powerful tool that may have selectively oriented the reactivity of

unstable metabolites, stabilized high-energy intermediates or opened connexions

with unrelated processes. It is important to emphasise that these processes are active

by binding unstable intermediates or transition states but does not alter the thermo-

dynamic properties of metabolites that remain in a free unbound state in the cell. This

increase of complexity brought about by the realisation of the binding energy of

biopolymers with unstable intermediates and transition states is likely to have

increased the kinetic stability of living organisms but also to have opened adaptability

to environments different from that in which life emerged. As already shown in the

discussion of the importance of redox processes as energy sources, natural selection

led to the development of highly complex machineries working as thermodynamic

engines capable of taking advantage of processes that would not be capable of

initiating life because the utilisation of sources of chemical potential with less strict

free energy conditions became possible. It has, for instance, been proposed that life

required the availability of free energy corresponding to a minimal free energy

quantum [38, 41] and evolution has developed highly complex cooperative processes

to reduce this minimum value in order to settle in new environments [85, 86].

However, the fact that life has found solutions allowing its development in

environments that are poor in low-entropy energy does not mean that life could

emerge under these conditions and more generally that extremophiles may be

relevant to the origin of life [87].

8.4 Implications for Astrobiology

The concept of habitability in astrobiology is associated with the idea that life can

exist in environments where life is found on Earth. A rough definition of the

habitability zone that has been selected by astronomers in their search for
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exoplanets [88] is the zone around a star in which water is stable in the liquid state at

the surface. The constraints defined here for sustaining life based on covalent bonds

are likely to lead to more precise descriptions of planets that may allow life to

emerge on their surface with conditions on the temperature and the presence of free

energy from visible light or lightning. But it may also extend our vision of the

emergence of complex systems considered as the outcome of environments held far

from equilibrium by kinetic barriers and in which the processes that are the object

of study of systems chemistry [84, 89] can emerge. It is striking that this definition

encompasses catalytic cycles responsible for nuclear reactions at very high temper-

ature [24], but in this case the finite number of nuclei with a significant lifetime

strongly limits complexity. The representation of (8.4) displayed on Fig. 8.6

suggests that weak bonds such as hydrogen bonds or van der Waals interactions

may give rise to such a kind of chemistry at temperatures of a few tens of Kelvin,

but indications on the physical reality of such processes are not available.

8.5 Conclusion

Science cannot endorse vitalist views to account for the very specificity of the living

state. Therefore any description of the driving forces sustaining life must be rooted

in the physicochemical properties of matter and energy. The physical nature of

matter (made of particles, atoms, molecules. . .) is taken into account in most

scenarios proposed to account for the origin of life. As a matter of fact, the existence

of a finite set of atomic constituents is the source of the possibility of self-

reproducing systems (molecules or assemblies), the dynamic behaviour of which

has been considered as one of the main features responsible for the specificity of life

and of its kinetic stability [28]. The physical nature of energy has, in a similar way,

important consequences on the description of the living state and on its origin,

although this approach has only been used except in a limited number of attempts

[14, 37–39]. More generally, living systems do not escape thermodynamic laws and

the constraints due to the Second Law have been considered in the description of

life [20, 21, 31]. But thermodynamic laws are not, by themselves, sufficient to

define driving forces supporting life. This issue was addressed by considering the

consequences of the physical nature of energy on the description of the living state

and of the driving forces that may have led to its emergence. The quantum

description of our world, implying that energy is usually changed by discrete

amounts (or quanta rather than being varied continuously or by arbitrary amounts)

is essential in the description of the living state as well as the range of free energies

of both the high-energy quanta (energy source) and low-energy quanta (entropy

sink). Then the free energy available from physical sources and the thermodynamic

potential of high-energy chemical species into which they can be converted

(including the range of free energy quanta exchanged by these systems) constitute

key components determining the nature of self-replicating systems accessible under

conditions determined by a specific environment. The fact that this approach uses
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kinetic laws is consistent with the description of life as a kinetic state of matter
[33, 34]. Hypotheses proposed to account for the origin of life were examined in

relation with the constraints defined here. These views may introduce additional

requirements for habitability in the search for exoplanets capable of harbouring life

as we know it, or conversely may help in predicting what specific form of life

(including free energies of biochemical intermediates and energy carriers) could

emerge in environments different from that of the Earth. This approach does not

mean that metabolism emerged first but that the introduction of a genetic support

and that of selection between variants must have proceeded together with a contri-

bution of a metabolism obeying specific rules. Thus the emergence of life could

have been less unlikely provided that suitable conditions could be realised, but the

contribution of contingency in this historical process is unavoidable. Determining

these conditions is a genuine goal for scientific investigation.
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Chapter 9

Life: The Physical Underpinnings of Replication

Rebecca Turk-MacLeod, Ulrich Gerland, and Irene Chen

Abstract Replication is a fundamental process that is critical to life as we know it.

While replication today is carried out by complex biochemical machineries that

have been evolving for billions of years, it must have originated with relatively

small molecules in simple systems. Here we explore this concept, focusing on the

physicochemical characteristics and prebiotic potential of two classes of biological

macromolecules: nucleic acids and lipids. We discuss the informational and

catalytic capabilities of DNA and RNA, the thermodynamic limits of information

transfer, the structure and function of lipid membranes, and the formation and

maintenance of primitive ‘protocells’.

9.1 Introduction

The origin of life was a special point in our history when the principles of physics

and chemistry first blossomed into the complex interactions that characterise living

organisms. Biological phenomena, like replication, can be thought of as emerging

from deeper microscopic structural and dynamic properties, in the same way that

the physical phenomenon of friction emerges from microscopic interactions among

materials. Although living organisms today are often so sophisticated that it can be

difficult to see the roots of physical chemistry in their everyday operation, the very

first organisms and transitional forms would have been quite close to those roots.
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We do not know, and it is probably impossible to know, the details of how life

arose on Earth. What we can study, however, are experimental and theoretical

models that are inspired by a combination of historical inferences and reasonable

suppositions. One might say that we are not studying the origin of life, but instead

we are studying possible origins of life. There is a great deal of fascinating debate

among those who study origins of life regarding the sequence of events, such as

whether metabolic cycles arose before or after genetic information [1–3]. It may

well be that there are many ways to ‘skin’ this cat, or many possible roads to life.

For our purpose of demonstrating physico-chemical principles, however, we take

the practical approach of sidestepping these riddles and focusing on molecular

structures that almost all would agree were important at some point. In this chapter,

we examine two types of molecular structures that are thought to have particular

general importance during an origin of life similar to our own:

1. Carriers of information, particularly nucleic acids, and

2. Boundaries that define self and non-self, particularly lipid membranes.

9.2 Nucleic Acids

9.2.1 What Are Nucleic Acids?

Deoxyribonucleic acid (DNA) (Fig. 9.1a), and its chemical relative, ribonucleic

acid (RNA) (Fig. 9.1b), are often said to be the instruction manuals for building

organisms. These ‘manuals’ contain long sequences of letters that are translated

into specific proteins by a molecular machine that is itself composed of RNA and

protein (the ribosome). The proteins do the real work of the organism, such as

catalysing reactions and joining together to build scaffolds. The alphabet of DNA

has four canonical nucleobases that are analogous to letters: adenine (A), guanine

(G), cytosine (C), and thymine (T). The alphabet of RNA is similar with the

exception that T is replaced by its chemical relative uracil (U). While the letters

carry the information, a backbone made of phosphorylated sugars holds the letters

in the proper order, fulfilling the same function as the paper that the instruction

manual is printed upon. To copy the information, a strand of nucleic acid acts as a

template for a newly synthesised strand, which will contain A opposite T or U, and

G opposite C; these pairings are known as Watson-Crick base pairs (Fig. 9.2).

It therefore takes two rounds of copying to reproduce the original single strand.

The conformation of the sugar largely determines the overall structure of the

nucleic acid polymer. By convention, the carbons in the pentose sugar are numbered

as C10, C20, . . . C50, beginning with the carbon bearing the nitrogenous base. In

DNA, the 20-deoxyribose nucleotides tend to form the classic B-form double helix

(Fig. 9.3a) with antiparallel strands, whose stability is determined primarily by the

overlap of orbitals from adjacent aromatic nucleobases (p-p stacking interactions).

In the B-form, each base pair is rotated by about 36� relative to the next, such that a
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full turn of the helix takes about ten base pairs. The plane of each base pair lies nearly

orthogonal to the helical axis, so B-form DNA somewhat resembles an upright

helical staircase. This structure is determined in large part by the conformation of

the 20-deoxyribose sugar. If all five atoms of the sugar ring lie in a single plane, their

substituents will clash with one another because they are lined up in the eclipsed

conformation. To relieve the steric strain, the five-membered ring can pucker such

that one atom of the ring moves out of the plane. In DNA and RNA, this puckered

atom is usually either C20 or C30, and the preferred direction of the pucker is endo
(i.e., on the same face of the ring as C50).Whether C20 or C30 puckers out of the plane
is determined by the steric bulk of the ring’s substituents. For DNA, the substituents

of the 20 carbon are both hydrogen, allowing the 30-phosphate (and adjoining

nucleotide subunits) to adopt its preferred orientation as far as possible from C50

and its adjoining subunits (the C20-endo conformation). However, the relatively

bulky 20-hydroxyl of RNA pushes for the C30-endo pucker, resulting in RNA
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Fig. 9.1 Chemical structures of nucleic acids. (a) Deoxyribonucleic acid (DNA). (b) Ribonucleic

acid (RNA). A adenine, G guanine, C cytosine, T thymine, U uracil
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typically adopting a different helical structure, the A-form helix (Fig. 9.3b).

In contrast to the regular, upright staircase of the B-form helix, RNA resembles a

crazy funhouse staircase: the bases in RNA are strongly tilted relative to the plane

orthogonal to the helical axis (by 20�), and the bases are closer to one another (2.3 Å
apart compared to 3.3 Å in B-form DNA) while the sugar-phosphate backbone

swings out more widely (helical diameter of 26 Å vs. 20 Å for B-form DNA).

DNA can also adopt the A-form helix under certain conditions, particularly when

dehydrated. The structural repertoire of RNA appears to be quite diverse, including

non-canonical base pairs (commonly G:U wobbles) and hydrogen-bonding with the

20-OH, and combining single-stranded and double-stranded regions into a functional

molecule.

9.2.2 Why Nucleic Acids: The Polyelectrolyte Theory of the Gene

All molecules carry information about themselves in the precise organisation of

their constituent atoms. But not all molecules can replicate and ‘communicate’ that

Fig. 9.3 Three-dimensional structures of nucleic acid double helices. (a) DNA B-form double

helix. (b) RNA A-form double helix (Reproduced with permission from Saenger W (1984)

Principles of nucleic acid structure. Springer-Verlag, New York. Figs. 10.1 and 11.3, pp 244, 262)
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information. There are two fundamental requirements for evolution by Darwinian

natural selection: heritable variation and differential reproduction or survival based

on the variations. Although there may be many possible ways to generate heritable

variation at a molecular level, varying the sequence of a polymer chain (the

genome) using a small set of monomers has proven to be a highly successful way

to explore functional space.

In extant life on Earth, genetic information is stored in DNA and translated into

useable material through RNA. The nitrogenous bases in DNA and RNA recognise

each other specifically through hydrogen bonds, forming base pairs, while the

phosphate groups give nucleic acids a more or less uniformly distributed negative

charge. DNA and RNA are therefore polyanions, or more generally

polyelectrolytes.

This feature has been proposed as a defining characteristic of genetic polymers,

as described in the polyelectrolyte theory of the gene [4]. The theory states that the

following characteristics make nucleic acids particularly good at storing genetic

information:

1. The polyanionic charge makes DNA and RNA easily soluble in water, the

universal solvent of life on Earth.

2. Nucleic acid backbones in close proximity will repel each other, allowing the

nitrogenous bases to come close together, which facilitates base pairing.

3. A repeating polyanionic charge causes nucleic acids to exist in an extended,

rather than folded, conformation (at least in the absence of buffering positive

charges). This allows them to act as efficient templates for replication/

polymerization.

These characteristics make DNA and RNA adept as genetic macromolecules. An

important point arises in the final criterion, however. In an environment with

enough positive charges (such as divalent cations) to counteract the negative

charges, intramolecular interactions, and consequently folding, can occur. This

will particularly happen in the case of RNA, which exists in a single-stranded

form in nature, whereas DNA is always double-stranded except when it is being

replicated (though exceptions to both these rules occur in some viruses).

9.2.3 The RNA World

Although the major function of nucleic acids in modern organisms is to carry and

transfer information, both RNA and DNA can also fold into complex structures,

much like proteins. In the 1960s, this observation caused several scientists to raise

the possibility that nucleic acids might also be able to catalyse reactions and bind

specific molecular targets [5–7]. If this hypothesis were correct, then one could

imagine a simplified living system. Instead of information in DNA being copied

into messenger RNA and then translated into protein by a complex protein-RNA

machine (the ribosome in conjunction with tRNAs, aminoacyl-tRNA synthetases,

and a host of other proteins), RNA might have simply encoded the information, and

9 Life: The Physical Underpinnings of Replication 275



RNA copies of the genome would have directly acted as the chemical workhorses

of this primitive life. This concept is known as the RNA world theory.

Evidence supporting this theory first came from Tom Cech and Sidney Altman’s

groups, which showed that extant RNAs can function as enzymes, termed

ribozymes [8, 9]. Both synthetic and naturally-occurring ribozymes have been

shown to make (ligate) and break phosphodiester bonds (the polyanionic backbone

of nucleic acids) [10–12], and a derivative of the Class I ligase ribozyme [13] can

polymerize up to 95 nucleotides on an RNA primer [14]. In addition, RNAs can fold

into structures that bind to specific targets. Such RNAs are known as aptamers

(from the Latin aptus, meaning ‘to fit’). Many people believe that RNA should be

able to direct its own replication.

Although modern protein enzymes typically mediate rate accelerations of

106–1013 [15], an early genome would benefit greatly from even a small rate

acceleration over non-enzymatic, templated polymerization (see Sect. 9.2.4).

A mutant genome whose fitness increased by only a small amount would accumu-

late tremendous replicative advantage over many generations:

pt=qt ¼ wt p0=q0ð Þ; (9.1)

where p is the frequency of genotype A, q is the frequency of genotype B, w is the

fitness of A relative to B, and t is the number of generations. Small improvements

may be rather common in a random pool of sequences. One indication for this is the

finding that, on average, the affinity of RNA aptamers for GTP increases twofold

when fixing one position (2 bits of information) in a nucleotide sequence. A similar

relationship also appears to hold for ribozyme ligases [16] although a different set

of sequences might show a different dependence of function on information

content.

RNA can also react with amino acids to form biologically relevant products,

suggesting a role for RNA in the origin of protein synthesis. Ribozymes can activate

amino acids as both mixed phosphate anhydrides [17] and aminoacyl-RNA esters

[18–20]. These are the same substrates that extant biology uses in protein synthesis:

mixed phosphate anhydride amino acids are transferred to tRNAs, forming esters,

before they are strung together through peptide bonds (Fig. 9.4). In addition,

H2N
N
H
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O

O

peptide bond

Fig. 9.4 Chemical structure of a peptide bond. Amino acids (here two phenylalanines) are joined

through peptide bonds to form proteins
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synthetic RNA aptamers have been found that specifically bind amino acids [21].

This implies that current RNA-amino acid associations (i.e., the genetic code) could

have evolved from direct stereochemical interactions. Finally, the crystal structure

of the modern ribosome shows that its peptide bond-forming centre is completely

composed of RNA, with no proteins within 18 Å [22, 23]. All these observations

suggest that early protein synthesis (translation) may have been directed by RNA

enzymes.

This vision for an early stage of life, the RNA world theory, elegantly outlines an

intermediate on the pathway toward living systems. Only a single biopolymer

(RNA) would have been necessary, thereby avoiding the difficulty of imagining

the wholesale emergence of DNA, RNA, and the protein translation apparatus.

Evidence for an RNA world includes at least three major lines of reasoning. First,

several metabolic cofactors closely resemble nucleotides; the central role of ATP in

our metabolism underlines this fact. Second, RNA can, in principle, replicate

without protein intervention and is subject to mutation, and thus Darwinian evolu-

tion. Third, all the reactions necessary for protein synthesis can be catalysed by

RNA. These fundamental features of our biology appear to be fossils from the

RNA world.

9.2.4 Nucleic Acid-Based Catalysis: Reaction Geometry
and Effective Concentration

One of the defining features of life as we know it is the ability to replicate. This

starts with the duplication of an organism’s entire collection of genetic information

(genome) in the form of DNA. Today this is a highly complex process mediated by

an impressive suite of proteins that functions to make sure each strand of DNA is

copied efficiently and accurately. While we may never be sure if there truly was an

RNA world, logic demands a mechanism for early genome replication without the

intervention of complex, genome-encoded enzymes. But is such a mechanism

chemically plausible?

One possible answer lies in the fact that positioning and proximity are important

factors in chemical reactions [24]. Enzymes can ‘find’ reactants even in relatively

dilute solutions; they accelerate chemistry, in part, by bringing reactants close to

each other, increasing their effective concentration. Enzyme-catalysed reactions

can occur at rates that would normally require very high concentrations of reactants

in solution. Enzymes often use tricks such as acid or base catalysis to achieve huge

rate enhancements above spontaneous reactions, but substrate positioning is a part

of what makes the chemistry work.

Nucleic acids can use this phenomenon of substrate positioning in the absence of

enzymes to build complementary strands. When pieces of DNA and RNA

(oligonucleotides) are incubated with activated nucleotides (such as nucleoside

50-phosphorimidazolides), the activated monomers align themselves opposite the

‘template’ strands and spontaneously form new phosphodiester bonds (reviewed in
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[25]) (Fig. 9.5). This can lead to the synthesis of complementary oligonucleotides

several to tens of bases long, depending on experimental conditions. Further, if a

template strand hybridizes with a shorter ‘primer’ strand and is incubated with

appropriate activated monomers, the primer can be extended by several nucleotides

relatively efficiently; similarly, two adjacent activated oligonucleotides will bond

to each other, or ligate, when annealed to a complementary sequence [26]. In

principle, then, a DNA or RNA strand can be copied in the complete absence of

enzymes, under the right conditions and provided the sequence is not too long.

Spontaneous nucleic acid polymerization is not perfect, however; several

obstacles needed to be overcome in evolution, likely with the aid of early enzymes.

Firstly, this reaction is not particularly efficient. Nucleoside 50-phosphorimi-

dazolides are not used in nature; their highly activated leaving groups make sponta-

neous polymerization reactions measurable on a laboratory time scale. Biology uses

nucleoside 50-triphosphates, which react more slowly. Secondly, all activated

nucleotides do not react at the same rate. G, for example, is incorporated across a

template C much more quickly than T or U across A [27]. Finally, spontaneous

polymerization is prone to error;Watson-Crick base pairing is not always conserved.
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G frequently pairs across from U, forming a G:U wobble, which means that

information is often lost. Some level of mutation is necessary for evolution to

occur, but too many mutations will result in an error catastrophe, the loss of all

information (see Sect. 9.3). Still, it is important to note the potential for information

transfer in the complete absence of enzymes, and the importance of chemical

reactions based on proximity and positioning.

Nucleic acids can also function as scaffolds for the synthesis of products other

than nucleic acids. DNA-templated organic synthesis (DTS) has been used to

catalyse SN2 reactions, conjugate addition, reductive amination, amine acylation,

oxazolidine formation, nitro-aldol addition, Wittig olefination, Heck coupling, and

1,3-nitrone cycloaddition, among other reactions (reviewed in [28]). These

syntheses utilise reactants that are conjugated to the 50- and 30-ends of DNA strands,

which hybridize sequence-specifically to proximally orient the reactants (Fig. 9.6).

Molecules joined to the ends of hybridized DNA strands in this way can approach

each other to a distance of <10 Å, which corresponds to an effective molarity of

>1 M. Double-stranded DNA can also be used to direct the synthesis of DNA-like

molecules by binding reactants to the major or minor groove, the ‘outer face’

of DNA.

Template-directed synthesis allows the formation of certain products that are

difficult to synthesise chemically. Not only do nucleic acid templates increase the

Reactant for DTS

oligonucleotide

A+B+A’B’ architecture

A+BB’A’ (hairpin) architecture
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Fig. 9.6 DNA-templated synthesis. (a) The three components of a reactant for DTS. (b–d) Template

architectures for DTS. A/B and A0/B0 refer to reactants containing complementary oligonucleotides,

and + symbols indicate separate molecules (Reproduced with permission from [28])
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effective concentration of conjugated reactants and thus accelerate reaction rates,

but they also hinder the formation of unwanted byproducts that often emerge in

solution-based chemical synthesis. Multistep syntheses can also be carried out in

DTS systems, provided the intermediate products can be separated from the DNA

templates before subsequent reactions [28]. The principle of template-directed

synthesis might be applicable to almost any reaction, if the substrates are conju-

gated to nucleic acids or their relatives.

Nucleic acid-directed synthesis may have also been important in early peptide

formation. Weber and Orgel showed that when the amino acid glycine is esterified

to derivatives of adenosine (in the same manner that amino acids are bonded to

tRNA in extant protein synthesis), the amino acids will form peptide bonds,

resulting in cyclic Gly-Gly dipeptides [29]. Further, when poly-uracil (poly(U)) is

added to the mixture, the amount of cyclic Gly-Gly formed increases about 3 times

[30]. The temperature and concentration effects of the reactions suggested depen-

dence on formation of a poly(U) helix; specifically, a triple helix of two strands of

poly(U) complexed with the glycine-esterified adenosine derivatives. While the

exact mechanism of peptide bond formation in this case has not been established,

the increased yield of dipeptide could be due to increased local concentration/

optimal orientation of the glycine derivatives based on specific interactions between

poly(U) and adenosine.

Amino acids covalently bonded to short oligonucleotide sequences also function

as substrates for peptide bond formation in prebiotic experiments. Tamura and

Schimmel [31] showed that a peptide bond will form between puromycin (an amino

acid analogue) and alanine, when both amino acids are covalently attached to

complementary oligonucleotides. Only four base pairs were sufficient to bring

the two substrates together for the reaction to occur. Interestingly, the alanyl-

oligonucleotide was a tRNA analogue, which suggests that such a reaction could

have been used by early biology. This reaction, however, required an imidazole

catalyst, which most likely functions as a general base (imidazole was also used in

the reaction buffer for the aforementioned poly(U)-stimulated reactions). There-

fore, while substrate positioning is important, it is not always sufficient to accelerate

reactions; additional catalysis is sometimes necessary.

It was later shown, however, that similar peptide-bond-forming reactions can

occur in the absence of added catalyst, based on similar Watson-Crick base pair

positioning and highly reactive aminoacyl substrates. When phenylalanine is

bonded to an oligonucleotide through a mixed phosphoric anhydride linkage, it is

a ready substrate for nucleophilic attack by an oligonucleotide-esterified alanine

[32], when the two amino acids are again proximally oriented by Watson-Crick

base pairing. This reaction results in Phe-Ala dipeptide, as well as small amounts of

Phe-Phe-Ala tripeptide, if the reactant concentrations are increased. It is important

to note, however, that these peptides are assembled at random (their sequence is not

dictated by a genetic code), and come from different starting materials than those

used in extant biology, though similar reactions could have occurred to form short,

non-coded peptides in the past.
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Compounds other than nucleic acids can also serve as templates for polymeriza-

tion to an extent. Tjivikua et al. [33] showed that an adenosine derivative will couple
with a pentafluorophenyl ester derivative to form an amide bond. The product is

self-complementary; hydrogen bonds form between two products in a manner analo-

gous to Watson-Crick base pairing, though the products are not nucleotides. The

formation of one product enhances the formation of future products; therefore the

system is autocatalytic, and may be a model for self-replicating systems using

alternate chemistry (Fig. 9.7).

Similarly, peptides can form self-replicating systems. Certain short proteins (32

amino acids long) that form three-dimensional structures known as a-helices can
serve as scaffolds for two halves of the same protein, enhancing ligation of the two

fragments and thus self-propagation [34]. The mode of interaction between the

peptides, however, is not as specific as base pairing; presumably a number of

different peptides can be ligated together, as long as they are a-helices. Still, the
processes of templated synthesis and self-replication can be carried out by a range

of molecules, in addition to nucleic acids.

9.2.5 Non-templated Catalysis

Some nucleic acid templates that direct synthesis could be considered enzymes,

since they facilitate chemical reactions while remaining themselves unchanged.

Most of the previously described reactions are dependent on base pairing between

nucleic acid strands to facilitate proximity of reactants. Based on these observations

ligation

dissociation

association

A

B

C

A

Fig. 9.7 Autocatalytic system. Autocatalyst A associates with components B and C through

noncovalent interactions (dashed lines) to create a new autocatalyst A through ligation (here

used as a general term for bond formation). After product dissociation, the cycle continues. This

theoretically leads to exponential growth of the system
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alone, one might conclude that early enzymatic polymerization reactions of any

kind were highly dependent on primary nucleic acid sequences.

Long paired regions would have been difficult to synthesise in early biology,

however. A simple, general, and processive RNA polymerase ribozyme (i.e., capable

of proceeding base-by-base to replicate an entire RNA sequence) has not yet

been found. Early RNAs were likely short, perhaps synthesised relatively slowly

on mineral surfaces [35]. Since most known ribozymes are tens or hundreds

of nucleotides long, and since most protein enzymes are composed of chains of

hundreds of amino acids, it may seem that short nucleic acids are incapable of

biologically relevant catalysis, beyond simple template-driven reactions.

This is not the case, however. A 5-nucleotide-long RNA can react with a 4-nt-long

substrate and activated phenylalanine (in the form of Phe-AMP, the biological

substrate) to form an aminoacyl-RNA ester [20] (Fig. 9.8). This ribozyme is a true

enzyme, as it exhibits a rate enhancement 25 times that of the spontaneous

(no-ribozyme) reaction, and remains itself unmodified once the reaction has taken

place. Here base pairing plays a part in the interaction between the ribozyme and the

4-nt RNA substrate, but Phe-AMP likely associates through hydrogen bonding

interactions (rather than being forced into place by covalent bonding) with the

enzyme-substrate complex.

The tiny ribozyme is promiscuous; it functions not only with Phe-AMP, but also

with Phe-UMP and Met-AMP (and possibly other amino acids as well). This may

explain why it does not display as great a rate enhancement as an evolved, complex

enzyme. A less complex enzyme means fewer points of contact with substrates, and

thus less efficient catalysis. These kinds of reactions, however, may have been

important in early biology; some degree of promiscuous catalytic activity may have

been necessary to generate a diverse repertoire of biological reactants.

Furthermore, the initially formed acyl-RNA acts as a substrate for further

polymerization from activated phenylalanine. Peptide bonds form between phenyl-

alanine molecules, resulting in RNA-peptides [20, 36]. These peptides range in size

GU

G

C

C

GG

C U C

O

AMP

OH

5' 3'

5'3'

Fig. 9.8 Schematic of aminoacylation reaction catalysed by a 5-nucleotide ribozyme. An ester

bond forms between the 4-nt substrate (red) 20-OH and the carboxyl group of Phe-AMP (green)
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up to RNA-Phe5, and include a complex array of RNA-peptide and RNA-peptide

diester products (some products contain phenylalanines on both hydroxyl groups of

the terminal ribose). Peptide formation is not catalysed by RNA in this case, but

arises when the pKa value of the amino group of the first phenylalanine decreases

upon esterification, making the amino group a stronger nucleophile. While these

peptides are, again, not coded, a system such as this could have been important in

early peptide formation.

The tiny ribozyme puts a revealing constraint on the amount of information that

may have been required to generate relevant materials in early biology. The three

G-C base pairs between the ribozyme and RNA substrate are likely not sequence-

constrained; in fact, the catalytic parts of the molecule are the unpaired G and U of

the ribozyme, and the U of the substrate. Therefore, there are only three nucleotides

necessary for the reaction to proceed. Considering this, any number of nine-

nucleotide complexes may have functioned as early systems of aminoacyl-ester

formation. It is perhaps not hard to imagine, then, similar systems arising on other

worlds, perhaps made of different chemical components, but based on similar

chemical principles.

At some point, primitive enzymes had to evolve to become more specific and

more efficient. In order to increase the rate of a reaction, an enzyme must decrease

the reaction’s activation energy, or the free energy required to convert reactants to a

transition state (Fig. 9.9, see also Chap. 1). One way of doing this is to stabilise (e.g.

by binding) the transition state of a reaction. The Hammond postulate says that for a

highly exergonic reaction, the transition state will structurally resemble the

reactants; conversely, for a highly endergonic reaction, the transition state will

resemble the products [37] (Fig. 9.9). One might speculate that enzymes may have

started as aptamers, or structures that bind particularly oriented reactants or

products, and evolved through mutation to stabilise transition states for the chemi-

cal reaction.

De novo discovery of catalytic sequences has been investigated experimentally

using transition state analogues. Researchers have constructed molecules that resem-

ble proposed transition states (using covalent bonds to phosphorus, for example, to

Fig. 9.9 Reaction coordinates for (a) exergonic, and (b) endergonic, reactions. The transition

state resembles whichever state (reactants or products) it is closest to in free energy. R reactants,

P products, TS transition state, G free energy, Ea activation energy
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mimic the temporary tetrahedral intermediate of peptide bond formation) of reactions.

Thismethod has been used to design novel enzymes that catalysemany reactions, such

as the Claisen rearrangement, a carbon-carbon bond-forming reaction normally

catalysed by chorismate mutase [38], and peptide bond formation [39]. These

enzymes come from antibodies, which arise from exposing a model organism’s

immune system to a relevant transition state analogue. This process of selecting

molecules that bind reactants may mimic what occurred in evolution, if binding to a

small molecule somehow increased the fitness of an evolving enzyme.

While selection for RNA aptamers that bind transition state analogues have not

yet yielded catalysts, researchers have found many RNAs that specifically bind

amino acids [21], as well as other small molecules. It seems possible that RNAs that

bind amino acids, for example, may have evolved to catalyse peptide bond forma-

tion. Subtle mutations that conferred less binding to reactants or products may have

led to transition state stabilisation and subsequent product formation. As enzymes

(nucleic acid or otherwise) developed diverse catalytic strategies, biological

complexity would have increased.

9.3 Copying Fidelity and Base-Pairing Thermodynamics

9.3.1 Maintenance of Molecular Function

There are two complementary fundamental questions about the possible origins of

life from a physico-chemical point of view: the question of how catalytic functions

can spontaneously arise and the question of how such functions, once discovered,

can be maintained. These same two aspects of emergence and maintenance are

fundamental questions in the evolutionary theory of living organisms, and are often

referred to as evolvability [40] and evolutionary robustness. In this section, we

focus on the maintenance aspect, which appears particularly challenging in a

prebiotic world without sophisticated polymerases and repair enzymes: Is the

copying fidelity of primitive replication processes sufficient to maintain molecular

function after it has spontaneously arisen? Which types of replication processes and

conditions favour maintenance of function?

9.3.2 The Importance of Fidelity: The Error Threshold

Low copying fidelities can lead to an ‘error catastrophe’ where a replicative process

cannot maintain the sequence information [41–45]. The ‘error threshold’ marks the

onset of this catastrophe: it refers to a critical value in the ratio m/s of the mutation

rate m to the selection strength s. Beyond the threshold, the mutants with

compromised function dominate over the original ‘master’ sequence, because the
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replicative advantage of the master is not sufficient to overcome the accumulation of

mutants. The evolutionary process then becomes one of random diffusion through

sequence space. This concept is well-established in evolutionary theory and is

applied to the evolution of organisms, in particular viruses which appear to live

close to the error threshold [46–48], as well as molecular evolution. An example of

the latter kind is the evolution of transcription factor binding sites on the genomic

DNA, which are under selection to match the binding preferences of the protein

while being exposed to point mutations. The balance of evolutionary forces natu-

rally leads to ‘fuzzy’ binding sites, while a mutational pressure that is too high or a

selection pressure that is too low may lead to the loss of the binding site [49].

It is important to note, however, that the concept of an error threshold can

acquire a somewhat different meaning in the prebiotic context. In particular, if

we consider the molecules that form the core of a primitive replication process, then

the most fundamental maintenance requirement is that the process generates at least

one functional copy per core replication molecule before the template is destroyed.

This situation differs from the standard error threshold scenario: In the latter case,

both master and mutants replicate and an error catastrophe results from their

competition, whereas in the former case the catastrophe is no replication at all.

However, this replication breakdown can also be induced by a low copying fidelity.

9.3.3 Thermodynamic Bounds on Fidelity

The polymerase enzymes of living organisms can exploit the chemical energy of

nucleoside triphosphates to obtain copying accuracies as high as one error in ten

billion. Kinetic proofreading [50, 51] is one important mechanism, which can in

principle achieve arbitrarily high fidelity by ‘burning’ nucleotides, i.e. consuming

more nucleoside triphosphates than are finally integrated with the help of an

exonuclease that preferentially excises erroneously incorporated nucleotides.

Polymerases lacking exonuclease activity can still achieve accuracies up to about

1 error in a million using a conformational coupling mechanism that relies only on

the chemical energy of the nucleoside triphosphate being incorporated [52]. How-

ever, all of these mechanisms require large, highly sophisticated protein enzymes

which likely emerged from a long evolutionary optimisation process and were not

part of the first replicators. What is the fidelity that could have been achieved under

prebiotic conditions? If template-directed polymerization was non-enzymatic or

catalysed only by primitive enzymes that merely speed up the process, then the

thermodynamics of base-pairing puts a limit on the achievable fidelity. To see

explicitly how such a limit arises, it is instructive to consider a simple Michaelis-

Menten-type reaction model (see Chap. 1) for template-directed polymerization,

where the incorporation of a new base is a two-step process,
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pj þ nÐkon
koff

pj � n!
W
pjþ1

pj þ ~nÐ
~kon

~koff

pj � ~n!W ~pjþ1 (9.2)

Here, pj denotes a polynucleotide of length j, which is growing along a template.

The correct next nucleotide n competes with a mismatched nucleotide ñ for

incorporation. Incorporation of either nucleotide is assumed to be a two-step

process, with a reversible first step that subsumes the initial binding and any

conformational rearrangement required prior to the formation of the chemical

bond in the sugar-phosphate backbone. The second step corresponds to the bond

formation, which is assumed to be irreversible and to occur at the same rate W for

the correct and the mismatched nucleotide. Thus, all processes contributing to the

discrimination between correct and mismatched nucleotides are described, on a

coarse-grained level, by the effective rate constants for the first step, kon and koff for
n and analogous ones for ñ.

For the above reaction scheme, the error ratio F, i.e. the rate of generating the

incorrect product relative to the rate of generating the correct product, is simply the

relative flux through the two competing Michaelis-Menten reaction ‘channels’,

F ¼
~kon

~koff þW

koff þW

kon
¼ K

~K
� 1þW=koff

1þW=~koff
; (9.3)

where we assume equal concentrations of the free nucleotides. In the last expres-

sion, where K ¼ koff/kon denotes the dissociation constant for the correct nucleotide
(and a tilde again denotes the same quantity for a mismatched nucleotide), the error

ratio is expressed as a product of the thermodynamic error ratio

F0 ¼ K
~K
¼ exp �DG=kBTð Þ (9.4)

and a kinetic ratio

g ¼ 1þW=koff

1þW=~koff
(9.5)

The thermodynamic ratio F0 < 1 is connected to the free energy of discrimina-

tion, DG > 0, between the correct and incorrect nucleotides (kBT is the thermal

energy unit, with kBT � 2.5 kJ mol�1 at room temperature). The kinetic ratio g
depends on the bond formation rate W and the effective off-rates. It approaches the

value 1 when the bond formation rate W is negligibly slow compared to both off-

rates. Furthermore, as long as the off-rate for the correct nucleotide is not larger

than that for the mismatched one (a reasonable assumption), the kinetic ratio cannot
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be smaller than one, or g � 1, such that fast bond formation can only increase the

error ratio F.
In summary, the above argument leads to a thermodynamic limit F0 for the error

ratio of a non-enzymatic template-directed polymerization process, where the dis-

crimination must primarily stem from the off-rates. How can we obtain estimates for

the value ofF0?We should, in fact, expect thatF0 not only depends on the identity of

the template base and the mismatched base under question, but also on the local

sequence context and, more fundamentally, on the type of the polynucleotide.

Extensive experimental studies of the thermodynamics of base-pairing for RNA

[53, 54] and DNA [55] have led to so-called ‘nearest-neighbour’ models for the

base-pairing free energies. These models assign sequence-dependent free energy

rewards or penalties for local structural elements such as stacked base pairs, internal

loops or bulge loops, as illustrated in Fig. 9.10 for a small RNAmolecule that exhibits

different structural elements. The free energy parameters also display a fairly well

characterized dependence on the local temperature and ion concentrations. Gener-

ally, these free energy rules for RNA and DNA molecules lead to fairly accurate

predictions of the folding free energies and melting temperatures of small structures,

and they have also been used to quantitatively describe mechanical single-molecule

experiments, such as unfolding by translocation through a nanopore [56]. With the

help of the free energy rules it is straightforward to calculate sequence-specific

estimates for the thermodynamic limit F0 on the error ratio [27]. Specifically,

the discrimination free energy DG can at most be equal to the difference in the

free energy of the fully polymerized duplexes, with one duplex containing the

mismatched bases and the perfectly paired duplex as reference.

9.3.4 Correlation with Experiment Hints at Universal Trends

How do the resulting F0 values compare to experimental error ratios F for

non-enzymatic template-directed polymerization? Using chemically activated

nucleotides, ref. [27] reported the measured errors incurred during non-enzymatic

template-directed polymerization for all combinations of DNA and RNA templates

and primers. The resulting mis-incorporation probabilities are plotted in Fig. 9.11

Fig. 9.10 Illustration of the free energy rules for secondary structure formation. Different

structural elements of a small RNA molecule are highlighted in colour and the corresponding

free energy reward (negative) or penalty (positive) are indicated for a temperature of 37 oC and

standard ionic conditions of 1 M salt
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against the corresponding calculated thermodynamic values. The thermodynamic

values do indeed bound the experimentally observed rates from below. The ther-

modynamically predicted error rates are typically smaller by one to three orders of

magnitude compared to the experimental error rates. This is not unexpected since

the kinetically activated experimental reaction is far from equilibrium. Further-

more, the simple template-directed polymerization process likely cannot make use

of the entire discrimination free energy of the fully polymerized duplex. Interest-

ingly, however, the two sets of error rates display a substantial correlation. This

correlation suggests that the underlying thermodynamics of the eventual product of

replication influences the kinetics of the experimental system. Notably, both the

experimental and the thermodynamic values follow the same general trends in the

comparison of DNA to RNA, and hybrid systems:

1. DNA replication is intrinsically more faithful than RNA replication,

2. Copying RNA into DNA is about as faithful as RNA replication, and

3. Copying DNA into RNA is error-prone compared to pure DNA replication.

Fig. 9.11 Correlation between experimental incorporation and mis-incorporation frequencies vs.

thermodynamic predictions for copying (a) DNA into DNA, (b) RNA into RNA, (c) RNA into

DNA, (d) DNA into RNA (Reproduced with permission from [27])
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9.3.5 The Genetic Takeover

At some point during the origin of life, the RNA world gave way to the DNA-RNA-

protein world that dominates biology today. During this transition, DNA must have

taken over the role as genetic material. This step presumably involved copying the

genomic information from RNA into DNA, a process known as the ‘genetic

takeover’. What do the comparisons of error ratios of RNA, DNA, and the RNA-

DNA hybrid systems tell us about the genetic takeover? They suggest that such a

transition would have been accompanied by the advantage of a higher intrinsic

copying fidelity, since non-enzymatic RNA polymerization had about twice the

mis-incorporation rate of DNA polymerization, suggesting that more information

could be stably encoded after the switch to DNA as the genetic material

(Fig. 9.12a). Furthermore, the observation that copying RNA into DNA occurs

with a mutation rate similar to RNA replication suggests that the genetic takeover

itself would not cause much loss of information. In contrast, copying DNA back

into RNA appears to be a highly error-prone process, suggesting that an organism

attempting to switch from DNA back to RNA would be at an immediate disadvan-

tage caused by the corruption of genetic information.

Fig. 9.12 (a) Scheme for the genetic takeover (Reproduced with permission from [27]). (b, c)

Illustration of the ‘look-ahead’ effect for a particular genotypic fitness landscape (green line;
height corresponds to fitness and horizontal position indicates a position in sequence space). The

phenotypic landscape (red line) is shown at high phenotypic variability (b) and low phenotypic

variability (c). The genotype (green dot) spins off many different phenotypes (red dots) due to

transcription errors, resulting in a smoothened phenotypic landscape
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9.3.6 The Evolutionary ‘Look-Ahead’ Effect

The observed hierarchy of experimental and thermodynamic mutation rates

also suggests that after the genetic takeover, non-enzymatic RNA synthesis, or

transcription (e.g., of ribozymes encoded on the DNA genome) would be signifi-

cantly more error-prone than genome duplication. Error-prone transcription implies

high phenotypic variability, which could lead to an evolutionary ‘look-ahead’

effect: while each genotype specifies a particular ribozyme sequence, it also leads

to a cloud of transcripts nearby in RNA sequence space. A given genotype may thus

exhibit an overall phenotype (function) influenced by its neighbours, resulting in a

locally smoothened phenotypic fitness landscape (Fig. 9.12b, c). The smoothing

due to phenotypic variability may enhance evolvability by producing a selective

benefit from relatively distant optima and facilitating evolutionary paths across

low-fitness regions.

9.4 Lipid Membranes

9.4.1 The Hydrophobic Effect

Everyday experiences show us that non-polar and polar compounds, such as oil and

water, respectively, do not mix. On a macroscopic scale, clear but oily soups (e.g.,

French onion soup) separate readily into their components, with the lower density

liquid rising to the top and forming a bulk phase of oil. This separation occurs

because the oil–water interface is highly ordered at a molecular scale. In contrast, in

the bulk water and bulk oil phases the molecules can adopt many possible

configurations with respect to one another, and in bulk water many polar

interactions can be satisfied. The entropy of the system is therefore highest when

the interface is minimised, causing phase separation between oil and water. This is

the essence of the hydrophobic effect. Although the word ‘hydrophobic’ is derived

from Greek for ‘water-fearing’, this is somewhat misleading with regard to its

etiology because non-polar molecules do not have a particular repulsion to water.

Instead, the effect is better thought of as being caused by a preference of water

molecules to interact with one another, which has the consequence of excluding the

non-polar substances. One might say that although oil does not fear water, water

loves itself to the exclusion of oil.

9.4.2 Self-Assembly of Amphiphiles

What happens if a single molecule contains a substantial polar and nonpolar region?

Such molecules are called amphiphiles (see Chap. 1), from Greek for ‘loving both’

(see Fig. 9.13 for examples). These molecules dissolve in water to a limited extent,

or they can form a bulk oil phase. But if they are present in a high enough
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concentration in aqueous solution under the right conditions, a remarkable phase

transition can occur. The hydrophobic effect causes the nonpolar regions of the

molecules to aggregate together, while at the same time the polar regions prefer to

interact with water. This molecular tug-of-war results in the self-assembly of large,

quasi-ordered structures, such as micelles and vesicles (Fig. 9.14, see also Chap. 1).

The details of the structures formed depend on multiple factors, including

temperature, salt concentration, and molecular geometry. Large, electrostatically

repulsive head groups tend to cause formation of micelles, with a hydrophobic

interior. For example, in a spherical micelle, the nonpolar components are locally

aggregated and the polar components become the interface with the bulk water

phase, like a herd of musk oxen assembling in a circle with their horns facing

Fig. 9.13 Chemical structures of amphiphiles. (a) Myristoleic acid; (b) oleic acid; (c) 1-

Palmitoyl-2-oleoylphosphatidylcholine (POPC), a phospholipid; (d) schematic representation of

a fatty acid; (e) schematic representation of a phospholipid
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outward when confronted by predatory wolves. Smaller, less repulsive head groups

can cause formation of vesicles, which are locally planar membranes that form

large shells enclosing a volume of water. Each vesicle has an aqueous interior

compartment that is topologically distinct from the bulk water. This turns out to be

an important evolutionary property.

9.4.3 Why Lipid Membranes: Competition and Cooperation

Living systems are characterised by cooperation at many levels, from the complex

interweavings of biochemical pathways to the coordinated action ofmany cells and up

to the formation of tribes and nations.Was cooperation important at the origin of life?

Consider a ribozyme that copies genetic information. The enzymatic activitymight be

ligating short pieces of RNA together using a template, or copying sequence informa-

tion from a template as polymerases do today. To survive the process of natural

selection, the enzyme must derive some benefit from its own activity.

In order for the genome to accommodate variation and thereby evolve, the

replicating genomic enzyme (the ‘replicase’) should not be limited to copying a

single sequence (e.g., its original sequence), but should be able to copy an arbitrary

template sequence. This constrains the replicase to copying physically distinct

molecules, being unable to serve simultaneously as the enzyme and the template.

A replicase would thus improve the fitness of other sequences while having no

effect on its own absolute fitness and actually decreasing its own relative fitness.

Such traits are sometimes called altruistic traits and are disfavoured by natural

selection among individuals at this level (replicase molecules). Even if a replicase

happened to copy a sequence to produce another replicase, the newly formed

replicase would simply diffuse away, having no effect on the fitness of the first

one. In free solution, where individual sequences interact randomly with one

another, natural selection would favour the evolution of very good template

Fig. 9.14 Supramolecular structures of amphiphiles. (a) Micelle; (b) phospholipid vesicle. Note

that the micelle has a hydrophobic interior, while the vesicle encloses an aqueous compartment.

Structures are drawn here in a two-dimensional cross-section. The structures themselves are three-

dimensional, with the micelle resembling a solid sphere (or cylinder, depending on the amphiphile

and buffer conditions) and the vesicle resembling a hollow, flexible shell
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sequences (i.e., unfolded and flexible) that parasitise the enzymes, but good repli-

case enzymes (i.e., well-folded and active) would be disfavoured. The enzyme in

free solution is essentially an altruist because it confers a benefit on the template

sequence without receiving any benefit itself; the best template sequences grow in

number while the enzyme itself does not.

One way this problem could be avoided would be to have enzymes preferentially

copy one another. Apparently altruistic traits, such as the replicase trait, can evolve

when interactions among individuals are non-random.1 For example, an individual

may display altruistic behavior preferentially toward a relative. The selection of

these traits is based on including the fitness of genetically similar relatives with the

fitness of the individual (inclusive fitness). According to W.D. Hamilton’s rule [57],

an altruistic trait is evolutionarily favoured if the cost (c) of the behavior is less than
the benefit (b) to the relative, weighted by the coefficient of relatedness (r), summed

over all the affected relatives (i), or

c<
X

i

biri: (9.6)

Inclusive fitness takes into account selection at the level of genes in addition to

individuals. A classic example of an altruistic behaviour selected through inclusive

fitness is the predator alarm call of female Belding’s ground squirrels. Predators

kill individuals who give the alarm call at a higher rate than non-callers, indicating

a direct fitness cost. Femaleswith relatives nearby, including femaleswithout offspring,

are more likely to call than females without relatives nearby, implicating inclusive

fitness (male Belding’s ground squirrels disperse from their relatives) [58, 59].

A general way to create non-random interactions among individuals is to group

them, creating a higher level of selection. Indeed, selection through inclusive fitness

is sometimes considered to be a particularly effective type of grouping, in which

groups consist of relatives [60, 61]. If the groups vary with respect to the composi-

tion of altruists and non-altruists, and the groups containing altruists out-compete

the groups lacking altruists, then the proportion of altruists can increase in the total

population (even as the proportion of altruists decreases within any given group)

[62, 63]. This can be stated as Price’s equation [64]:

DP ¼ covn s; pð Þ þ aven0 ðDpÞ; (9.7)

where DP is the change in global allele frequency, n is the population of a group and
n0 is the population of the group in the next generation, p is the allele frequency

within a group, s is the mean relative fitness of a group (normalised by the global

relative fitness), and Dp is the change of p in the next generation. The first term is

the covariance of allele frequency and fitness of a group, weighted by the

1One important mode of altruism, reciprocal altruism (e.g., in the Prisoner’s dilemma), can evolve

under certain conditions, such as repeated interactions. However, the first replicases were unlikely

to have a mechanism to decide whether or not to cooperate, so reciprocal altruism will not be

considered further here.
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population of the group, and therefore represents the change of P due to competition

between groups (a positive value if the allele is altruistic). The second term is the

average change in the allele frequency within groups, weighted by the group

population in the next generation, and therefore represents the change in P due to

competition within groups (a negative value if the allele is altruistic). Thus, the

frequency of the altruistic allele can increase if between-group competition is

sufficiently strong.

Intense competition between colonies is believed to explain the altruistic behav-

ior of foraging specialists in leaf-cutter ants (Acromyrmex versicolor) [65, 66].

Colonies of leaf-cutter ants raid other nests, capturing broods to be raised as

workers in their own colonies, and raided colonies disappear. This creates strong

selection between groups. Multiple unrelated females found a single colony, and a

female who becomes a forager takes on increased predation risk and lays fewer

eggs than non-foragers. The forager role appears to be assigned without conflict,

and a forager shares food with the other queens in her colony. Although foragers

experience decreased fitness within their colonies, colonies with foragers produce

more new workers, leading to greater success at raiding other colonies. Competition

between groups thus selects for the foraging behavior. The effects of intra- and

inter-group selection have also been investigated experimentally, particularly with

regard to population size in the flour beetle Tribolium castaneum [67, 68].

The presence of multiple levels of selection can therefore lead to the evolution of

traits that appear altruistic at the individual level, as selective pressure at one level

may be offset by an opposing selective pressure at another level. Indeed, multilevel

selection is thought to have contributed to major evolutionary innovations in

cooperation, including the formation of cell-like systems and multicellular

organisms [69–71].

Several mechanisms for preferential interactions might be envisioned, but one

easy solution is to spatially segregate small numbers of sequences into cellular

compartments. A compartment that happens to contain multiple enzymes could

begin a cycle of cooperation, with each enzyme copying others and being copied in

turn. Cells that contain more enzymes could grow faster, so natural selection among

cells would lead to the evolution of greater enzymatic activity. During the origin of

life, physical grouping is a plausible way for replicases to interact non-randomly.

For example, replicases encapsulated in membrane vesicles would preferentially

copy sequences related to themselves, even in the absence of the ability to recognise

kin. This would lead to a particularly strong form of group selection with relatives

grouped together. Because the vesicles separated different genomes from each

other, poor replicases would not have access to active replicases and could not

parasitise them. But mutants with improved replicase activity would benefit directly

themselves, as their descendants would remain in the same vesicle and copy each

other.2 As the vesicles grew and divided, they would continue to segregate the

2 It actually takes a pair of replicases to start an autocatalytic cycle of replication. The second

replicase might have been encapsulated in the same vesicle by chance, or may have been generated

via templated non-enzymatic polymerization.

294 R. Turk-MacLeod et al.



encapsulated molecules. An occasional parasitic sequence would be separated from

most of the active polymerases during vesicle division and thus could not poison the

entire system (the ‘stochastic corrector’ model) [72, 73]. Thus, a higher level of

population organisation, the cell, is necessary for the evolution of more efficient

replicases [73–77]. Therefore, in this section, we delve into the physical chemistry

of vesicle membranes as an important, although not necessarily essential, ingredient

that would support the evolution of ‘altruistic’ enzymatic activity.

Membrane vesicles are not the only way to segregate different genomes. The

attachment of molecules onto surfaces also creates a heterogeneous distribution of

interactions based on spatial proximity, a scenario that has been investigated

theoretically using cellular automaton models [78]. However, membrane vesicles

are of particular interest because they also serve as semi-permeable barriers that

mediate the chemical fluxes of molecular species, creating a relatively protected

environment for replicating genomes. Although they may not have been the initial

means of achieving genomic segregation during the origin of life, membranes are

the dominant means of separating cells today. Membranes presumably assumed this

function very long ago, at least 3–4 billion years ago, at some time prior to the

diversification from the last common ancestor.

9.5 Protocell Competition

9.5.1 Model Membranes for the Origin of Life

Today biological membranes have complex compositions including phospholipids,

sphingolipids, sterols, and proteins. However, membrane vesicles are also formed in

an aqueous suspension of relatively simple, prebiotically plausible amphiphiles, such

as fatty acids [79]. Fatty acids can be synthesized abiotically in several ways. For

example, Miller-Urey-type electrical discharge reactions in a solution of ammonia

under a nitrogen and methane atmosphere yield fatty acids with a chain length up to

C12 [80, 81]. Abiotic syntheses generally yield decreasing amounts of fatty acids of

longer chain lengths. A synthesis simulating hydrothermal vents yielded fatty acids

up to C33, from an aqueous Fischer-Tropsch-type synthesis using a heated solution of

oxalic acid (which disproportionates into H2, CO2, and CO) [82, 83].

Direct evidence for the abiotic presence of fatty acids comes from the detection

of fatty acids in the interior of the Murray and Murchison carbonaceous chondrite

meteorites from Australia (up to C8), as well as an Asuka carbonaceous chondrite

meteorite (A-881458) from Antarctica (up to C12) [84–87]. Fatty acids are rela-

tively abundant in these meteorites, being 20 times more abundant than amino acids

in the organic extract of A-881458. Indeed, organic extracts from the Murchison

meteorite form boundary membranes when rehydrated [88, 89]. The presence of

fatty acids is particularly suggestive because the chemical composition of these

meteorites is believed to resemble that of the early solar system.
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Depending on the solution pH, fatty acids self-assemble into different structures

[90, 91]. At low pH, the molecules are protonated and uncharged, resulting in an oil

phase. At high pH, they are deprotonated and negatively charged, resulting in the

formation of micelles with a hydrophobic core and surface-exposed carboxylates

that repel one another (Fig. 9.14a). Although the pKa of a carboxylic acid is

typically 4–5, the self-assembly of fatty acids leads to a cooperative effect that

increases the pKa. For example, oleic acid monomers have a pKa of 4.5, but oleic

acid assembled into a bilayer membrane has a pKa of 8.5. Medium- and long-chain

fatty acids incorporated into membranes have pKas in the general range of 7–9 [90].

When the solution pH is near the pKa, fatty acids assemble into bilayer membrane

vesicles (Fig. 9.14b) that are capable of entrapping solutes [92, 93]. These vesicles

have a net negative charge, with a formal surface charge density close to half of the

molecular density of the membrane. As a result, cations are also associated with the

surface, forming an electrical double layer [94, 95].

At a given pH, the structures formed (free molecules, micelles, or vesicles) also

depend on the concentration. Because the number of molecules required to form a

micelle or vesicle is quite high, the equilibrium can be treated as a phase transition:

DG0
transition ¼ mRTln critical concentrationð Þ; (9.8)

where m accounts for the entropic loss from the association of counterions with the

aggregate (for fatty acids, m ¼ 1.5 for partially ionised vesicles) [96–98]. Free

molecules aggregate into micelles when the concentration reaches a certain value,

the critical micelle concentration (cmc). Similarly, membrane vesicles form above

a critical aggregate concentration (cac). The cac decreases as the fatty acyl chain

length increases. For example, the cac of myristoleic acid is 4 mM, while the cac of

oleic acid is 80 mM. The temperature and hydration of the suspension also deter-

mine the physical phase of the fatty acid, which may be one of several ordered gel

phases or a liquid-like phase in which the hydrocarbon chains are relatively

disordered. At room temperature and low mole fraction (e.g., <0.2 M in water),

oleic acid forms bilayers with liquid-like hydrocarbon chains [99].

If fatty acid micelles are added to a solution buffered at a pH close to the pKa,

they are thermodynamically unstable and will eventually aggregate into vesicles in

an autocatalytic process [100]. The initial formation of vesicles accelerates the

formation of more vesicles, giving rise to sigmoidal kinetics, and the addition of

preformed vesicles shortens the lag phase and accelerates the reaction [101]. There

is also some evidence for an effect on the size of newly formed vesicles, in which

the size distribution of the new vesicles may resemble that of the preformed vesicles

[101, 102]. The autocatalysis is probably caused by electrostatic interactions

between a preformed vesicle surface and a bilayer in the process of forming.

Although both surfaces are negatively charged, correlations among counterions

can reduce the electrostatic repulsion and even mediate an attractive interaction

[103–108]. In addition, a depletion effect may favour the interaction of two

negatively charged surfaces due to the entropic gain from the release of displaced
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anions into the buffer [109, 110]. Catalysis of the assembly of fatty acid vesicles

also occurs on a variety of ionic surfaces that adsorb fatty acid, including montmo-

rillonite clay and silicates, but not on surfaces that do not adsorb fatty acid, such as

Teflon [111, 112]. However, Teflon particles coated with fluorinated fatty acid do

catalyse vesicle assembly, suggesting that the fatty acid adsorbed to the surface

mediates vesicle assembly, similar to autocatalysis and catalysis by preformed

vesicles [112].

In the presence of preformed vesicles, fatty acid from the micelles forms new

vesicles, but some fatty acid is also incorporated into the preformed vesicles, with a

yield determined by the particular method of addition [111, 113]. The slow and

steady addition of micelles to preformed vesicles leads to 90–100 % incorporation

of fatty acid into preformed vesicles [111]. Other methods of adding free fatty acid

to the system also cause preformed vesicles to grow larger [101, 114]. For example,

in a heterogeneous two-phase system with oleic anhydride layered on top of the

aqueous phase containing vesicles, hydrolysis of the anhydride to oleic acid causes

both de novo vesicle formation and growth of preformed vesicles [101]. Previous

studies have demonstrated the feasibility of several cycles of growth and division

(i.e., at least five division cycles can be induced by extrusion of the vesicles through

small pores or by gentle agitation of large floppy vesicles), mimicking a life cycle

for protocellular vesicles [111, 115].

9.5.2 The Second Law of Thermodynamics

Concentration differences are out of equilibrium. This is because there are more

ways to distribute items evenly than to distribute them unevenly. Suppose we have a

pool table with several balls, and we designate a right and left side. We jostle the

balls around in a random fashion, much like thermal energy would. Using your

intuition from the natural world, you would be quite surprised if all of the balls

wound up on one side. The most likely outcome is for approximately half of the

balls to end up on the right, and half to end up on the left, because (if there is no

particular reason to favour one direction over the other) there are many more ways

to spread the balls evenly than ways that would generate a noticeable imbalance. If

the pool table started with all the balls on the right, random jostling would quickly

spread them roughly evenly on both sides. This statistical phenomenon is the root of

the second law of thermodynamics, which states that the entropy of a system tends

to increase.

9.5.3 Osmotic Pressure and the Gibbs-Donnan Equilibrium

Like atoms in an ideal gas, water molecules also tend to move down their own

concentration gradient because there are more ways to distribute the molecules
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evenly than ways to maintain the gradient. Suppose we have a spherical membrane

(vesicle) in water, and water is able to pass through the membrane but a large

polymer, like RNA, is trapped inside the vesicle. The RNA, being negatively

charged, also traps counterions like Na+ to maintain approximate electrical neutrality

(more on this later). Therefore, the bulk exterior solution has a higher water activity

than the interior (i.e., the bulk water is hypotonic relative to the vesicle interior),

creating a driving force for water to enter the vesicle. The resulting pressure differ-

ence (the osmotic pressureP) is equal to iDcRT, where Dc is the solute concentration
difference and i is the van’t Hoff factor of the solute (e.g., i is approximately 1 for a

non-ionic solute). Therefore, a charged solute generates more osmotic pressure, and

the osmotic pressure of a charged polymer, such as RNA, will be due primarily to the

counterions associated with it.

The encapsulation of the impermeable solute and its counterions creates an ion

gradient across the membrane, causing ions to flow out of the hypertonic volume if

both cations and anions are permeable. This effect reduces the osmotic pressure

exerted by the impermeable solute. The result is a transmembrane potential and an

altered distribution of ions, known as the Gibbs-Donnan equilibrium [116, 117]. For a

permeable cation, the ratio of its interior to exterior concentration (r) is equal to

� ZMcM= 2cð Þ þ ZMcM= 2cð Þð Þ2 þ 1
h i1=2

; (9.9)

where ZM and cM are the charge and concentration of the impermeable solute and

c is the external concentration of the salt. The ratio of concentrations for the

permeable anion is 1/r. However, if either ion is impermeable, the requirement

for electroneutrality prevents the equilibration of both ions, so the osmotic pressure

difference DP is maximal and equal to (ZM + 1)DcMRT. The real value of DP is

also affected if the impermeable solute is very large and excludes significant

volume.

This pressure difference is counterbalanced by membrane tension, as the mem-

brane holds together via the hydrophobic effect, limiting the volume expansion of the

vesicle. During osmotic swelling, a vesicle membrane rounds up to a spherical shape

(if it was not already spherical), and then becomes tense due to the osmotic pressure.

This balance gives red blood cells a well-known bloated appearance when put into

hypotonic solution. If swelling continues, the strain on the membrane increases until a

critical areal strain is reached, at which point the membrane ruptures and releases

contents into the exterior. This rupture does not result in full equilibration of the

solutes because the membrane reseals as soon as a tolerable (non-zero) level of

tension is reached [118, 119]. The tensile strength (t*) of the membrane depends

somewhat on its composition, but is generally 3–40 dyn/cm (0.003–0.04 N m�1)

for phospholipid bilayer membranes [119–121]. The maximum tolerable osmotic

pressure depends on both the tensile strength and the size of the vesicle, in accordance

with Laplace’s law (t ¼ DPr/2, where r is the internal radius of the vesicle) [119].
The concentration gradient required to achieve the rupture tension is inversely

proportional to the radius of the vesicle, so small vesicles can actually withstand
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quite large pressure gradients (several atm for a vesicle with diameter of a few

hundred nanometres).

9.5.4 Relieving Membrane Tension

In principle, there are at least two ways to relieve the tension in the membrane caused

by osmotic pressure. First, osmolytes might leak, as happens if the tension is too great

and the membrane ruptures. Second, the volume of the vesicle could increase,

diluting the internal osmolyte concentration and thus reducing the gradient. Leakage

is a sudden event that only occurs above the rupture tension, but vesicle volume could

increase in a more gradual fashion. For example, if a vesicle containing a certain

amount of osmolytes has an elongated shape, it may round up to a sphere to increase

its volume while keeping the surface area constant. How would a vesicle begin in a

non-spherical shape? This might happen as a result of the method of preparation; for

example, vesicles extruded through small pores are elongated as they are squeezed

through the pore. Once extruded, the volume of the vesicle is determined by the

osmolarity; if no gradient is applied, the vesicle remains elongated. But if placed in a

hypotonic solution, such a vesicle could round up to relieve membrane tension.

Alternatively, the surface area of a spherical, tense vesicle might increase, allowing

the volume to increase. How might the surface area increase? If a source of

amphiphiles is present, fresh amphiphiles could insert into the existing vesicle

membrane, effectively growing the vesicle while keeping the osmolyte number

constant and thereby decreasing the osmolyte concentration inside the vesicle.

Membrane growth can actually be observed experimentally under the right

conditions with highly dynamic amphiphiles that insert, flip-flop, and exit the

membrane at observable timescales. While phospholipid membranes, consisting

mostly of double-chain amphiphiles, are fairly static because they are so stable

within the membrane, single-chain amphiphiles are much more easily removed and

flipped in the membrane. A particularly interesting setup is as follows: imagine a

vesicle, ‘Bob’, that encapsulates RNA and is therefore osmotically tensed in a

hypotonic solution. Another vesicle, ‘Joe’, by chance, does not encapsulate RNA

and therefore its membrane is relaxed; perhaps its membrane is also elongated from

extrusion through a pore. What happens? The system can minimise tension by

transferring amphiphiles from Joe to Bob, increasing the surface area and volume of

Bob while decreasing the surface area of Joe. At some point, Joe will also round up

as the loss of surface area continues. This may lead to an increase in membrane

tension for Joe, stopping the transfer of amphiphiles. But as a protocell, Bob will

have grown larger at the expense of Joe. By the mere act of encapsulating an

osmolyte, Bob ‘wins’ a competition with Joe [122].
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9.5.5 Kinetics and Thermodynamics of Protocell Competition

In this scenario, there are two important facets that enable a replicator’s properties

to translate into fitness during the protocell competition. First, there must be a

thermodynamic driving force that creates an asymmetry to be exploited during the

competition. The driving force in this case is the tension of the membrane caused

by osmotic pressure, itself induced by the chance encapsulation of osmolytes.

A lower energy state could be achieved by increasing the surface area of the

membrane. Second, there must be a kinetic pathway that approaches the lower

energy state. In this case, the fact that the amphiphiles can transfer from one vesicle

to another by exiting a membrane, diffusing through solution, and inserting into

another membrane, provides a pathway for movement of the system toward

equilibrium.

9.5.6 The Evolution of Membranes and the ‘Red Queen’

In Lewis Carroll’s famous tale “Through the Looking-Glass,” young Alice

encounters the Red Queen, who shows her the rules of live Chess in a fanciful

alternate universe. Alice finds herself running as fast as she can with the Red Queen,

but the landscape never changes. When Alice expresses surprise that they find

themselves in the exact same spot, the Red Queen explains, “Now, here, you see, it
takes all the running you can do, to keep in the same place.” In evolutionary

biology, rapid evolution is sometimes observed and appears to be the result of

natural selection for change. For example, hosts and parasites seem to be engaged in

an evolutionary ‘arms race’, with the host evolving a defence (e.g., mutated

receptor protein) and the parasite countering (mutant attachment protein). Indeed,

genes involved in host defence and parasite offence often exhibit a greater ratio

(dN/dS) of non-synonymous (resulting in an amino acid change) to synonymous

changes (resulting in no change at the amino acid level) in the DNA sequence

compared to the rest of the genome. This acceleration in evolution by natural

selection for change is called the “Red Queen” effect; an evolutionarily static

organism would not survive, and instead the organisms need to evolve quickly

just to survive in a dynamic environment.

The competition among protocells for membrane components could drive rapid

evolution of sophisticated membranes. While fatty acids were likely to be available

through prebiotic synthesis, the synthesis of phospholipids may have required

enzymatic activity, such as a ribozyme that could catalyse condensation of fatty

acids with phosphate head groups. If such an activity arose, protocells containing

phospholipids would be able to ‘hold on’ to their fatty acids more tightly, in the

sense that the rate constant for dissociation of the fatty acids from the bulk phase is

reduced by the presence of the bipartite lipid. In addition, the dissociation rate for

bipartite lipids themselves is also much lower than that of fatty acids. Both effects
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result in overall stabilisation of the membrane in the competition among protocells,

causing net transfer of lipid toward the population of protocells with phospholipids

[123]. However, a consequence of a stabilised membrane is reduced permeability,

as the fluidity of the membrane decreases. Therefore, a protocell that won the

competition for membrane components would need an additional mechanism to

preserve its ability to utilise nutrients (as the Red Queen would say, “to keep in the

same place”). One may imagine how further ribozyme and membrane evolution,

sometimes in response to competition, sometimes in response to prior changes,

could snowball into a great deal of biochemical complexity.
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Chapter 10

Physical Chemistry: Extending the Boundaries

Sydney Leach

Abstract This chapter is conceived as a brief exposition of the content of the

previous nine chapters, a commentary on them and added material, with the intent

to enlarge reflection on the general theme, Physical Chemistry in Action. It can be

considered as a guide to the book and, in its attempt to be syncretic, perhaps as a

guide to the perplexed, confronted with the separate domains of physical chemistry,

astrochemistry and astrobiology.

10.1 Introduction

Physical Chemistry was coined as a term in 1752 by the scientific polymath and

poet Mikhail Lomonosov [1], but it was recognised and defined as a specific

discipline only towards the end of the nineteenth century. Definitions and

distinctions were discussed and exemplified by Jean Perrin in his magistral ‘Traité

de Chimie Physique’ of 1903 [2] which clearly defined the overlap between the

subjects now known as physical chemistry and chemical physics. In essence both of

these fields involved the opening up of chemistry to the techniques and thought

processes of physics. Extension of physical chemistry, and its relation to physics, to

the sphere of biology became formally recognised 50 years later, as exemplified by

the arguments and presentation of Cyril Hinshelwood in his popular tome ‘The

Structure of Physical Chemistry’, published in 1951 [3].

In parallel to these developments there also occurred the extension of physical

chemistry from Earthbound considerations to those of the Solar System, with the

interpretation of spectroscopic observations of comets and planetary atmospheres,

in the first half of the twentieth century, amplified later by satellite studies and space
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probes, and finally to the Universe as a whole with the discovery of interstellar

molecules by optical and radiofrequency spectroscopies. The end of the twentieth

century saw the first observations consistent with the existence of exoplanets, in far-

off stellar systems, and this has led in recent years to determinations of the partial

content and physical characteristics of exoplanet atmospheres, requiring physical

chemistry knowledge for interpretation. These developments have also led to the

birth of the field of astrobiology/exobiology which seeks to understand the origin of

life and its possible existence in extraterrestrial sites. This new field is subject

to much speculation, tempered by laboratory studies that often fall within the

extensive boundaries of physical chemistry.

Accompanying these evolutionary developments of the intellectual and spatial

boundaries of physical chemistry, and in large part being key contributors to these

extensions, are a succession of new instrumental tools for the laboratory study and

an enlarging capacity for computation and simulation of physical chemistry

processes.

This chapter will include examples and lessons, drawn mainly from the previous

nine chapters that illustrate the tenor of the above text. It will also point out gaps in

these chapters and give additional material or comments in the context of the

treatment of the overall subject of Physical Chemistry in Action: Astrochemistry

and Astrobiology.

10.2 Physical Chemistry in Astrophysics and Astrobiology:

The Basic Tools

Chapter 1, by Ian Smith, reviews fundamental aspects of Physical Chemistry that

are essential for applications to astrophysics and astrobiology. The historical

construction of the periodic table and of the concepts and determination of molec-

ular structure constitute a paradigm for the development of our present day under-

standing of the structure of the universe. Both result from careful observation, in

many cases by spectroscopy, the gradual winnowing of superfluous facts and

incorrect concepts, the hardening of the principal concepts and processes through

theoretical models and simulations. And in both cases there remain many unex-

plained observations, such as the Diffuse Interstellar Bands (DIBs), for which

explanation is sought through attempts to correlate observed spectral properties

with astrophysical sites and their physical conditions, with few valid results so far.

Another area of uncertain attribution is that of the Unidentified Infrared Bands

(UIBs), most often blithely assigned to polycyclic aromatic hydrocarbons (PAHs)

or their avatars, but without a single firm identification. The difficulty is that

observations have mainly been in the 3–15 mm infrared region where bands are

specific to chemical bond vibrations but not to particular molecules. It is now hoped

that observations in the Far InfraRed/THz region, home of the characteristic

skeletal vibrations of large molecules (0.15–15 THz) will enable specific

assignments to be made. Far InfraRed (FIR) observations are possible on the
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space telescope HERSCHEL, which has three spectral instruments: HIFI (0.48–1.25 THz,

1.41–1.91 THz), PACS (1.43–5.01 THz) and SPIRE (0.45–1.5 GHz). Interpretation

of observations in the PAH trope will require preliminary building up a library of

FIR spectra on PAH type molecules. At present there are few examples, and these are

mainly restricted to FIR spectra of relatively small PAHs in the solid state. FIR

observations with HERSCHEL have so far been restricted to small molecules such as

water and related species. Interpretation of these observations has been based on

laboratory studies in the sub-mm range and has helped to understand the water budget

during star and planet formation.

Bonding properties, intermolecular forces and thermodynamics are fundamental

to chemistry, along with the kinetics of reactions and these are adequately sketched

in Chap. 1, along with appropriate examples. Apart from the equation of state of the

universe, basically a thermodynamic concept, these aspects of physical chemistry

are not usually associated with cosmology, but there have been exceptions in the

past. One notable physical chemist whose work led to cosmological musings was

Walther Nernst [4]. Who could be more of a physical chemist than Nernst, well

known for his basic contributions to electrochemistry and to thermodynamics!

A believer in the ether, seen by him as being rich in potential energy, he argued

against the ‘heat death’ predicted for the universe of ever increasing entropy.

In 1912 he proposed that the energy of the ether, in our more modern terms a sort

of zero-point energy [5], would save the world. When quantum theory developed

he postulated the existence of zero-point radiation energy and showed that, com-

pressed in a container, it had the remarkable property of an invariant energy density.

It is fascinating that, although zero-point radiation energy has fallen by the wayside,

invariant energy density is a property of ‘dark energy’, one of the dark ladies of

modern cosmology [6]1 and that the concept of all pervading ether(s) is perhaps

disguised nowadays as that of field(s) [4].

Another excursion coupling physical chemistry and cosmology has been made,

this time by a cosmologist, David Layzer [8] who discussed some numerical

coincidences between astronomical and cosmological parameter values and those

of importance in solid-state chemistry. He explained these coincidences by a

cosmological theory that assumes the universe began to expand from a maximally

dense initial state at zero temperature, i.e. a cold universe origin. In this model,

chemical bonding plays a role in the formation of gravitationally bound systems.

This is based on the coincidence between the binding energies of gravitationally

bound systems and the cohesive energies of solids. In this cold model the cosmic

background radiation is interpreted as thermalized starlight emitted by an earlier

generation of massive stars. There are indeed plenty of cold and ‘not so hot’

(so-called ‘ekpyrotic’) early universe studies [9–12]. If a cold scenario survives,

although the hot Big Bang is the favourite horse at present, the conclusion of Layzer

that cosmology will become a discipline closely related to physical chemistry could

perhaps be revived.

1Did Shakespeare have only one Dark Lady in his sonnet sequence [7]? Cosmology has certainly

two Dark Ladies (Dark Matter, Dark Energy) whose identity is sought.
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The section on surfaces, interfaces and catalysis is relevant to astrophysical

processes, in particular to those occurring on interstellar grains and comets, and

in general to objects subsumed under the notion of astrophysical ices. Observations

by the infrared SPITZER space telescope have transformed this area of science. The

high sensitivity of SPITZER has been capital in the observation of chemically

interesting mantles formed on interstellar grains in sites previously difficult to

observe, such as solar-type protostars, protoplanetary disks, star-less and star-

forming clouds, and a range of extragalactic sources. The production of complex

molecules observed in space has become a very active area of laboratory research

and concerns, in particular, processes leading to molecule formation on surfaces,

especially the fundamental one of H2 formation, as well as physicochemical

processes of adsorption and desorption. Surfaces, interfaces and catalysis intervene,

of course, in a vast range of biological processes and phenomena, illustrated here by

a discussion of enzyme-catalysed reactions and in detailed examples discussed in

later, more biologically oriented chapters. Catalysis involves the formation of an

appropriate reaction intermediate that helps to lower, or avoid, the energy hill

between reactants and products. Nature has been extraordinarily inventive in

creating catalysts in the biological domain.

Two further areas of physical chemistry that are important in both astrophysics

and astrobiology are photochemistry and radiation chemistry. Singly or together

they play important roles in the formation of key organic compounds in the ISM, in

planetary and cometary atmospheres and in photosynthesis. Ionization by photon

absorption or by transfer of energy on particle impact is important in many

astrophysical and astrobiological contexts and this will be illustrated, albeit frag-

mentarily, in later chapters.

A word must also be said about energy sources. For us on Earth the Sun is a

major source, both directly and indirectly. However, its luminosity and spectral

distribution have evolved in time from a reduced luminosity at the birth of the

Earth, but with a 1,000 times greater far ultraviolet component than at present, with

important consequences in the evolution of the atmosphere [13, 14]. The luminosity

and spectral distribution of stars found or suspected to have associated planets will

depend on the evolutionary moment chosen and this will determine the possible

occurrence and nature of photosynthesis on such exoplanets [15]. Many other

energy sources have been considered as having possibly contributed to chemical

synthesis on the Earth: these include lightning, coronal discharges, shocks due to

infall of material such as meteorites, with various degrees of estimated efficiency

[16]; their possible role in the formation of increasingly complex biomolecules has

been questioned in view of a number of thermodynamic limitations and arguments

given that favour UV radiation as the prime energy source [17]. Changing scale, we

note that the most efficient energy sources in the universe are accretion disks. Those

around black holes convert 7–40% of rest mass energy to radiation [18].
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10.3 The ISM: A Chemical Cornucopia, or from Dust to Dust?

The molecular universe is the subject of Maryvonne Gérin’s Chap. 2. It deals

mainly with the interstellar medium (ISM) and leaves aside planets, dealt with in

other chapters, except for early stages of their origin. How did molecules form,

when did they form and where did they form are the questions addressed. The

evolutionary path from the Big Bang until the formation of successive populations

of stars is sketched out, based on observations and models. Recently, gaseous

regions containing no elements heavier than helium have been observed in sites

that correspond to about 2 billion years after the Big Bang [19]. These relics of the

pristine Universe indicate that the distribution of ‘metals’ (the astrophysicists

quaint name for elements heavier than helium) is inhomogeneous in the Universe.

Metal-free stars, the so-called population III stars, could therefore still form much

later than the early epochs assumed in current models.

Galaxy formation and distribution remain front-line questions under investiga-

tion. Observational evidence for molecules existing quite early on poses questions

about the nature and the formation of dust grains as part of the molecule fabrication

process in the early universe. Understanding the nature and physical properties of

the different components of the ISM, summarised in Table 2.1, is mainly restricted

to our own galaxy, the Milky Way. The role of supernovae explosions in the

creation and scattering of molecular material is important and its understanding

increasingly so. This chapter includes detailed discussion of our knowledge of the

life cycle of the ISM and illustrates the profound interplay of gravity, turbulence

and magnetic fields in its various physical phases and temporal stages. Molecules

can preferentially lurk in dense regions of the ISM where they are protected from

the debilitating and destructive effects of star-emitted far-UV and X-rays. But the

cores of these dense regions are also the birthplaces of stars. Newly born stars,

familiarly called YSO’s (young stellar objects) emit energetic radiation ragingly,

increase local temperatures in the surrounding molecular cloud, dissociate

molecules, and yet release them by destroying ice mantles. A dynamic situation

thus exists, monitored from the molecular viewpoint by mm and sub-mm

radioastronomy over a variety of sites corresponding to different evolutionary

stages, the dynamic aspects being expressed in computational simulations,

discussed in later chapters.

One of the most aesthetically pleasing images in this evolutionary cycle is that of

bipolar outflows and jets issuing from YSO’s, schematically indicated in Fig. 2.2

but worth seeing in astronomical photographs or in an artist’s view. These features

play a role in the accretion of matter on the central object and have interesting

chemical and molecular consequences. They also contribute to the outward trans-

port of energy and angular momentum, which are fundamental physical effects

permitting conservation of energy and angular momentum of the whole system by

counterbalancing their losses due to the accretion process. The next evolutionary

stage is the formation of circumstellar disks and it is here that planet embryos

gradually build up, starting with the aggregation of small dust particles. Because of
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the relatively small size of circumstellar disks, the detailed study of their chemical

composition can only be developed with the coming into action of high sensitivity

and high angular resolution spectroscopic instruments such as ALMA. Some

meteorites reaching Earth today contain relics of this circumstellar disk stage, as

evidenced by their element abundances.

Radiative and particle energy impacting on the constituents of molecular clouds

lead to photodissociation, photoionization and shock phenomena. The behaviour of

photodissociation regions (PDRs) is the subject of much computational simulation,

with improving developments towards full 3D treatments that should build up

confidence in understanding the dynamics involved. Shocks of various origins

and the influence of magnetic fields on their hydrodynamic aspects are also active

areas of observation and modelling. Shocks can also be an easy way out in

postulating reasons for ejection of matter in the ISM when no other obvious

cause exists.

A very thorough presentation of the constituents of the interstellar medium,

notably the atoms and molecules observed, and the physical conditions (density,

temperature, degree of ionization, magnetic field) in their sites in the ISM, is given

next. Here there is a lot of standard spectroscopy and its relevant applicable theory.

Fifty years ago the ISM was thought to be a place where atoms and their ions

reigned: molecules were thought to be rare and largely subject to destructive forces.

Now well over 100 molecules have been observed in the ISM or in circumstellar

regions; these include cations and anions, the latter with some surprise at the time of

their initial observation, in view of their relatively small electron affinities and thus

being susceptible to photoejection.

Radiofrequency astronomical spectroscopy often runs into the ‘confusion limit’,

which occurs when the density of observed spectral lines is so great that picking out

features characteristic of a particular molecule becomes impossible, except for the

few high abundance species towering over their neighbours in spectral line inten-

sity. The situation is improving and should improve further with the introduction of

interferometric instruments (e.g. ALMA) with their high sensitivity. They will be

able to observe much smaller regions of the sky (smaller aperture) than with the

previous generation of radiotelescopes and, in principle, be able to observe regions

containing fewer different types of molecules, thus diminishing the risks of a

‘confusion limit’.

Determining the density, and energy distribution, of electrons at various sites is

no easy matter. This information is essential for estimating collisional excitation

effects due to electrons. A classical problem is in the determination of the extent of

electron excitation of the CN radical, which is an important factor in measuring the

Cosmic Background Radiation (CBR) temperature by CN spectroscopy, a tech-

nique usable for extragalactic sources and thus able to determine the CBR temper-

ature in high redshift sources, i.e. at past epochs in cosmic evolution. This is in

contrast to bolometric measurements such as those of COBE, which are limited to

our region of the solar system and thus to the present [20].

Another datum that has proven elusive to pin down accurately, by theoretical

calculations or by observations, is the ionisation rate due to cosmic rays impinging
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onmolecules. It is now found that there is a distribution of ionisation rates in the ISM.

This has been probed by H3
+ in many lines-of-site in diffuse molecular clouds [21].

The mean rate is �3.5 � 10�16 s�1. Some of the highest inferred rates are 25 times

larger than the lowest upper limits, indicating that there are variations in the

underlying cosmic ray flux across the Galaxy. These variations are possibly related

to the distance between an observed cloud and the nearest site of particle accelera-

tion. The cosmic ray spectrum is apparently not uniform in theGalaxy. The ionH3
+ is

here considered as a tracer of astrophysical environments; several other tracers are

discussed, for PDR regions, shocks, and the cold cores and hot cores existing within

molecular clouds. This is a fast evolving area. As new molecular and ionic species

are discovered with the latest telescopes, the number of tracer species and their

diagnostic characteristics will increase bringing, for example, new knowledge about

the phenomena of turbulence occurring in various regions of the ISM.

The subject of dust grains, a term that covers a large range of solid particles of

various whereabouts, is briefly discussed from the viewpoint of their physical

properties. Chemical aspects, notably their role as small chemical reactors in the

building up and evolution of ices, are left mainly to other chapters. Future high

spectral resolution observations by the Stratospheric Observatory for Infrared

Astronomy (SOFIA) and the James Webb Space Telescope (JWST) will clarify

many aspects of these processes in icy grain mantles. Element abundances in the

gas phase, when smaller than those of the Sun, are indicators of the degree of

condensation into solid structures. We note, however, as Snow and Witt have

shown [22], that solar abundances of carbon and heavier elements are approxi-

mately a factor of 1.8 greater than for a large number of nearby stars. This led them

to propose a revised list of cosmic abundances. Solar system abundances and

condensation temperatures of the elements have been reviewed more recently by

Lodders [23, 24]. The actual mechanisms of gas phase element depletion by

condensation on grains are not always evident, given the low densities of matter

in molecular clouds.

Since abundances generally decrease with galactocentric distance, coupled with

the fact that there exist differences in abundances between our Galaxy and galaxies

at high redshift, it is vain to consider that there is a generic cosmic composition

valid for all cosmic systems [24].

A useful list of different types of interstellar dust grains and their characteristic

infrared bands is presented by Gérin (Table 2.4). It is remarkable that spectra of

novae change, in just a few days, from a gas spectrum to a spectrum largely

characteristic of dust [25]. Photoelectric effects on dust grains lead them to retain

charge and to contribute to local heating in molecular clouds. Furthermore, redox

reactions on the surface of interstellar dust grains could possibly contribute to the

synthesis of molecules, the chemical driving force being the electrostatic charging

of grains [26–28].

Besides contributing to specific bands in the IR, dust grains are also responsible

for very broad absorption, culminating in a peak at 217 nm, and continuously rising

beyond into the far UV, observed until the Lyman limit at 91.2 nm in the interstellar

extinction curve of our Galaxy. Other galaxies have variants of this extinction
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curve, including several without the 217 nm feature, indicating that the nature and/

or size range of dust grains are not universal. Furthermore, it is not clear what

fraction of the dust grains arises from evolved stars and supernovae and what

fraction is grown in the ISM. With so few specific spectral characteristics, it has

been an interesting and not too difficult game, played quite brilliantly, to invent

suitable mixtures of species able to simulate the extinction curve. These have

sometimes provided pegs to hang on amusing, occasionally very exotic, theories

concerning the nature and origin of the species involved [29, 30].

One class of species, polycyclic aromatic hydrocarbons (PAHs), has a 25-year

old pedigree in astrophysics [31]. They are thought to be the principal carriers of the

Unidentified Infrared Bands (UIB) mentioned previously but, despite careful

experimental and theoretical laboratory studies, as stated earlier, no definitive

assignments have been made. Indeed, the assignment that the UIB are due to pure

aromatic carriers has been disputed and aspects of the somewhat consecrated single

photon excitation, followed by relaxation, mechanism have been argued to be

invalid for PAHs [32]. These bands appear to be characteristic of mixtures of

aliphatic and aromatic molecules and they are assigned to amorphous organic solids

with such a mixture, similar to that in meteorites.

On the other hand, fullerenes, long searched for in the ISM, and occasionally

assigned, in particular in ionic form, by subtle forms of wishful thinking, have finally

really been observed through their infrared spectra [33, 34]. The ISM observation of

neutral fullerenes in the 200–800 nm spectral range has been investigated without

success so far [35]. Based on laboratory studies [36, 37] it has been shown to be

worth attempting, even if difficult to carry out. Fullerenes are potentially important

as denizens of space since they are electron acceptors and have properties interme-

diate between those of molecules and those of bulk materials. On the basis of

laboratory studies of fullerene formation in carbon sources these species were long

expected to be formed only around carbon stars especially poor in hydrogen such as

Coronae Borealis stars [38]. They have been observed (C60, C70) in planetary

nebulae [33, 34] including, however, hydrogen rich circumstellar environments

[39], which suggests that they are formed in the destruction of hydrogenated

amorphous carbon grains (HAC) [40]. Very recently SPITZER IR observations of

the binary star system XXOph show evidence for the possible presence of solidC60;

it is suggested that solid C60 would be excited by stars having effective temperatures

in the range 15,000–30,000 K [41].

This chapter concludes with a thorough presentation of the spectroscopic and

imaging instruments, techniques and methods used for measuring and determining

various physical properties of the ISM and in identifying objects therein. Ground-

based as well as space-borne instruments are discussed and their capabilities are

well delineated. Technical progress in this area is rapid, but the cost of realisation of

new ground and space-borne instruments is becoming of major economic, and thus

political, concern.

314 S. Leach



10.4 Reactants into Products: How Fast?

After this survey telling us about the existence and nature of molecules in the ISM

and the physical conditions of their formation and existence we enter into chemical

territory in the chapter on chemical processes in the ISM by Michael Pilling. Its

scope concerns the rates of chemical reactions, in particular those necessary for

devising and exploiting chemical networks, discussed in detail in Chap. 4, that

conceivably lead to the formation and abundances of interstellar molecules at

various astrophysical sites. The majority of gas-phase reaction rate studies have

been carried out at temperatures far above those existing in the ISM, so that

techniques for measurement at low temperatures, although rare, are of capital

importance. These measurements are not only necessary per se but also to provide

benchmark values for assisting and qualifying theoretical computations of reaction

rates at low temperatures.

Present day databases for astrochemical networks involve several thousand

elementary reactions, of which only a few have been measured, even fewer at

low temperatures. Thus estimations, using well-worn simple theory or more sophis-

ticated reaction rate theory, have been necessary for many cases. Reactions of

interest include those involving different types of reactant: atoms, molecules, free

radicals, ions. The appropriate potential energy surfaces and reaction pathways

have distinctive qualities in the various cases and usually require quite distinct

experimental techniques for their measurement. The methods used in reactions

between an ion and a neutral species are described and exemplified, and the few

low temperature techniques emphasised, in particular the CRESU supersonic isen-

tropic flow technique with which it has been possible to measure down to 8 K. The

appropriate theory valid for ion-neutral reactions is given, the nature of the interac-

tion between the two species being dependent on whether the neutral species is

dipolar, fixed or induced, or quadrupolar. Various reformations of the theory, in

particular by the introduction of trajectory calculations, or phase space

considerations which assume an isotropic potential between the reactants, are

discussed and exemplified by a number of specific reactions. Neutral-neutral

reactions, including those involving free radicals, have mainly been studied using

variants of laser flash photolysis, with a low temperature limit of 80 K, and to lower

temperatures by suitable adaptations of the CRESU technique. Some other, more

traditional, techniques are also discussed. A new technique for studying cold ion-

neutral reactive collisions in ion traps has recently been developed in which the

molecular ions can be selected in particular rovibrational states [42, 43].

How, using theory, does one picture and follow a bimolecular reaction?

A reaction involves rearrangements of atoms, so that the timescale of the chemical

reaction is that for the motion of atoms, 10�9–10�12 s. During the rearrangement

process there is a reorganisation of the electronic structure, but this dance is

choreographed by the atomic rearrangement, so that the timescale of electron

redistribution is that of the nuclei whenever the Born-Oppenheimer approximation

is valid, as it is in most bimolecular reactions. Probing this redistribution can be
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done on the attosecond scale [44]. The electron reorganisation can create an energy

barrier, whether the reaction is exothermic or endothermic. The rate of the reaction

reflects the effort necessary to pass over this barrier. Because of low thermal

energies in the ISM, reactions that have small energy barriers will be favoured.

Transition state theory and its avatars have been developed for calculating the rate

coefficient for a bimolecular reaction in which an energy barrier must be mastered.

Chemical reactions are described in terms of the coordinates of the atoms

participating in bond rupture and formation. The activated complex exists at the

saddle point on the potential energy surface corresponding to the barrier height

maximum. The minimum energy path in the reaction will usually pass through this

saddle point. For the small barrier low temperature reactions occurring in the

ISM the transition state is considered to be located at the maximum of the Gibbs

free energy. Its determination requires variational transition state theory,

whose canonical and micro-canonical forms are adaptable to different types of

bimolecular reactions. In some cases there exist more than one transition state,

created by the counterplay of long and short-range interactions that depend on the

nature of the local binding forces. Switching between transition states can occur and

is particularly important in some reactions, including a number of those that may

occur in the ISM.

Ways of avoiding cumbersome or impracticable calculations necessary for

evaluating whether a reaction will be of significant importance in the ISM are

being explored. These include the use of sensitivity analysis to identify key

reactions in cosmochemical schemes, as discussed in Chap. 4. However, the picture

given above of the importance of the transition state barrier needs serious modifi-

cation in some monomolecular dissociation cases. It has been found that some

reactions, for example the photodissociation of NO3 into NO þ O2, important in

atmospheric chemistry, proceed without a transition state [45]. The saddle point on

the potential energy surface is by-passed. Instead, an incomplete bond cleavage

leaves part of the molecule unable to escape, so that it orbits the other molecular

remnant until reaching a reactive site, usually involving a conical intersection of

potential energy surfaces in photochemical cases, leading to the products being

formed after internal conversion. This ‘roaming’ reaction involves large excursions

on the potential energy surfaces and situations where the Born-Oppenheimer

approximation stumbles. Roaming reaction pathways have also been invoked in

thermal reactions, ion molecule reactions and in shock tube studies [46]. They

rarely constitute an exclusive pathway, as is the case for NO3 photodissociation, but

can occur alongside, and thus be competitive with, transition state channels.

Association reactions need to remove surplus energy either by an internal

relaxation process, such as in radiative association, or by third body interaction.

This is also true for electron-ion recombination processes. Aspects of these cases

are briefly considered in this chapter, which concludes with detailed discussions of

the experimental and theoretical aspects of some neutral-neutral, radical-radical

and radical-molecule reactions and surface reactions, notably the formation of H2

on surfaces, which is the paramount way of associating two H atoms to form the

molecule in the ISM.
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Investigation of the chemistry occurring on the surfaces of interstellar grains is a

very active, but challenging, area of research. From laboratory experiments we can

reasonably assume that molecular hydrogen can be formed efficiently on cold

grains, although determining the amount of internal and kinetic energy released

in H2 leaving the surface is a delicate problem. It has been shown that other surface

reactions can occur, forming species such as methane, ammonia, water and even

methanol. A basic problem in application of laboratory obtained information to

astrophysical models is that the nature, structure and other physical properties of

interstellar grains is not known with sufficient exactitude. They are surely not

uniform in composition or in density.

In spite of these drawbacks there has been much effort and some progress, both

in experimental and in theoretical determination of the rates of physico-chemical

processes occurring in surface reactions relevant to cosmochemistry. Application to

cosmochemical models is still full of ambiguities. Chemical models, in which

surface reactions were treated with rate equations, are now subject to more accurate

treatments, in which the stochastic nature of the process is dealt with by different

approaches. But detailed gas-grain models require knowledge or reasonable

estimation of grain size distribution, the nature of the grain surface and charac-

teristics and extent of its inhomogeneities which can play an important role in

affecting reaction rates, catalysing or restraining reaction processes. These features

and parameters are essential to clarify for the development of valid models.

Assessing the feasibility of a reaction requires accurate data on thermodynamic

quantities. Knowledge of DfH (M), the heat of formation (enthalpy) of a molecular

species M, is necessary for quantitative understanding of chemical equilibria and

reactions. There is an extensive literature on the heats of formation of molecules

determined experimentally, as reported for example in the NIST [47] and Lias et al.

[48] compilations, or as derived using empirical, or semi-empirical methods based

on the parameterisation of structural similarities [49]. The NIST compilation [47]

often quotes the early experimental DfH data of Lemoult [50, 51], either exclusively

or in comparison with other data including group additivity scheme values.

Regularities in the values of the heats of formation of homologous series of

molecules were early recognised by Lemoult [52] and were extended in his further

studies [50, 51]. Later parameterisation methods, developed since 1940, and

reviewed by Cox and Pilcher [53], culminated in the development of many

additivity schemes, in particular that of Group Additivity [49, 54, 55] for calculat-

ing the heat of formation of neutral molecules. These methods are mainly based on

the concept that the heat of formation of a molecule in the gas state is equal to the

sum of contributions from sub-structural components within the molecule. Exten-

sive comparisons between experimental heats of formation and the values deter-

mined using these various parameterisation schemes are given in books by Cox and

Pilcher [53] and Pedley, Naylor and Kirby [56]. The neutral molecule heats of

formation reported in the compilations of Lias et al. [48] and of the NIST [47] are

often those based on estimations tabled in these two books. Quantum mechanical

methods for calculating molecular heats of formation have recently been critically

reviewed [57]. In some developments they include group contribution methods.
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For molecular ions, reported heats of formation [47, 48] have very often been

determined by one or other of two principal methods:

1. For a molecular ion Mþ, DfH(M
þ) is given by DfH (Mþ) ¼ IEad(M) þ DfH(M),

i.e. the sum of IEad(M), the adiabatic ionization energy of the molecule M, and

DfH(M), the heat of formation of M.

2. For a molecular ion (MH)þ, the heat of formation DfH(MH)þ ¼ DfH(M) þ DfH

(Hþ) � PA(M), where PA is the proton affinity (PA) of molecule M.

The critical values, IEad(M) and PA(M), are often not known to better than 10 or

20 kJ mol�1. For example, in the NIST [47] and Lias et al. [48] compilations, many

IE values are given with an error of�0.1 or 0.2 eV, often on the basis of estimations

of onset energies in a photoelectron spectrum first band, a notoriously subjective

task. In very many cases, quoted IE values are obtained by subtracting DfH(MH)

from DfH(MH)þ, the latter being obtained via the proton affinity of DfH(M), whose

measurement can be difficult to perform and interpret and which, in the past, has not

always been known with great accuracy [47, 48, 58–60].

There are a small, but increasing number of molecules whose IEad(M) is now

known to very high accuracy, via various photoionization techniques involving lasers

or synchrotron radiation, coupled with coincidence detection techniques [61].

Thus an accurate value of the cation heat of formation would provide the opportunity

of obtaining a value of the heat of formation of the neutral species. The latter is also

not always well known. For example, for ethyl formate, the NIST compilation cites

two values that differ by 36 kJ/mol, DfH ¼ �361.7 kJ/mol and �398 kJ/mol [47].

Some reported DfH values of cations were derived from appearance energy (AE)

measurements in dissociative ionization processes (10.1), either by photon impact

or by electron impact. In their determination it is usual to follow the approximation

[61], that two heat capacity terms in the full energy balance equation [62] cancel

each other so that the 298 K DfH values of fragment ions m1
þ can be obtained from

measured AE’s using (10.2):

Mþ hn=e� ! Mþ þ e�=2e� ! m1
þ þmi (10.1)

AE þ DfHgas Mð Þ �
X

½DfHgasðmiÞ� ¼ DfHgasðm1
þÞ (10.2)

There have been a few attempts to correlate DfH(M
þ) in a simple additive

manner. Franklin devised a group equivalents method, with application to gaseous

free radicals and carbonium ions [63]. His results are not conclusive as to the

validity of this method. Holmes et al. [64] developed an additivity scheme for

estimating the heats of formation of gas-phase organic ions, based on data for

unbranched homologous ions but additivity methods are not generally successful

for ions, mainly because ionization energies are not simply proportional to the

number of added sub-units.

We emphasize that particular care must be exercised in the use of the standard

compilations of heats of formation of molecular species [47, 48], especially of
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cations and anions; careful examination of the sources of information and a critical

cast of mind in their respect are essential in evaluating the validity of the data.

10.5 Chemical Networking in the ISM and Elsewhere

The next chapter, by Wakelam, Coppen and Herbst, builds on the previous chapters

in presenting models that enable one to simulate the chemical composition of

molecular clouds under a variety of physical conditions and at various stages in

their temporal evolution. These models are conceived for comparison with spectral

observations of the abundances in appropriate astrophysical sites, in particular

where reliable estimates have been made of the age and initial composition of the

cloud. Initially limited to reactions occurring solely in the gas phase, the revelations

of observations and a gradual awakening to the shortcomings of these purely gas-

phase models have driven modellers towards ever greater integration of reactions

occurring between dust and gases as well as those specific to the solid phase. The

case of the formation of the major molecular constituent of the ISM, H2, is a leading

exemplar of the situation.

This activity is in an area of the first stirrings of interest in astrobiology, since the

molecular clouds in the ISM contain the raw material for the formation of stars and

their planetary systems and the subsequent development of life, at least on our Earth

and possibly elsewhere. Cosmochemical models, which include a number of

parameters very sensitive to their outcome, are in practice limited to certain

portions of the star-to-star life-cycle since their stages and their coupling lack

definitive understanding. These parameters, such as the geometry, temperature

and density of the cloud or of a circumstellar envelope, and their temporal

evolutions, are exemplified and the characteristics of appropriate models, including

those involving turbulence, are sketched out.

It is here that the various processes creating the chemistry of the ISM are

delineated and discussed in detail: effects of cosmic rays and UV photons, bimo-

lecular reactions in the gas phase, and processes involving dust grains. The rates

of these interactions and their dependence on particular cloud conditions are

considered. The shortcomings of present-day databases of reaction rates, mainly

because of lack of reliable data relevant to the low temperature conditions of the

ISM, as mentioned earlier, is a grave handicap in applying current chemical

networks in astrochemical modelling. Estimates of model error bars and the use

of sensitivity analysis can be employed to reduce uncertainties in the models and to

highlight key reactions [65]. Very large chemical networks, cumbersome and costly

for computation, can be used in reduced form but may require a succession of

analyses if applied to a large range of physical conditions.

An important section in this chapter concerns gas-grain interactions and surface

reactions, exemplifying and going deeper into many of the relevant experimental

and theoretical points already mentioned above. The coupling of gas phase and

grain surface reactions, via the use of rate equations, allows computational
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possibilities for models embracing a variety of different physical conditions. The

disadvantages of this method are also discussed, a serious one of which is the

limited and coarse-grained view of the grain surface and the interacting species.

Stochastic and other methods to overcome some of these disadvantages are

discussed. A particularly difficult task is how to differentiate and take into account

the variation in reaction behaviour on the grain surface and in successive strata of

the grain interior. The processes of diffusion of various species, their subsequent

reactions and product desorption are studied both experimentally and theoretically.

The formation and chemistry of molecular oxygen in the ISM is examined in detail

as an example of the efforts made and problems inherent in obtaining adequate

observational, laboratory and modelling data and the difficulties in integrating these

aspects into a coherent picture valid for different regions of the ISM. As emphasised

earlier, the advent of interferometric telescopes should much improve the quality

and relevance of observations to the understanding of the chemistry in the ISM and

thus stimulate improvements in the design and computational aspects of theoretical

models, including the provision of databases that adequately include gas-grain

reaction aspects.

As the chemical reaction networks become more complex, patterns in their

organisation becomemore evident and are of interest in mastering their applications.

These networks constitute complex systems composed of many interacting units or

parts, simultaneously or in temporal succession. The collective integrated behaviour

of a chemical network will display organisational and emergent behaviour resulting,

in the cases of interest here, in an evaluation of the abundance of a molecular species

in a specific site at a specific time. The topology of these complex networks, i.e.

recognising structure in the interaction of individual reactions, can yield useful

information. For example, the mechanisms of certain interstellar chemical reactions

have been proposed on the basis of graph-theoretical methods [66]. The large-scale

topology of chemical networks in the ISM and those involved in planetary

atmospheres has been studied [67]. For the ISM it displays patterns consistent

with an equilibrium state whereas the structures found for the Earth’s atmosphere

reveal features similar to those in cellular networks relevant to biological evolution

and is evidence of strong, nonlinear coupling between atmosphere and biosphere.

Biochemical and astrochemical networks exhibit different scaling behaviours

and have both some similarities but also significant differences as is discussed by

Jolley and Douglas [68]. This was shown in their examination of gas phase

reactions in dark clouds in the ISM and the biochemical networks involved in the

metabolism of E coli. In the astrochemical sphere, the chemical networks are

distinguished by the atomic or molecular species acting primarily as reactants or

products whereas in metabolic networks in the biological realm most species are

found to contribute as both reactants and products. These distinct topological and

functional features may be of fundamental relevance to our understanding of the

origin and evolution of life on Earth as well as in its possible existence elsewhere in

the solar system or beyond. However, in these considerations one must be aware

that there is a whole range of differences between astrochemical and metabolic

reaction networks beyond the presence or absence of biological organisation.
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10.6 Inferring Life in Exoplanets

The atmospheres of the planets and their satellites in the Solar System have been

investigated by Earthbound and space-borne telescope spectroscopy and more

directly by a succession of space missions to these planets. Much information has

been gathered by the full resources of spectroscopy ranging from the X-ray region

to that of radiofrequencies and, in space missions, by mass spectroscopy and a host

of other analytical instruments. The harvest has been extensive and has provided

matter for applications of physicochemical concepts, laws and properties in

rationalising the observations. Detailed pictures have been obtained not only of

the composition and dynamic characteristics of these atmospheres but also some

insight into the composition of planetary interiors.

Excellent reviews have been published concerning the atmospheres of solar

system bodies [69–72]. Many aspects of physical chemistry and chemical physics

are involved in modelling planetary atmospheres, whether they are in the Solar

System or are of exoplanets: proving or disproving characteristics of radiative

equilibrium, hydrostatic equilibrium (the balance between gravitational and atmo-

spheric pressure forces), chemical equilibrium, radiative transfer (absorption,

emission, diffusion), atomic and molecular opacities, Raleigh diffusion in gases,

Mie diffusion in particles, etc. Solar System studies thus provide a background of

information that can be exploited in investigating the atmospheres and structures of

exoplanets and can be used in modelling the chemistry/photochemistry of exoplanet

atmospheres, including effects of charged particles (stellar winds), and in searching

for spectroscopic biomarkers (a controversial area).

The search for exoplanets is intimately linked to the search for extraterrestrial

life. Since the only life we know occurs in our solar system, it is logical to search for

exoplanets in similar systems. No extrasolar systems with close similarities to our

own have yet been discovered, due in part to observational bias, through lack of

adequate technical means. Furthermore, present ideas as to the mechanisms of

planet formation are in a state of flux. Thus the search for extrasolar systems similar

to our own is an exciting and evolving pursuit. Our solar system contains not only

planets but also comets, asteroids, meteorites, which could be sources for the

molecular building blocks of life. In analogous circumstances they could penetrate

whatever atmosphere exists on an exoplanet and thus deliver these key molecules to

the atmosphere, the surface or any liquid haven. Material can also be transferred

from one planet to another, as illustrated by the existence of Martian and Lunar

meteorites on Earth. In addition, cosmochemistry in the ISM can be a source of

prebiotic molecules that can eventually be deposited on planetary sites.

Chapter 5 by Lisa Kaltenegger examines our present knowledge of exoplanet

atmospheres and future observational prospects, within the context of searching for

biomarkers of extraterrestrial life. This is done on the assumption that physico-

chemical and biochemical characteristics of our only known life and their effects on

planetary atmospheres constitute the search model. She first lists the exoplanet

physical and chemical properties that have been measured so far by observational
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techniques, mainly on the basis of planet-star mutual gravitational effects: radial

velocity (stellar wobbling via Doppler shifted spectra), micro-lensing (caustic of

interposed gravitational lens gives magnified image), transits (hide and seek and

eclipses) and astrometry (stellar wobbling via precise star position measurement),

some of which are briefly explained in various stages in this chapter. There have also

been some direct imaging observations of a few exoplanets, mainly using

coronographic techniques to block out the parent star’s bright light. The various

exoplanet detection methods are described in detail, with emphasis on their respective

sensitivity to exoplanet masses, in an early review article by Perryman [73]. Recent

developments in exoplanet detection techniques are to be found in symposia reports,

e.g. [74]. To date, several hundred exoplanets have been confirmed as observed,

while many others, detected by the Kepler space observatory, are awaiting confirma-

tion; discoveries are continuously monitored and reported in a database [75]. A rough

division of exoplanets into two groups, rocky and gaseous, depends on the exoplanet

mass and radius, with an uncertain quantitative boundary between the two classes. A

sophisticated taxonomy of exoplanets has recently been proposed [76].

The effect of an exoplanet atmosphere on the analysed radiation that gives clues

to the exoplanet mass and radius is discussed and the difficulties of interpretation

are mentioned in this chapter. The spectrum of a planet is composed of two

principal components: the scattered incident radiation from the planet’s star and

the thermal emitted flux from the planet itself. These two components are well

separated in wavelength in solar system planets but can overlap in hot exoplanets.

For a transiting planet with a known radius, the thermal emission spectrum is often

equated, for convenience, to the thermal emission from a blackbody, but this is an

approximation and a wavelength dependent “brightness” temperature can be

defined. However, except for conditions of isothermal atmosphere, the brightness

temperature is not a measure of physical or effective temperature. Hot Jupiters, i.e.

large gaseous exoplanets that orbit close to their central star, also exhibit auroral

emission. Atomic and molecular species observed in exoplanet atmospheres

include H, Na, CO, CO2, H2O, CH4 [77, 78] as well as suspected aerosols of VO

and TiO [79].

Photochemistry and heated stratospheres have profound effects on exoplanet

atmospheres. Clouds also play an important role since they scatter incident light

back into space and trap condensed species. In a planetary atmosphere energy is

transported upwards by convection until the atmosphere becomes optically thin

to thermal radiation. At higher altitudes the outgoing energy is transported by

radiation. The pressure level of this radiative-convective boundary depends on a

number of factors: the atmospheric composition, the opacity of its major

constituents, temperature and gravitational forces. The general structure of an

irradiated atmosphere is a function of the depth at which incident photon and

charged particle energy is absorbed. This will depend on how close the planet is

to its central star. In our solar system the energy incident on Jupiter is absorbed

fairly deep within the atmosphere, in fact below the level where the atmosphere

becomes optically thick in the thermal IR. The absorbed energy then contributes to

the internal energy being transported outwards by convection. For hot Jupiter
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exoplanets the large incident flux is absorbed above the radiative-convective

boundary, and the global temperature distribution then becomes inhomogenous.

This results in the formation of a significant temperature gradient between the

equator and the poles of the exoplanet.

There is an increasing effort to model the processes and effects of photochemistry

in exoplanet atmospheres [79–82]. The absorption of UV and VUV radiation will

lead to dissociation of atmospheric molecules; this will occur high in the atmosphere

before most incident UV is scattered back into space. The dissociation products will

participate in complex reaction schemes. For hot Jupiters, photochemistry will likely

be more complex than for our solar system Jupiter. Molecules that are condensed

below the Jovian clouds (e.g. H2O, H2S, NH3) and are thus protected from photodis-

sociation, will be gaseous in the atmospheres of hot Jupiters. Sulphur and nitrogen

compounds may play an important role in hot Jupiter photochemistry and also

perhaps in haze production [83].

A central issue discussed by Kaltenegger is how to characterise a habitable

planet, including the definition and determination of a stellar system’s habitable

zone, here linked essentially to the presence of liquid water, at least on an

exoplanet’s surface, but also subject to effects of an atmosphere. The Earth is

used as a model planet in this investigation and considerable sections of this chapter

are devoted to characterising the spectra of the Earth observable from far-off, as a

proxy exoplanet. Observed spectra using Earthshine as a background spectral

source show, besides the presence of water, direct or indirect characteristics of

biotic activity such as molecular oxygen, ozone and methane as well as the red

chlorophyll abrupt spectral edge in the 700–750 nm region, harbinger of the

presence of vegetation on the Earth. Simulations of the photochemistry of planetary

atmospheres in an Earth-like planet orbiting different types of star suggest that

those orbiting G- and K-type stars would be the best candidates for observing the

ozone signature. Other possible biosignature gases could be created by microbial

life from redox reaction by-products or generated from secondary metabolism

processes (cf. Chap. 7), as has been recently reviewed, using the Earth as an

exoplanet analogue [84].

The evolution of the Earth’s atmospheric composition over geological times is

modelled in an important section of this chapter and the resulting simulated spectra

corresponding to various epochs are presented. These provide possible benchmark

spectra for comparison with habitable zone exoplanet spectra that can be used to

estimate the evolutionary stage of an exoplanet in the context of the development of

life forms.

One important player in the atmospheres of solar system planets, affecting their

chemistry and content, is the solar wind [85]. The presence or absence of a

planetary magnetic field determines many effects of charge particle deposition in

these atmospheres. The corresponding effects of stellar winds on exoplanet

atmospheres are not considered in this chapter. Many observed exoplanets are

relatively close to their central star and are thus subjected to intense energetic

photon irradiation and plasma fluxes which can lead to heating the atmosphere to

high temperatures and high energy chemistry. Furthermore, due to their proximity
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to the star, these exoplanet atmospheres can be distorted by strong tidal forces [86].

All strongly magnetized planets in the solar system generate non-thermal radio

emission caused by the cyclotron maser instability. The power emitted in Jupiter’s

hectometric emission is strongly correlated with solar wind plasma parameters. The

operation of the Low Frequency Array (LOFAR),2 which has a sensitivity of about

10–3 Jy (1 Jansky ¼ 10�26 Wm�2 Hz�1) in the radio emission decametre range

should lead to improved knowledge of the magnetospheres of exoplanets [86].

10.7 Water, Water Everywhere?

Water is indeed everywhere in the Universe, but where did it come from? It is

originally formed in the ISM as H2O
þ, via the very reactive H3

þ ion (see Chap. 2);

H2O
þ reacts with H2 to form H3O

þ that recombines with free electrons to form the

OH radical and neutral H2O (recombination of the H2O
þ ion with electrons leads

essentially to dissociation to OH þ H). In solid or gaseous form water has been

found in a variety of astrophysical sites besides the ISM: planets, satellites, comets,

circumstellar disks, other galaxies and in our Sun and on our Moon. It also forms a

matrix for trapping gases, as clathrates in which guest molecules are trapped within

polyhedral water cages; the most prominent example is that of methane hydrates

which occur on ocean floors and in permafrost.

Liquid water, so conducive to the development of life, is expected to be found at

the surface of rocky planets when the temperature is suitable, our Earth being the

prime example, as well as in the interior of planetary bodies at high temperatures

and pressures. There are many proposed sources for water on the Earth [87]; the

geological study of zircons suggests the existence of water on the Earth as long ago

as 4.3 Ga [88]. Ongoing questions concerning the early Earth are how did water

become partitioned between interior and surface reservoirs? Was water originally

contained in the interior and outgassed via volcanism? Or was it mostly in the

atmosphere and slowly outgassed via processes such as dissolution into an origi-

nally molten planet and, later, subduction through a solid one? Was the deep water

cycle established together with plate tectonics, or did one come first, perhaps

enabling the other? Estimations of the relative content of water in the Earth’s

mantle to that on its surface range from a factor of 0.1 to 2.5 [89].

The concept of a water world or ocean planet, in which the surface of the planet

is entirely covered by a deep layer of water, has arisen in the context of the search

for exoplanets [90]. At least one exoplanet thought to correspond to such a

structure, having nearly 50% of its mass as water, has been observed [91].

2 LOFAR, recently built in Holland, is a new radio interferometric array consisting of many low-

cost antennae, organised in stations arranged in an area of 100 km diameter as well as several

international stations and operating between 10 and 250 MHz.
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Hydrothermal vents would not be expected on ocean planets, which might reduce

their biological potential.

Philip Ball (Chap. 6) examines the role of water in sustaining life, as it is on

Earth (but as it is in the heavens?). He discusses the unique properties of water and

whether they exclude other possible molecular rivals for its biotic functions. In a

brief historical recall, he opens the question of the possibly unique fitness of water

for this role, which extends beyond its capacity as a mere solvent to embrace its

manipulative effects on structure and reactivity in interacting with biochemical

solutes. Ball discusses the various physical and interactive qualities of water, in

which hydrogen-bonding plays a capital role both as a structure determinant and in

a dynamic solvent network. The shortcomings of the properties of water are also

mentioned and this brings up the question of the adaptation of life to water. The

action of water in the living cell is evoked and the question is raised as to the

possible increase in its viscosity in this crowded confined space bounded by a

permeable membrane.

The hydrophobic effect, which we will later see to play an important role in

membrane structure, is here discussed in terms of the general tendency of hydro-

phobic species to aggregate or modify their structure in aqueous solution. Examples

of affected species are proteins and some of these are shown to be able to undergo

dewetting transitions that enhance interactions between hydrophobic surfaces.

A more general biochemical role of dewetting is sketched. This is followed by a

detailed discussion of protein stability and denaturation. It emphasises the role that

water plays in protein folding in determining the path within conformational space

that leads to the stable protein configuration. The question of denaturation is

complex in that it can be initiated in various ways; the roles of a solvent, and of

solutes that modify the hydration shell, are important and are considered.

The subject of protein folding and stability has been highlighted by the discovery

of protein-misfolding diseases. In this context it has led to speculation on the complex

role of hydration and, in particular, to considerations on the sensitivity of the energy

surfaces of proteins to the degree of hydration, noting that rearrangements of the

folded state are necessary for carrying out some protein functions. In protein-sub-

strate binding there is a role for water in mediating the transfer of information from

one biochemical entity to another or others, whether directly or indirectly; thermo-

dynamic constraints govern these processes. A mechanistic role in function is also

evoked, in the important example of the allosteric regulation of oxygen binding to

haemoglobin; examples are also given of the direct participation of water in reactions

occurring at binding sites where it can act as a nucleophile or as a proton source.

Protons can indeed be transported rapidly through a chain of water molecules that

form a ‘water wire’, by a Grotthuss-type mechanism [92] which, in modern terms,

involves rapid dynamic rearrangements of hydrogen bonds. A critical evaluation of

the classical Grotthuss mechanism and its modern guise has been made by

Cuikerman [93]. Biological examples of the functioning of these water wires include

photon energy conversion systems, transport of water through cell membranes and

control mechanisms concerning membrane permeability to other substances.

10 Physical Chemistry: Extending the Boundaries 325

http://dx.doi.org/10.1007/978-3-642-31730-9_6


Concerning the mechanisms in play in water wires inside protein cavities, it is

sometimes difficult to decide whether protons are being transferred in one direction

or the hydroxyl anion OH� in the opposite direction. The difficulty lies in the

specific and unknown physicochemical nature of the Hþ (or OH�) pathways in a

protein cavity that is obviously distinct from bulk water. In this context, it is

difficult to define what proton transfer really means. Are protons transferred in a

sequence of hopping steps between waters and (de)protonatable polar residues, or is

it also possible that a protonated water cluster diffuses in a protein cavity for a

relatively short distance? What and where is the rate limiting step for H+ transfer?

Are protons just transferred between water molecules in the water wire? Can polar

residues shuttle protons between water molecules? These questions have been

asked and are essential to the full understanding of proton transfer processes in

this context [93].

In his discussion of dynamical aspects of protein hydration, Philip Ball remarks

on the driver role of the solvent in determining the dynamics of the protein but

concludes that the protein and its hydration water really function as a single

dynamic entity within cells. Monitoring the dynamic aspects requires experimental

techniques covering several orders of magnitude in their timescales; these

techniques are rapidly developing from classical spectroscopic and analytic forms

to ultramodern variants. As an example, ultrafast IR spectroscopy has shown that

orientational relaxation times are considerably increased when water interacts with

a variety of interfaces or a large molecule [94]; the presence of an interface appears

to be more important in slowing hydrogen bond dynamics than the chemical nature

or geometry of the interface.

Whether water is the only useful solvent for proteins is a question arising in this

chapter. Ball deplores the aquacentric prejudice that has limited imaginative discus-

sion on possible non-terrestrial biochemistries. He goes on to discuss the role of

water in determining the structure of nucleic acids in specific biotic sites and the

effects of various amounts of water on their conformations and on their information

transmitting capabilities arising through qualities of self-recognition and self-

organisation. Are these properties limited to water as a solvent? This is an open

question on which only a limited amount of research has been done at the present

time.

Another aspect of these problems is the effect of ions existing in the electrolytic

solutions that constitute the fluid component of the cytoplasm. These ions can affect

the conformation, interactions and biochemical functions of molecules in the cell.

The Hofmeister series, which was first noted in 1888 [95], is invoked in this more

modern context. It ranks the relative influence of ions on the physical behaviour of a

wide variety of aqueous processes ranging from colloidal assembly to protein

folding. The influence of an ion on the properties of macromolecules was initially

thought to arise, at least in part, from its capacity of modifying bulk water structure.

However, recent time-resolved and thermodynamic studies of water molecules in

salt solutions show that bulk water structure is not central to the Hofmeister effect.

Models are now being developed that take into account direct interactions between

ion and macromolecule, and the interactions with water molecules that are opera-

tive in the first hydration shell of the macromolecule.
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This chapter ends with a recapitulation of the role of water as a biomolecule and

then addresses the astrobiological question as to whether non-aqueous solvents

could play an analogous role in living organisms. This is discussed in detail by

Benner et al. [96]. Philip Ball concludes that it would be difficult to find a solvent

that possessed the same versatility, sensitivity and responsiveness that water

exhibits in the essential biochemical processes of living organisms. But living

entities other than those we have encountered on Earth may be full of biochemical

surprises in this respect! Some of these possibilities are vigorously discussed by

Benner et al. in speculations that include life forms in a number of surprising places:

the interstellar space vacuum, solids in the Oort cloud, Venusian clouds, Titan and

the habitable zones of the giant planets [96].

10.8 On Limits of Life

Life? So what do I think about the origin of life? First of all, what is life? This is a

good moment in the book to muse on the subject. Is life just a philosophical

concept, a property of matter fulfilling a set of defined qualities? But in order to

conceive of these qualities there must be an a priori concept of life. Where does

that come from? From experience, subtly insinuated into the conscious brain.

Experience ¼ collection of material for a set which delimits a concept. To collect

is to apprehend.

What is in my collection?

At first glance:

Birth ¼ multiplication of the living entity in a similar form. Reproduction by a

procedure technically known as replication. Leads to more of approximately the

same, the similar.

Growth, necessitating transformation of matter, acted on actively by uptake from

the surroundings. Can lead to more of the same or similar. Functions through

metabolism.

Death, but this also includes transformation of matter, acted on passively, by

reaction from surroundings. Leads to less of the same or similar.

Implications at a higher level: (1) Uptake of matter from surroundings requires

not only matter that can be transformed but also energy available for the work of

transformation. (2) This implies obedience to laws of thermodynamics, chemical

reactivity, mechanisms for uptake of energy.

The origin of life, as a subject for scientific study, involves examination of these

two implications, the search for model experimental or theoretical systems that lead

from inert matter to matter fitting the “collection”. Of course, a universally accepted

definition of life would be a great help in this quest. This is a notoriously slippery

subject, as can be gathered from my reflections above; more professional

discussions on possible definitions of life have been given and reviewed [97–99].

In the chapter by Cockell and Nixon, the origin of life is not examined directly but
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can be detected as a shadow subject in their discussion of the boundary conditions

for the existence and persistence of life.

First a few more words about energy sources. The stars are universal sources of

energy, created in nuclear reactions, and as photon energy. Although nuclear energy

is on a scale unsuitable for biochemical reactions, the existence in the early Earth of

many radioisotopes such as those of uranium, thorium and potassium, created in

past supernovae explosions, may have given rise to some radiation chemistry

reactions playing a role in the origin or the development of life. These radioisotopes

are not in a situation of thermodynamic equilibrium and they can contribute to the

creation of disequilibrium in the environment. Decay of the nuclei can drive

tectonics and volcanism on Earth and, prospectively, on other planetary-type bodies

whether in our solar system or beyond, and even conceivably provide energy to

create and sustain life independent of the presence of a star.

Photon energy from the sun, and of all stars, although emitted over a large spectral

range, includes that useful in chemical transformations. Getting useful hold of this

energy requires a collection system and links to an energy conversion system. These

involve mainly chemical physics, in photon collection processes known as light

harvesting, and physical chemistry in energy transformation processes. This

constitutes photosynthesis, which is largely at the origin of our food system as

well as that for a host of living entities. Drawing a supply of energy from food

requires organic chemistry reactions in the biochemical systems that constitute the

processes of metabolism. Energy is also produced in respiratory processes. For us

this involves the intake of oxygen and the release of carbon dioxide from the

oxidation of complex organic substances. Once energy is gathered or produced,

almost invariably in the form of ATP (adenosine triphosphate), its biochemical use

must be thermodynamically possible and this is considered in detail later in Chap. 7.

There are thus two main sources of energy for creating and sustaining life:

initially via photons, then followed by energy sources based on food, via life itself.

But there are many creatures that live in the ocean’s depths, in quasi-total darkness

and that have both organic and inorganic sources of energy. And there are also

bacteria that live deep underground, in the dark and which extract energy from

rocks, feeding on inorganic, not organic, matter. This may correspond to the most

usual situation in the solar system. Future exploration of the solar system will test

these concepts in strange far away places.

Strange places, not so far away, the homes of extremophiles on Earth, are the

sites for the discussion of the boundaries of life by Cockell and Nixon (Chap. 7).

The three main parameters affecting the functioning of cellular biology are temper-

ature, acidity and salinity. We, as human beings, in our threescore years and ten,

live in environments with restricted ranges of temperature, air pressure, water

availability, pH and access to energy sources. But there are many creatures that

are born and live in environments that far transgress our limited range of these

parameters. Are these extremophiles models or templates for organisms that can

potentially exist and thrive in extraterrestrial sites? This question is one of the

underlying motifs in this chapter.
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In the discussion it is clear that the existence of life itself in particular extreme

physical conditions may be passive in form, in the sense of the creature’s metabolic

and/or replication processes being restricted or absent. There are many cases of

differential and competitive effects of physicochemical and other parameters on

these key functions associated with life under extreme conditions. Incompleteness

in the action of these functions makes it difficult to assign clear boundaries between

life and non-life. Furthermore, the rates of biochemical reactions may become so

low in extreme conditions of temperature and/or other parameters, that simply

being able to measure replication and/or metabolic rates, in particular of microbial

species, takes agonisingly long times, not always conterminous with our own

everyday time scales. The examples discussed involve low (permafrost) and high

(hydrothermal vent) temperatures, high pressure (deep sea) environments, scarce

water situations and extremes of pH. Experimental procedures for metabolic and

replication rate measurements, and the practical difficulties in doing so, are expertly

presented and analysed for a variety of microorganisms, physicochemical

conditions and geographical sites, with an emphasis on explicating the physical

chemistry involved in the way organisms tolerate and thrive in extreme conditions.

This is followed by a section on water as a solvent and on other possible solvents

compatible with biochemistry, which complement certain aspects of the presenta-

tion on these subjects given in Chap. 6. It is agreed that the properties of water seem

fine-tuned for life but equally possible that life on Earth has evolved to be fine-tuned

to a watery environment. The electron configurational virtues of carbon on which

chemical bonding in life structures depends are then compared and contrasted with

those of silicon in their ability to form biochemically valid molecules and

structures: proteins, informational molecules, membranes. Silicon is a loser in

this competition, although it must be said that fascinating and somewhat outlandish

suggestions have been made concerning particular silicon-based materials as

possible components in novel forms of life yet to be discovered. Nevertheless,

silicon must not be completely dismissed as a contributor to life, since silicates have

been shown to mediate the formose reaction [100], in which sugars are produced

from simple aldehydes, a well-known hobbyhorse of origin of life theories.

Life is exercised within a thermodynamic framework and it is this that sets real

limits to its possible extreme physicochemical conditions. Energy extraction and

conversion in biological entities often rely on the existence of appropriate redox

reactions that facilitate these processes, illustrated here by the actions of micro-

organisms which are to be found in many extreme environments. Gibbs free energy

is the dominant factor. The Gibbs free energy (the IUPAC recommended name is

Gibbs energy or Gibbs function) is a thermodynamic potential that measures the

process-initiating work obtainable from a thermodynamic system under specific

physical conditions. It is also the chemical potential that is minimized when a

system reaches equilibrium at constant pressure and temperature. The derivative of

the Gibbs energy as a function of the reaction coordinate of the system is zero at the

equilibrium point. This is a good marker indicating the feasibility of a chemical

process proceeding under well-defined conditions, although it does not indicate

whether the reaction rate will be measurable; kinetic factors are required to this end.

10 Physical Chemistry: Extending the Boundaries 329

http://dx.doi.org/10.1007/978-3-642-31730-9_6


Methods for determining the change in Gibbs energy (DG) occurring in the

formation of a chemical compound are discussed and illustrated with examples,

including a number involving microbially-mediated redox reactions. Particular care

must be taken in these determinations of DG when the physical conditions are very

different from the standard conditions used in defining the Gibbs energy; this is

often the case in the extreme conditions under which extremophiles live and thrive

and the consequences are discussed and illustrated for temperature, pressure and

other physical or physicochemical excursions from standard conditions.

There are other applications of thermodynamics to understanding metabolic

pathways, both in nature and in laboratory-inspired studies. Cockell and Nixon

cite studies on microbial assemblages in marine hydrothermal systems, in which

reaction energetics have been modelled for a large number of redox reactions under

the prevailing physical conditions, and the energy yields estimated. The energetic

potential depends strongly on the geochemical composition of the environment in

which the microbes live. Price and Sowers [101] have used experimental data on

communities of microbes to stress that there are three separable modes of metabolic

processes in which this energy is consumed: growth, maintenance, and survival.

Organisms in maintenance mode can conduct basic cellular functions but lack

sufficient energy for growth; those in survival mode use energy solely at the rate

required to repair macromolecular damage. Thermodynamic considerations will

obviously be of importance in determining possible habitats for life, whether on

Earth or elsewhere. This chapter includes some further considerations on the

possible existence of life governed by other forms of biochemistry than the familiar

one dominated by carbon compounds and aqueous solutions defined here as

our ‘biospace’.

10.9 Energy, the Essential Primer of Self-Organisation

In Chap. 8 the energy-involved processes essential to life are analysed by Robert

Pascal in terms of their thermodynamic and kinetic aspects, from standpoints

complementary to those of previous chapters and in somewhat more detail. The

emphasis here is on the physical chemistry of self-organisation in the context of

metabolism.

Questioning the energy source of the first living organisms is usually

characterised by the possibility of dividing living organisms into two categories,

those that acquire their nutrients directly from the environment and those that make

their own, i.e. only indirectly from the external environment. Organisms are thus

considered to be either heterotrophic or autotrophic. A burning question, much

discussed, and to which an answer is still sought, concerns which of these two forms

of life is simpler and can thus be expected to have arisen first on the early Earth.

Because of its supposed simplicity heterotrophy has often been viewed as more

likely. In this case, where a cell of an organism is unable to produce its own

nutrients, the implication is that the environment harbours complex substances

330 S. Leach

http://dx.doi.org/10.1007/978-3-642-31730-9_8


that supply the nutrients of the organism. Many possible avenues of prebiotic

synthesis of such nutrients have been explored but these have not convinced the

sceptics. In the words of Morowitz [102], ‘early life could not have survived off of a

free lunch’. He considers that heterotrophic cells would not have persisted since

they would have quickly exhausted the nutrients available in their surroundings, an

improbability argument. This favours the view that autotrophic organisms were the

original inhabitants of the early Earth.

Morowitz claims that the study of the metabolism of present day cellular

organisms can provide important clues to the origins of cellular life. He considers

that prebiotic processes are expected to leave conspicuous evidence in contemporary

biochemistry, a molecular phylogeny. The closure of a phospholipid bilayer is

considered to be the critical event in the origin of cellular entities distinct from

their environment. This differs from the central role played by the development of

catalytic polypeptides and of a coding system for their perpetuation as preferred in

other early life schemes. Thus Morowitz sees the presence of phospholipids and of

simple energy-transducing systems for their further production, as primary to the

development of protein catalysts and of their nucleic acid coding systems. Here

Robert Pascal stresses use of the findings and laws of physical chemistry as an

alternative to the molecular phylogeny approach to the emergence of life.

Introducing kinetics into such schemes [103] has persuaded Pross [104] that replica-

tion must have preceded metabolism. An excellent critical review of theories

concerning the place of metabolism in the origin of life has been made by Anet [105].

The opposition between the autotrophic and heterotrophic approaches to metab-

olism has resulted in different emphases on research avenues. The autotrophic

school is enthralled with geochemical cycles and their biochemical implications,

whereas the heterotrophic school concentrates more on the emergence of self-

replicating systems. In effect, the heterotrophy versus autotrophy question becomes

engulfed in the fundamental quarrel between the proponents of replication-first

versus metabolism-first processes in the emergence of life on the early Earth.

Measured aspects of this confrontation are found in Chaps. 8 and 9. It should also

be said that there are attempts to bridge the gap between these two viewpoints by

devising a metabolism-driven replication scheme [17].

Robert Pascal sets his scene in a background of evolutionary principles

introduced into physical chemistry in attempts to elucidate the origin of life. This

is applied to the qualitative and quantitative aspects of metabolic processes in living

organisms and their natural emergence and development into enzymatic mediated

systems. Matter, energy and thermodynamic concepts are reviewed and their

natures illuminated by inclusion of the historical contexts of their conception.

A section on self-organisation and kinetics contains a subtle discussion of the

means by which living systems achieve and maintain their necessary excursions

from thermodynamic equilibrium. Kinetic barriers are the key to this situation, and

the processes in which they are involved are, of necessity, chemically selective in

their nature and mediated by operative catalysis. Transition state theory is evoked in

these processes, which are considered to demonstrate dynamic kinetic stability in

their tendency to achieve a maximisation of the equilibration rate. Eschenmoser
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proposed that this could be achieved by chemical self-organisation, through the

generation of autocatalytic dissipative structures along gradients of increasing rates

of the environment’s overall free energy dissipation [106]. He considers that the

circumvention of kinetic barriers is fundamental to chemical self-organisation. This

provides a key for the operation of chance and that of necessity in the emergence

and propagation of self-replicating autocatalytic systems capable of evolving into a

living system.

The emergence of metabolism involves sequences of reactions that include,

somewhere along the line, an irreversible step. Increasingly complex autocatalyic

chemical cycles have been suggested, some of which have been proposed to occur

on mineral surfaces. Reaction topologies can vary in complexity and can be affected

by modifications of physicochemical conditions. Biochemical catalysts, ribozymes,

behave under fine-tuned conditions and on operationally valid timescales in order to

achieve specific and varied chemical outcomes. It is here that evolutionary effects

on a biochemical level and its consequences can occur, involving both chance and

necessity. Life certainly did not have the opportunity to completely explore the

whole vast universe of chemical possibilities; our own biochemistry must result in

part from some contingent choices, not necessarily optimal, occurring by chance.

In this context new molecules and functions develop by co-optation and/or

modification of pre-existing ones. And sometimes these leave long-living traces,

such as is manifested by the similarity in the sodium content of the sea and that of

the internal liquids of multicellular animals, which possibly harks back to the

emergence of the first multicellular organisms in sea waters. Another example is

the fact that the redox potential of the cell cytoplasm is very low, less than 0 mV, as

compared to that for the redox state of oxygenated environments, >600 mV [17],

which is consistent with the first cells having evolved on Earth before the

oxygenated atmosphere was established. Thus organisms in our present atmosphere

spend part of their resources to maintain a large redox gap with respect to the

environment. They are victims of features of biochemistry that emerged under

selective pressures that no longer exist. Taking into effect selective pressures and

their evolution over long time spans is a challenge for evaluation of the possibilities

and nature of life in exotic and spatially far-off places.

The requirements of a source of energy for proto-metabolic processes is exam-

ined in detail by Robert Pascal and evaluated for different physical and chemical

conditions. These sources include those mentioned earlier in the present chapter,

light, heat, redox reactions, etc. Their capabilities and efficiencies in driving

reactions are considered in terms of physicochemical and molecular parameters

and processes. The composition of the atmosphere and the geological state of the

early Earth provide constraints on the types of nutrients that could be synthesised

and take part in metabolic processes at life’s infancy. One must remember that

current biochemistry was then non-existent but that organic chemistry and physical

chemistry were identical with today’s versions. Various scenarios for the

emergence of metabolism and the realisation of its biochemical role in the func-

tioning of cells and in the synthesis of organic matter are discussed; the role of a

chemical natural selection is stressed. These considerations are primordial in the
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possibility of sustaining life and their relevance to possible habitats for life on Earth

and on exoplanets is briefly mentioned. The chapter ends with a final trill on

the fundamental role of quantum concepts in the processes we recognise as inherent

to life.

10.10 The Machinery of Biological Repetition

In tackling the issue of replication, in Chap. 9, Turk-MacLeod, Gerland and Chen

analyse the components and physicochemical basis of this important stage in the

emergence of life, without worrying as to whether this was anterior or posterior to

metabolism in the early Earth. Two principal aspects are discussed, the molecular

carriers of information and the lipid membranes that encapsulate them along with

other species active in membrane-bounded cells. The structures and components of

the nucleic acids DNA and RNA, informational molecules, are described and their

functions elaborated. This discussion assumes the essential nature for life of the

DNA-RNA-protein biopolymer system. The geometrical lability of the nucleic

acids, enabling them to fold into complex structures, and the discovery of catalytic

RNA molecules, ribozymes, were essential steps in the development of the concept

of a ‘RNA world’ existing prior to the DNA world of today.

Biological catalysis by RNAwas indeed a sensational discovery at the beginning

of the 1980s. The biochemical paradigm had it that only proteins were capable of

functioning as biocatalysts. However, Altman studied the enzyme ribonuclease P,

which is composed of RNA and protein subunits, and found conditions under which

the RNA component could catalyse the formation of mature tRNA in the absence of

protein [107]. Furthermore, Cech discovered the phenomenon of self-splicing

rRNA in Tetrahymena thermophila. This rRNA catalyses the consecutive

transesterification of specific phosphodiester groups in its nucleotide sequence

and thereby the excision of an intervening sequence and ligation of the remaining

rRNA molecule [108]. The discoveries of Altman and Cech enabled an RNA world

to be envisaged, in which RNA is the sole genetically encoded component of

biological catalysts [109]. Thus was born a new conceptual stage in the origin of

life. Its real existence in the past is subject to debate; there is also a peptides-first

hypothesis which proposes that proteins were the first catalysts in life and indeed

aminoacids and peptides can more easily be formed than nucleic acids in abiotic

conditions. However, there do exist some features of our present day biology that

might be the fossilised traces of a long gone RNA world. The main objection to an

RNA-first world is in the difficulty of divining how a molecule as complex as RNA

could be assembled spontaneously. A possible answer is provided by the work of

Powner et al. [110] who have proposed and demonstrated a mode of pyrimidine

ribonucleotide synthesis in which the sugar and the nucleobase emerge from a

common precursor under prebiotically plausible conditions.

Communication between molecules is a matter of specific interactions, mainly

occurring through electromagnetic forces. How does this operate in replication in
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which the genetic information is carried by nucleic acids? It is here that hydrogen

bonds between the nitrogenous bases, and the phosphate groups supporting the

structural backbone, play a role. Phosphate groups, which participate widely in

biological chemistry, are important to the functioning of DNA and RNA. The

polyanion backbone gives DNA the capability of replication, following simple

rules, and to be capable of evolving. The anionic nature of the backbone helps to

prevent the nucleic acids from folding, so enabling them to act as templates for

replication and polymerization. The interaction between two strands to form a

duplex occurs in ways that provide simple rules involving base pair relations to

guide molecular recognition. A polyanion or polycation is probably required for

the establishment of a self-sustaining chemical system capable of Darwinian

evolution; its structure may therefore well be a universal signature of life.

Turk-MacLeod et al. maintain that substrate positioning is a key factor in the

ability to build complementary strands and consider that, in principle, this can occur

in the absence of enzymes, thus providing a possible scheme for copying DNA

strands in the period before protein enzymes had evolved. The proximity of

interacting units is ordained and ensured by hydrogen-bond effects and/or covalent

bonding. Nucleic acids acting as templates can facilitate the synthesis of some

compounds by modifying the effective concentration of reactants or rendering

inoperative the formation of unwanted products. This is a possible pathway for

peptide formation in the early Earth. In laboratory experiments it has been shown

that ribosomes and ribozymes can be avoided for peptide synthesis by using highly

reactive aminoacyl phosphate nucleotides bound to RNA guide sequences in which

the aminoacyl groups mimic chemical processes found in modern biosynthesis.

It has also been shown that peptides can form self-replicating systems. Nucleic

acids are apparently the best in achieving template chemical synthesis and self-

replication but other molecules are possible and one can imagine alternative

life-forming processes.

The somewhat unexpected efficiency of a small RNA enzyme, only five

nucleotides in length, suggests that many different reactions could be accelerated

by small RNAs and even be operative after the most primitive ribonucleotide

polymerisation had occurred [111]. The evolution of small entities into very

specific and efficient RNA enzymes is considered in terms of effects on the

transition states of reactions. There are many RNAs that bind amino acids and

this may be the origin of catalysers of peptide bond formation.

The capacity for evolution of an organism depends in part on the fidelity of

copying of its replication processes. The fidelity criteria are discussed by Turk-

MacLeod et al. in terms of thermodynamic limits. A critical factor is the error

threshold for replication, which is the critical copying fidelity below which the

fittest genotype deterministically disappears, being vanquished by spontaneous

decay, i.e. by some irreversible process that destroys, for example, the DNA

[112]. The error threshold limits the length of the genome (number of nucleotides)

that can be maintained by selection, as was initially remarked by Eigen [113]. Turk-

MacLeod et al. consider that in a prebiotic context the concept of error threshold is

not one of competition, as it is in the Eigen formulation, but refers to the limit of the
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process that generates one functional copy per core replication molecule before the

template is destroyed. Nature’s methods of verifying the copying fidelity are

discussed and are related to the possible error limits at different evolutionary epochs

including that of the prebiotic world. A thermodynamic bound on copying fidelity

involves the processes of matching, and mismatching, of nucleosides and thus the

thermodynamics of base-pairing. The thermodynamic based models are shown to

exhibit the same qualitative trends as experimentally determined error ratios for

non-enzymatic template-directed polymerization, with DNA and RNA templates

and primers. The much higher copying fidelity of DNA polymerization as com-

pared with RNA polymerization is argued as a fundamental reason for the passage

from an RNA to a DNA world.

The section on lipid membranes starts with a description of amphiphilic

molecules, containing both polar and nonpolar domains, often based on fatty

acids, and explains the modus operandi of the hydrophobic effect. These molecules

can aggregate in sheets or pseudo-spheres, micelles and vesicles, by lining up their

nonpolar domains inward and polar domains outward, the latter interfacing water.

The lipid membrane that encloses every living cell is essentially a lipid sheet

formed into a bubble. Membranes overcome the dissipative disadvantages of

free solutions in the carrying out of complex biochemistry. Besides their role as

confining containers, membranes can also act as semi-permeable barriers that

mediate the flux of molecules entering and undergoing biochemical reactions.

Some bilayer-membrane vesicles can exhibit morphological changes that can be

characterised as growth, fusion, division by budding, internal synthesis of new

vesicles; vesicle-surface interactions as a mode of mediating vesicle reproduction

has also been suggested [114]. Self-reproduction, through growth followed by

division, and cell-like properties, emerge from the molecules forming the vesicles

via thermodynamic and kinetic constraints [115]. Interactions between membrane

proteins can create a form of steric pressure that may influence the biological

processes that drive vesicle formation [116].

The preferential interactions between molecules due to cell confinement are

considered by Turk-MacLeod et al. as examples of groupings, for example of genes

or of individual living organisms, that are widespread in nature and which can be

treated in terms of altruistic and non-altruistic traits, and thus related to Darwinian

evolution.

The formation of the encapsulating membranes is discussed by Turk-MacLeod

et al.; the operative strictures of thermodynamics in these processes and in the

functional role of cell membranes are elaborated. The competition between vesicles

that encapsulate RNA and those incapable of doing so, considered as model

protocells, and its relation to the evolutionary fitness of replicator functions, is

considered at length in terms of the driving forces of thermodynamics. It is noted

that membrane stabilization is a key objective in this competition but this results

also in a reduction of permeability, thus diminishing the ability of the protocell to

use nutrients. Further evolution of the membrane and its constituents is necessary to

overcome this restriction in function. In this respect it is of interest that model

protocell membranes composed of particular mixtures of amphiphiles have superior
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properties, with respect to growth and division, than membranes composed of

single amphiphiles [117]. In the protocell the amphiphiles must mainly have been

fatty acids, which are also present in modern phospholipids. But the latter have the

disadvantage of being relatively impermeable to polar solutes. However, a selective

advantage of phospholipids is their facilitation of vesicle growth by absorbing fatty

acids from neighbouring vesicles; phospholipid membranes emerged as the winners

in Darwinian evolution.

A present day cell constitutes a thermodynamic open system that exchanges

matter and energy with its environment. Its complexity is far greater than that of the

protocells conceived to have existed in the early Earth. We have seen that reactivity

and catalytic functions are necessary for the development of structural and dynamic

chemical complexity; indeed one can consider that life is a naturally emergent

property of a molecular system when an appropriate degree of complexity is

attained.

The logical steps in self-reproduction have been analysed, beginning with the

work of von Neumann on self-reproducing machines, a subject very much alive

[118] and of interest to space exploration. It has been extended to the protocell

domain [119] and its general concepts have recently been discussed by Nurse in

terms of a computational picture of the logic of living systems, focussing on how

information is managed in these systems and how this creates higher-level

biological phenomena [120]. In this context it is necessary to improve our

knowledge as to how molecules interact to generate logic modules in the living

system and how these modules function in biochemical networks. Nurse presents a

practical programme to this end. This is a renewal of themes that were in the

forefront of science 50 years ago, in the early days of molecular biology. It requires,

among other things, sophisticated polyvalent databases and the development of new

experimental techniques to improve in vivo analysis of living systems, using

advanced imaging techniques for real-time experiments.

Finally, we recall that the discussion in this chapter is based on the assumption

that the DNA-RNA-protein biopolymer system is essential for life. However, the

possible construction or existence of other forms of life is hovering on the horizon.

Six alternative genetic polymers, based on simple nucleic acid architectures not

found in nature, and capable of heredity and of Darwinian evolution, have recently

been described [121]. DNA and RNA are therefore not functionally unique as

genetic materials and so the question as to whether extraterrestrial life has a

basically different genetic structure than that found on Earth remains open. The

work of Pinheiro et al. [121] thus leaves intact a fundamental conundrum of

astrobiology and weighs on the design strategies of life detection space missions.
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622:680–694

15. O’Malley-James JT, Raven JA, Cockell CS, Greaves JS (2012) Life and light: exotic

photosynthesis in binary and multiple-star systems. Astrobiology 12:115–124

16. Chyba C, Sagan C (1992) Endogenous production, exogenous delivery and impact-shock

synthesis of organic molecules: an inventory for the origins of life. Nature 355:125–132

17. Mulkidjanian AY, Galperin MY (2007) Physicochemical and evolutionary constraints for

the formation and selection of first biopolymers: towards the concensus paradigm of the

abiogenic origin of life. Chem Divers 4:2003–2015

18. Luminet J-P (2011) Black holes. Cambridge Univesity Press, Cambridge

19. Fumagalli M, O’Meara JM, Prochaska JX (2011) Detection of pristine gas two billion years

after the big bang. Science 334:1245–1249

20. Leach S (2012) Why COBE and CN spectroscopy cosmic background radiation temperature

measurements differ, and a remedy. Mon Not R Astron Soc 421:1325–1330

21. Indriolo N, McCall BJ (2012) Investigating the cosmic-ray ionization rate in the galactic

diffuse interstellar medium through observation of H3
þ. Astrophys J 745:91-1-17

22. Snow TP, Witt AN (1996) Interstellar depletions updated: where all the atoms went.

Astrophys J Lett 468:L65–L68

23. Lodders K (2003) Solar system abundances and condensation temperatures of the elements.

Astrophys J 591:1220–1247

24. Lodders K (2010) Solar system abundances of the elements. In: Goswami A, Reddy BE (eds)

Principles and perspectives in cosmochemistry, Astrophysics and space science proceedings.

Springer, New York, pp 379–417

25. Ney EP, Hatfield BF (1978) The isothermal dust condensation of Nova Vulpeculae 1976.

Astrophys J Lett 219:L111–L115

26. Duley WW (1980) Redox reactions and the optical properties of interstellar grains. Astrophys

J 240:950–955

27. Field D (2000) H2 formation in space: a negative ion route ? Astron Astrophys 362:774–779

28. Caruana DJ, Holt KB (2010) Astroelectrochemistry: the role of redox reactions in cosmic

dust chemistry. Phys Chem Chem Phys 12:3072–3079

29. Hoyle F, Wickramasinghe NC (1979) On the nature of interstellar grains. Astrophys Space

Sci 66:77–90

30. Hoyle F, Wickramasinghe NC, Al-Mufti S (1985) The ultraviolet absorbance of presumably

interstellar bacteria and related matters. Astrophys Space Sci 111:65–78

10 Physical Chemistry: Extending the Boundaries 337
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