
1 3 Reference

Handbook of 
Nano-Optics  
and 
Nanophotonics

Motoichi Ohtsu
Editor



Handbook of Nano-Optics and Nanophotonics





Motoichi Ohtsu
Editor

Handbook of
Nano-Optics and
Nanophotonics

With 732 Figures and 24 Tables



Editor
Motoichi Ohtsu
Graduate School of Engineering
The University of Tokyo
Tokyo, Japan

ISBN 978-3-642-31065-2 ISBN 978-3-642-31066-9 (eBook)
ISBN 978-3-642-31067-6 (print and electronic bundle)
DOI 10.1007/978-3-642-31066-9
Springer Heidelberg New York Dordrecht London

Library of Congress Control Number: 2013936745

© Springer-Verlag Berlin Heidelberg 2013
This work is subject to copyright. All rights are reserved by the Publisher, whether the whole or part of
the material is concerned, specifically the rights of translation, reprinting, reuse of illustrations, recitation,
broadcasting, reproduction on microfilms or in any other physical way, and transmission or information
storage and retrieval, electronic adaptation, computer software, or by similar or dissimilar methodology
now known or hereafter developed. Exempted from this legal reservation are brief excerpts in connection
with reviews or scholarly analysis or material supplied specifically for the purpose of being entered
and executed on a computer system, for exclusive use by the purchaser of the work. Duplication of
this publication or parts thereof is permitted only under the provisions of the Copyright Law of the
Publisher’s location, in its current version, and permission for use must always be obtained from Springer.
Permissions for use may be obtained through RightsLink at the Copyright Clearance Center. Violations
are liable to prosecution under the respective Copyright Law.
The use of general descriptive names, registered names, trademarks, service marks, etc. in this publication
does not imply, even in the absence of a specific statement, that such names are exempt from the relevant
protective laws and regulations and therefore free for general use.
While the advice and information in this book are believed to be true and accurate at the date of
publication, neither the authors nor the editors nor the publisher can accept any legal responsibility for
any errors or omissions that may be made. The publisher makes no warranty, express or implied, with
respect to the material contained herein.

Printed on acid-free paper

Springer is part of Springer Science+Business Media (www.springer.com)

www.springer.com


Preface

Recent advances in photonic systems demand drastic increases in the degree of
integration of photonic devices for large-capacity, ultrahigh-speed signal transmis-
sion and information processing. Device size has to be scaled down to nanometric
dimensions to meet this requirement, which will become even more strict in
the future. Moreover, the equipment used for fabricating photonic devices must
drastically decrease the size of the fabricated patterns in order to achieve ultra-
large-scale integrated circuits. However, these requirements cannot be met even if
the physical dimensions of material structures are decreased by advanced methods
based on nanotechnology. It is also essential to decrease the spatial extent of the
electromagnetic field used as a carrier for signal transmission, processing, and
fabrication. Reducing the electromagnetic field to dimensions beyond the diffraction
limit of propagating field is possible by using optical near fields. Nano-optics deals
with the light generated in or on nanometer-sized particles. The concepts have been
applied to open up an innovative field of technology “nanophotonics” allowing
the development of novel photonic devices, fabrication techniques, and systems.
Nanophotonics, proposed by the author in 1993, is a novel optical technology that
exploits the unique properties of the optical near-field or dressed photon.

The interest in nanophotonics is due not only to its ability to meet the above
requirements but also to its qualitative innovations in photonic devices, fabrication
techniques, energy conversion, and information processing systems by utilizing the
novel functions and phenomena made possible by optical near-field interactions,
which are otherwise impossible with conventional propagating light. Based on
interdisciplinary studies involving condensed-matter physics, optical science, and
quantum field theory, nano-materials and optical energy transfer in the nanometric
regime have been extensively studied in the last two decades. Through these
studies, novel dressed photon theories have been developed, and a variety of novel
phenomena have been found. The results of this basic research have been applied
to develop nanometer-sized photonic devices, nanometer-resolution fabrication
techniques, highly efficient energy conversion, and novel information processing,
resulting in qualitative innovations. Further advancement in these areas is expected
to create novel optical sciences in the nanometric domain, which will spur further
progress in nanophotonics that will help to support the sustainable development of
people’s lives all over the world.
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vi Preface

This unique text “Handbook of Nano-optics and Nanophotonics” has been
published to review the results of advanced studies in the field of nanophotonics
and covers the most recent topics of theoretical and experimental interest in relevant
fields. It is composed of six parts, and the chapters in these parts are written by
leading scientists in the relevant field. Thus, this handbook will provide high-quality
scientific and technical information to scientists, engineers, and students who are
or will be engaged in nanophotonics research. Each chapter originally appeared in
the monograph series “Progress in Nano-Electro-Optics I–VII” and “Progress in
Nanophotonics I” (edited by M. Ohtsu, published in the Springer Series in Optical
Science). The content of each original article has been revised, expanded, and
updated for inclusion in this handbook.

I am grateful to Dr. C. Ascheron of Springer-Verlag for his guidance and sugges-
tions throughout the preparation of this handbook. This handbook is published with
the support of Prof. T. Yatsui of the University of Tokyo, an associate editor. I hope
that this handbook will be a valuable resource for readers and future specialists in
nanophotonics.

April 2013 Motoichi Ohtsu
Tokyo, Japan
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Abstract
This chapter outlines the framework of this handbook, which is composed of six
parts. It reviews the theoretical picture of the dressed photon by combining the
concepts of quantum field theory, optical science, and condensed-matter physics.
The possibility of coupling a dressed photon with a coherent phonon is also
presented, revealing a novel phonon-assisted process in light–matter interactions
in nanometric space. Examples of the qualitative innovations made possible
by applying nanophotonic principles to optical devices, fabrication techniques,
energy conversion, and systems are also given.
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2 M. Ohtsu

1.1 Background and Principles

Nano-optics deals with the light generated in or on nanometer-sized particles. It has
opened up an innovative field of technology, called “nanophotonics,” enabling the
development of novel photonic devices, fabrication techniques, and systems [1].

Nanophotonics, proposed by the author in 1993, is a novel optical technology
that utilizes the optical near-field. The optical near-field is the dressed photons that
mediate the interaction between nanometric particles located in close proximity
to each other. Nanophotonics allows the realization of qualitative innovations
in photonic devices, fabrication techniques, and systems by exploiting the novel
functions and phenomena enabled by optical near-field interactions that would
otherwise be impossible with conventional propagating light. In this sense, the
principles and concepts of nanophotonics are completely different from those of
conventional wave-optical technology, encompassing photonic crystals, plasmonics,
metamaterials, and silicon photonics. This handbook describes these differences and
shows examples of such qualitative innovations.

The author’s primary motivation for proposing nanophotonics was to break the
deadlock in optical technology that has existed due to the diffraction limit of
light. In the case of information transmission systems, communications technology
road maps had claimed that the size of photonic devices should be decreased to
several hundred or tens of nanometers for future high-capacity optical transmission
systems; however, this is impossible due to the diffraction limit. In the case of
photolithography, although the road maps called for fabricated patterns to be
decreased in size to several tens of nanometers for massproduction of future
semiconductor electronic devices, such as highly integrated DRAMs, this task is
difficult due to the diffraction limit. Short-wavelength light sources (excimer lasers,
extreme UV light sources, and synchrotron radiation sources) have undergone
intense development for use in photolithography systems in order to decrease the
sizes of the fabricated patterns down to the diffraction limit or in other words, to
increase the resolution up to that permitted by the diffraction limit. However, the
resulting equipment is extremely large and expensive and consumes a great deal of
power, which makes its practical use very difficult.

Focused spots of light are relatively large due to the diffraction limit. Therefore,
photonic devices are correspondingly large and the resolution of photolithography
is low. Even if the physical dimensions of these devices could be decreased by
means of nanotechnology, photonic devices cannot be reduced in size beyond the
diffraction limit as long as conventional propagating light is used for driving them.
To decrease the device size and increase the resolution of photolithography, the size
(spatial extent) of the light itself must be decreased.

One promising candidate technology to decrease the size of light is nanopho-
tonics, which was proposed by the author in 1993: If a nanometer-sized particle
is illuminated by propagating light, it generates scattered light, which propagates
to the far field and exhibits diffraction. However, also generated at the surface of
the particle is an optical near-field, which is non-propagating light whose energy
is localized at the particle surface. The extent of localization is equivalent to the
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particle size, which is independent of the incident light wavelength; in the case of a
nanometric particle, it is much smaller than the wavelength. Therefore, if the optical
near-field could be utilized for operating devices and fabricating structures, novel
technologies that can break through the bounds imposed by the diffraction limit can
be realized, thus enabling quantitative innovations in optical technology.

The optical near-field is a virtual cloud of photons that always exists around
an illuminated nanometric particle. Its energy fluctuation, ıE , and duration of the
fluctuation, � , are related by the Heisenberg uncertainty relation, �ıE Š „, where
„ is Planck’s constant divided by 2� . From this relation, the linear dimension of the
virtual cloud of photons (virtual photons for short) is given by r Š c� Š „c=ıE ,
where c is the speed of light. In the case of visible light illumination (photon energy
�2 eV), r is estimated to be about 100 nm. This means that the effect of the virtual
photons at the surface of the illuminated particle is important if the particle is smaller
than 100 nm. In other words, the optical properties of sub-micrometer matter are not
free from the effects of virtual photons.

This feature of the optical near-field, i.e., the virtual photons, can be most
appropriately described by using a Feynman diagram, popularly employed for
elementary particle physics. In this diagram, a photon is emitted from an electron in
the illuminated nanometric particle and can be reabsorbed within a short duration.
This photon is nothing more than a virtual photon, and its energy is localized at
the surface of the nanometric particle. Independently of this virtual photon, a real
photon (also called a free photon) can also be emitted from the electron. This photon
is conventional propagating scattered light. Since the virtual photon remains in
the proximity of the electron, it can couple with the electron in a unique manner.
This coupled state, called a dressed photon, is a quasiparticle from the standpoint
of photon energy transfer and has applications to novel nanophotonic devices and
fabrication technologies. It is the dressed photon, not the free photon, that carries
the material excitation energy. Therefore, the energy of the dressed photon, h�dp , is
larger than that of the free photon, h�, due to contribution of the material excitation
energy.

To detect the dressed photon, a second nanometric particle should be placed
in close proximity to the first particle in order to disturb the dressed photon on
the first particle. This disturbance generates a free photon, which is propagating
scattered light that can be detected by a conventional photodetector installed in
the far field. This detection scheme suggests that the dressed photon energy is
exchanged between the two particles. That is, after a dressed photon is generated
in the first particle, it is transferred to the other particle. It can be transferred back
to the first particle again, which means that the dressed photon can be exchanged
between the two particles. The detectable free photon is generated in the process of
this exchange.

Part 1 of this handbook theoretically describes the dressed photon by assuming a
multipolar quantum electrodynamic Hamiltonian in a Coulomb gauge and single-
particle states in a finite nano-system. After a unitary transformation and some
simple calculations, its annihilation and creation operators are derived. Based on
this dressed photon picture, interactions between the nanometric particles can be
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simply described by emission, absorption, and scattering of dressed photons, which
provides a physically intuitive picture of the optical near-field interaction between
the two particles.

The real system is more complicated because the nanometric subsystem (com-
posed of the two nanometric particles and the dressed photons) is embedded in a
macroscopic subsystem composed of the macroscopic substrate material and the
macroscopic incident and scattered light fields. A novel theory was developed to
avoid describing all of the complicated behaviors of these subsystems rigorously,
since we are interested only in the behavior of the nanometric subsystem. In this
theory, the macroscopic subsystem is expressed as an exciton–polariton, which is a
mixed state of material excitation and electromagnetic fields. Since the nanometric
subsystem is excited by an electromagnetic interaction with the macroscopic
subsystem, the projection operator method is effective for describing the quantum
mechanical states of these systems. As a result of this projection, the nanometric
subsystem can be treated as being isolated from the macroscopic subsystem,
where the magnitudes of effective interaction energy between the elements of the
nanometric subsystem are influenced by the macroscopic subsystem. This local
electromagnetic interaction can take place within a sufficiently short duration,
during which the uncertainty relation allows the exchange of dressed photons
nonresonantly as well as the exchange of a free photon resonantly. The interaction
due to the nonresonant process is expressed by a screened potential using a
Yukawa function, which represents the localization of the dressed photon around the
nanometric particles. Its decay length is equivalent to the particle size, which means
that the extent of localization of the dressed photon is equivalent to the particle
size, as was described above. Because of this, the long-wavelength approximation,
which has always been employed in conventional light–matter interaction theory,
is not valid. This means that an electric dipole-forbidden state in the nanometric
particle can be excited as a result of the dressed photon exchange between closely
placed nanometric particles, which enables novel nanophotonic devices.

A real nanometric material is composed not only of electrons but also of a crystal
lattice. In this case, after a dressed photon is generated on an illuminated nanometric
particle, its energy can be exchanged with the crystal lattice. By this exchange, the
crystal lattice can excite the vibration mode coherently, creating a coherent phonon
state. As a result, the dressed photon and the coherent phonon can form a coupled
state. The creation and annihilation operators of this novel form of elementary
excitation have been derived. This coupled state (the dressed photon carrying the
coherent phonon energy (DP�CP)) is a quasiparticle and is generated only when
the particle size is small enough to excite the crystal lattice vibration coherently.
If not, the vibration is incoherent, and thus, its energy is dissipated, heating the
particle.

It is easily understood that the energy of the DP�CP, h�DP�CP , is higher than
that of the dressed photon, h�DP . It is also higher than the free photon energy,
h�FP , incident on the nanometric particle. The relation between these energies
is represented by h�FP < h�DP < h�DP�CP . The first and second inequalities
originate from the contribution of the electron and coherent phonon energies,
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respectively. Novel fabrication techniques allowing qualitative innovations can be
developed by utilizing the DP�CP.

1.2 Basic Tools, Sensing, and Spectroscopy

Fiber probes are basic tools in nanophotonics and are used for generating and/or
detecting dressed photons efficiently and reproducibly. A new technology that has
been established for fabricating high-quality fiber probes is selective chemical
etching. Technical details will be described in Part 2 of this handbook. Chemical
etching has been used to fabricate a high-resolution probe with an apex having
a radius of curvature of 1 nm, a high-efficiency probe with 10 % dressed photon
generation efficiency, and other related devices. Elsewhere in the world, meth-
ods involving heating and pulling fiber were most popular, although chemically
etched fiber probes show superior performance. This chemical etching method
was transferred to industry, resulting in high-quality commercial fiber probes. For
example, a near-field optical microscope has been developed using these fiber
probes, capable of producing ultrahigh-resolution images, such as an image of a
single-strand DNA molecule with a resolution greater than 4 nm, which is a world
record.

As will be described in the Part 3 of this handbook, a novel spectrometer has also
been developed for analyzing single semiconductor quantum dots, semiconductor
devices, single organic molecules, and biological specimens. Many experimental
results on spatially resolved photoluminescence and Raman spectra with 10 nm
resolution have been accumulated. Patents have been transferred to industry in
order to produce commercial photoluminescence spectrometers that operate in
the ultraviolet–infrared region, at liquid helium to room temperature, and in high
magnetic fields. Since their introduction onto the market, they have been popularly
used in a variety of fields in nanoscience and nanotechnology applications. Instead
of using fiber probes, apertureless probes are sometimes used because of their
ease of fabrication and the possibility of field enhancement. However, it has been
demonstrated that apertureless probes cannot realize high resolution due to the
scattering of residual propagating light.

Technology for fabricating a triple-tapered fiber probe has been developed to
increase the optical near-field generation efficiency by up to 1,000 times through
efficient excitation of the EH11 mode in a fiber. This was applied to develop a
pyramidal silicon probe on a contact slider for writing and reading in a phase-
change optical storage disk. The shortest mark length and the carrier-to-noise ratio
were 110 nm and 10 dB, respectively, with a data transmission rate of 2.0 MHz. By
using a two-dimensional probe array, the rate is expected to increase to 200 MHz.
This and related work triggered the development of an ultrahigh-density magnetic
storage system.

The upper limit of the storage density of conventional magnetic storage systems
is about 0.3 Tb/in.2, which is limited by the thermal instability of the magnetic
domains on the disk. In order to break through this limit, dressed photons were
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used to locally heat a magnetic domain in order to decrease the coercivity,
followed by immediately applying a magnetic field to the domain to write a pit.
With this technique, a storage density as high as 1 Tb/in.2 is expected, which
meets the requirements of the technology road maps for future magnetic storage
systems.

To realize such a high-density magnetic storage system, a Japanese national
project was organized with academia–industry collaboration, supervised by the
author and involving eight Japanese companies. This project developed three
main technologies: high-density storage media technology, recording technology,
and nano-mastering technology. By assembling these technologies, isolated pits
of 20 nm diameter at 30 nm pitch were successfully written on a storage disk,
corresponding to a storage density of 1.5 Tb/in.2, which is higher than that dictated
by the fundamental limits due to thermal fluctuations. Novel devices and storage
media developed for this recording technology will be reviewed in Parts 3 and 4.

1.3 Devices, Fabricated Structures, and Relevant Materials

The size and energy consumption of electronic and optical devices must be reduced
to improve the performance of information processing systems and energy conver-
sion systems. It should be noted that conventional electronic devices can hardly
meet these requirements because they need electrical wires for connection with
external devices in order to fix the direction of the energy flow and the transmitted
signal intensity. This means that they dissipate a large amount of energy in the
external macroscopic wires. Furthermore, these electronic wires are susceptible to
noninvasive attacks. Conventional optical devices also need connecting lines, such
as optical fibers and dielectric optical waveguides, as long as propagating light is
used as a signal carrier. (Even macroscopic light beams propagating through free
space may play the role of the connecting lines here).

Nanophotonics is a promising candidate for meeting the above requirements
for two reasons: (1) a signal can be transferred by the dressed photon exchange
between nanometric particles without using any wires and (2) a noninvasive attack
is impossible because the signal intensity is fixed by the energy dissipation inside the
nanometric particles. A variety of basic devices, including an optical switch, logic
gates, and input and output terminals, have been developed. Their unique features
and application to information processing systems have been studied.

The unique phenomena originating from dressed photon exchange have been
applied also to the development of novel high-resolution fabrication techniques. As
described in Sect. 1.2 above, the fabrication principle utilizes the DP�CP, which
carries the coherent phonon energy. A variety of fabrication techniques, including
photochemical vapor deposition, photolithography, and self-organized smoothing,
have been developed. Details of novel devices and fabrication techniques described
above and the relevant materials will be described in Part 4.
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1.4 Nanophotonic Systems and Their Evolution to Related
Sciences

Nanophotonics has resulted in both quantitative and qualitative innovations. For
example, novel architectures have been proposed for optical signal transmission
systems, and their performance has been confirmed experimentally. They include
computing using nanophotonic switches and an optical nanofountain as well as
data broadcasting using multiple nanophotonic switches. Quantitative innovations
have been realized by decreasing the device size and power consumption beyond
the diffraction limit. More importantly, qualitative innovations have been realized
by exploiting the novel functions of nanophotonic devices, which are otherwise
impossible using conventional photonic devices. Quantitative innovations have
already been realized in optical/magnetic hybrid disk storage density by breaking
through the diffraction limit (refer to Sect. 1.2 above). Qualitative innovations have
also been proposed by applying the hierarchy inherent in dressed photons to memory
retrieval. These novel systems will be described in Part 5.

An example of evolution to a related science is atom photonics, in which the
thermal motions of neutral atoms in a vacuum are controlled using dressed photons.
Theoretical studies have examined single-atom manipulation based on the dressed
photon model, and experimental studies have showed the first successful guidance
of an atom through a hollow optical fiber. Recent studies have examined atom-
detecting devices, atom deflectors, and atomic funnel. Atom photonics will open
up a new field of science that examines the interactions between dressed photons
and single atoms. Basic research in nanophotonics is being actively carried out.
Evolution to these related basic sciences and atom photonics will be described in
Part 6.

1.5 Summary

By combining the concepts of quantum field theory, optical science, and condensed-
matter physics, nanometric materials and optical energy transfer in nanometric
space have been studied. Through these studies, a theoretical picture of dressed
photons has emerged. Based on this picture, the exchange of dressed photons
has been investigated, revealing energy transfer to electric dipole-forbidden energy
levels. Furthermore, the possibility of coupling a dressed photon with a coherent
phonon has been shown, revealing a novel phonon-assisted process in light–matter
interactions in nanometric space. These discoveries have been applied to develop
novel technologies, such as devices, fabrication techniques, energy conversion,
information systems, architectures, and algorithms.

Fundamental concepts, such as the behavior of photons in nanometric space,
the excitation transfer and relaxation in nanometric space, and the primary
mechanisms of the phonon-assisted process, should be delved into more deeply.
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Such fundamental studies are expected to bring about further discoveries involving
the coupling of dressed photons with various elementary excitations besides
coherent phonons, leading to novel applications. This marriage of basic studies
and technological applications is expected to establish a new field of dressed photon
science and technology in the near future.

Dressed photons can be utilized to establish fundamental new technologies
that can replace a wide range of conventional optical technologies. Even though
users will not notice their existence, it is expected that technologies exploiting
dressed photons will be widely used in everyday life in the near future. This is
because dressed photons can be generated universally on the surface of illuminated
nanometric materials.

The term “nanophotonics” is occasionally used for photonic crystals, plasmonics,
metamaterials, silicon photonics, and quantum-dot lasers using conventional propa-
gating light. Here, one should consider the stern warning given by C. Shannon on the
casual use of the term “information theory,” which was a trend in the study of that
field during the 1950s [2]. The term “nanophotonics” has been used in a similar
way, although some purported work in “nanophotonics” is not based on optical
near-field interactions. For the true development of nanophotonics, one needs deep
physical insight into the behavior of dressed photons and the associated nanometric
subsystem composed of electrons and photons.
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Abstract
The main purpose of this chapter is to present the quasi-static picture of an optical
field in the vicinity of small-scale material. The quasi-static picture depends on
the fact that the induced boundary charge density dominates the optical near
field of a small-scale material via Coulomb’s law; therefore, such an optical
near field is of a non-radiative or longitudinal nature. This simple physics leads
to an intuitive understanding, even in complicated systems with magneto- and
electro-optical effects. As prerequisites, the definitions of elementary concepts
are given: “retardation effect,” “diffraction limit,” “near field,” and “far field.”
Furthermore, two numerical methods are presented using the minimum degree
of freedom of an electromagnetic field; one is described by the scalar potential
adequate for a quasi-static system and the other by a dual vector potential for
general optical systems. This chapter is restricted to linear optical effects and is a
revised version of the article titled by “Classical Theory on Electromagnetic Near
Field” in Progress in Nano-Electro-Optics II (Springer-Verlag Berlin Heidelberg,
2004).

2.1 Introduction

The first milestone of near-field optics (NFO) is that a resolution far beyond the
diffraction limit, namely super-resolution, had been attained in Scanning Near-field
Optical Microscopy (SNOM). (In this chapter, the abbreviation “SNOM” represents
for Scanning Near-Field Microscopy, not Microscope.) Now, NFO is a developing
research area that treats material on a nanometer scale, and a treasure house filled
with unknown phenomena including quantum phenomena; see Sect. 2.1.2 for a brief
history of NFO. In the frame of the classical theory, however, phenomena in the
regime of NFO have not yet been exhausted. Actually, it is not clear what character-
istics NFO has and what the difference is between NFO and conventional optics.

This chapter is focused on the classical theory of the optical near field. Here,
classical theory means: the macroscopic theory based on Maxwell’s equations and
the constitutive equation with optical constants; a rather familiar framework in
conventional optics. The present theory shows that the optical near field of a small-
scale material is characterized by the quasi-static picture, which leads to an intuitive
interpretation of the near field. The quasi-static picture depends on the fact that the
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induced boundary charge density dominates the optical near field of a small-scale
material via Coulomb’s law.

Let us consider the boundary charge density, which is the master piece of the
present theoretical approach. When a material is exposed to light, charge and current
density are induced in the interface region to screen the electromagnetic (EM) field,
so that most of the bulk region is maintained as it was. This behavior of negative
feedback may be understood as Le Chatelier’s principle, which is the strategy of
a stable system to withstand an external fluctuation. The screening charge and
current densities in the interface region can be idealized as boundary charge and
current densities; those are localized inside the idealized interface region with an
infinitesimal width. The key point to understand a characteristic of NFO is that the
boundary effect predominates over the bulk effect in a small-scale structure, while
the opposite is true for a large-scale structure. This is a general concept in physics,
but it is not fully employed in optics.

In an ordinary treatment of conventional optics, the boundary effect is implicitly
considered under the Maxwell boundary conditions (MBCs), which cause difficulty
in understanding of physics and in numerical calculations. The idea using the
boundary source overcomes the difficulty caused by MBCs, makes clear the physics
of optical near field, and, furthermore, leads us to develop two novel formulations,
namely the boundary scattering formulation with scalar potential and that with a
dual EM potential.

2.1.1 Purposes and Overview of This Chapter

The purposes of this chapter are:
1. To give a clear definition of elementary concepts, i.e., “retardation effect,”

“diffraction limit,” “near field,” and “far field” (Sect. 2.2).
2. And mainly: to give an intuitive understanding of the optical near field of small-

scale dielectric, metallic and ferro-materials based on a quasi-static picture. Such
optical near fields are generated by the boundary charge density via Coulomb’s
law and are of a non-radiative (longitudinal) nature (Sect. 2.3).

3. We finally wish to formulate two novel numerical methods free from MBCs,
namely the boundary scattering formulation with scalar potential and that with a
dual EM potential (Sects. 2.4 and 2.5).
If one would like to take the shortest way, then read Sects. 2.2 and 2.3, which

are minimal and self-contained parts of this chapter. Sections 2.4 and 2.5 with 2.7
are numerical methods compatible with a quasi-static picture. In particular, Sect. 2.4
suggests a rather simple numerical method with a small amount of calculations. The
following is an overview of this chapter.

Section 2.1.2 gives a brief history of NFO.
Section 2.2 makes clear the elementary concepts: retardation effect, diffraction

limit, far field and near field. To understand them is a prerequisite to the following
sections.

Section 2.3 introduces the quasi-static picture in an intuitive manner. By imaging
the boundary charge density, one may understand qualitative properties of the
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optical near field around a small-scale material. This idea is extended to systems
including a material with complicated shape and/or response, e.g., multidomain
systems of magneto-optical and electro-optical materials.

It is crucial how one treats the boundary effect in the theory of NFO. In the
ordinary theory of optics, MBCs are used instead of the boundary source and cause
difficulty not only in a numerical calculation but also in our physical understanding.
To overcome this difficulty, two formulations are given, based on the following
principles:
1. A boundary value problem can be replaced by a scattering problem with an

adequate boundary source; this boundary source is responsible for the MBCs.
2. The EM potential is the minimum degree of freedom of the EM field.
As described in Sect.2.3, the electric near field of a small-scale material is generated
by the boundary charge density via Coulomb’s law. Therefore, a quasi-static picture
holds and the scalar potential is the minimum degree of freedom of the electric field
in such a system.

In Sect. 2.4, the ordinary boundary value formulation using MBCs is replaced
by the boundary scattering formulation with scalar potential and boundary charge
density.

In Sect. 2.5, it is shown that the minimum degree of freedom of an EM field in
a general optical system is the dual EM potential (in the radiation gauge), which
is derived from the ordinary EM potential by means of a dual transformation, i.e.,
the mutual exchange between the electric quantities and the magnetic ones. The
source of the dual EM potential is the magnetic current density and an adequate
boundary magnetic current density reproduces the MBCs. In this way, a boundary
value problem is replaced by a scattering problem, namely a boundary scattering
problem, which is applicable to a general optical system. We apply the boundary
scattering formulation with the dual EM potential to the optical near field of a
dielectric on a scale that permits coexistence of boundary and bulk effects. We
numerically solve the boundary scattering problem using the dual EM potential and
further give an intuitive understanding on the basis of “dual Ampère law” with a
correction due to the retardation effect.

In Sect.2.6, we give a summary of this chapter. Section 2.7 is an appendix dealing
with the vectorial Green function.

All the numerical calculations in this chapter are restricted to the optical near
field in the vicinity of a dielectric.

2.1.2 Studies of Pioneers

The first idea of SNOM with super-resolution appeared in a paper by E.H. Synge in
[37]. The same idea was seen in a letter by J.A. O’keefe in [30]. Synge’s proposal
is sketched in Fig. 2.1. A sample is placed on a true plane of glass and exposed to
penetrating visible light through a small aperture. The size of the aperture and the
distance between the sample and the aperture are much smaller than the wavelength
of the visible light. Part of the penetrating light is scattered by the sample and
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aperture
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photo-electron
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Fig. 2.1 A sketch of Synge’s
idea

reaches the photo-electric detector. Varying the position of the sample, one obtains
the signal intensity profile, that is, the electric current intensity as a function of the
position of the sample. Synge pointed out a technical difficulty in his period and it
has been overcome as time went by.

The first experiment of the microscope with super-resolution �=60 was demon-
strated in the microwave region in 1972 [1], then again, in the infra-red region
in 1985 with the resolution �=4 [25]; � stands for the wavelength of the EM
field. The super-resolution in the optical region had been attained by D.W. Pohl
et al. in [31]; they implied that the resolution is �=20. They formed a small
aperture on the top of a metal-coated quarts tip; the radius of curvature of the
sharpened tip was about 30 nm. Their result convinced us of microscopy with
super-resolution in the visible light region. In 1987, E. Betzig et al. demonstrated
the “collection mode” [10]. In the collection mode, the incident light exposes a
wide region including the sample; the scattered light by the sample is picked
up by an aperture on a metal-coated probe tip. They used visible light and an
aperture with a diameter �100 nm. The first experiment with high reproducibility
and with nanometer resolution was done in 1992, using an aperture with diameter
�10 nm [18, 29].

Once the super-resolution had been attained, variations of the SNOM were de-
veloped, e.g., spatially resolved photoluminescence spectroscopy [32], apertureless
SNOM [41, 42], local-plasmon SNOM [13], and so on. Currently, NFO provides
the basis for various systems in a wide range of research areas using the optical
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near fields of materials with small-scale structures. Such systems are fabricated
as metallic structures for lithography [16, 23, 35], optical storage [15, 38] and
biological and chemical sensing [39], and neighboring semiconductor dots for a
nanometric optical switch [19–21].

For a long time, the classical theoretical approach for the optical near-field prob-
lem had been based on the diffraction theory of a highly symmetric system [9, 11].
After the collection mode operation had become popular since the 1990s, EM
scattering theories have been applied and various numerical calculations have been
carried out in low symmetry systems. Some authors solved the Dyson equation
followed by the Green function [14, 24] and others calculated the time evolution
of the EM field by the Finite Differential Time Domain (FDTD) method [40]. Both
methods had been originally developed for calculations in conventional optics and
it has been difficult to obtain a simple physical picture in NFO.

2.2 Definition of Near Field and Far Field

Although a certain simple property seems to exist in optical near field, a physical
picture is smeared behind the complicated calculation procedures caused by the
MBCs. There is no formalism for the optical near field compatible with a clear
physical picture. So, before taking up a discussion of the optical near field, let
us reconsider wave mechanics from a general point of view and make clear the
following concepts: the retardation effect, the diffraction limit, the far field, and the
near field [7].

2.2.1 A Naive Example of Super-Resolution

First of all, we introduce a simple example to explain why a super-resolution is
attained in SNOM . Suppose a small stone is thrown into a pond. One finds that
circular wave-lets spread on the surface of the water. We make sure that the shape
of the wave-lets are circular and independent of the shape of the stone. This means
that we cannot know the shape of the stone, if the observation points are far from
the source point. Strictly speaking, there is a “diffraction limit” in the far-field
observation, if the size of the stone is much smaller than the wavelength of the
surface wave of the water. However, information concerning the shape of the stone
is not lost, if an observation point is close enough to the source point. This type of
observation is just the one in SNOM. In the next subsection, this idea will be refined
using a pedagogical model.

2.2.2 Retardation Effect as Wavenumber Dependence

Suppose that there are two point-sources instead of a complicated-shaped source
like a stone; see Fig. 2.2. These sources yield a scalar field and they are located at
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r0 r

+a/2−a/2
0

Fig. 2.2 A system with two point-sources. Only one parameter a D jaj characterize “the shape
of the source” if Oa is given

r 0 D Ca=2 and r 0 D �a=2 in three-dimensional space. Furthermore, we assume
that the two sources oscillate with the same phase and the same magnitude, i.e.,
ı3.r 0 ˙ a=2/ exp.i!t 0/, where ! is the angular frequency. Our simplified problem
is to know a D jaj by means of observations at some points r . It is assumed that the
directional vector Oa is known. Let us consider the front of the wave that starts from
each source point r 0 D �a=2 at time t 0 D 0. The front of each wave reaches the
observation point r at a certain time �t�a=2. This time – “retardation” – is needed
for the wave to propagate from r 0 D �a=2 to r with the phase velocity !=k.
Therefore, the retardation is estimated as

�t�a=2 D kjr ˙ a=2j=! : (2.1)

After all, the amplitude of each partial wave at the observation point .r; t/ is as
follows:

exp.�i!.t ��t�a=2//

jr ˙ a=2j D exp.�i!t C ikjr ˙ a=2j/
jr ˙ a=2j : (2.2)

The magnitude of each partial wave is inverse proportional to the distance between
the observation point and the source point because of the conservation of flux. The
phase is just the one at the source point at the time t � �t�a=2 because of the
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retardation. Equation (2.2) is an expression for the Huygens principle or the Green
function for the scalar Helmholtz’ equation.

Equations (2.1) and (2.2) for the retardation tell us that the retardation effect is
the wavenumber dependence, namely ka and/or kr dependence. In the following,
the retardation effect will be used in this sense.

2.2.3 Examination on Three Cases

In order to explain the meaning of the diffraction limit and to give a clear definition
of far field and near field, let us discuss the following three cases (Table 2.1):
• Case 1; kr � ka� 1, the observation of the far field generated by a large-sized

source,
• Case 2; kr � 1� ka, the observation of the far field generated by a small-sized

source,
• Case 3; ka . kr � 1, the observation of the near field generated by a small-

sized source.
In our simplified model introduced in the previous subsection, the observed

amplitude at .r ; t/ is the superposition of two partial waves,

A.r ; t/ D exp.�i!t C ikjr C a=2j/
jr C a=2j C exp.�i!t C ikjr � a=2j/

jr � a=2j : (2.3)

In the cases 1 and 2, Eq. (2.3) is reduced to the following expression, applying the
condition r � a:

A.r ; t/ D e�i!tCikr

r

�
2 cos

�
1

2
ka. Or � Oa/

�
CO

�a
r

��
: (2.4)

In Eq. (2.4), “a” in question is coupled with “k.” Therefore one must use the
retardation effect (in the phase difference between the two partial waves) to know
“a” by means of the far-field observation.

In case 1, “a” can be obtained in the following way. We restrict the observation
points on a sphere r = const. .�a/ and select one point r0 on the sphere which
satisfies Or0 � Oa D 0. At this observation point, the phase difference of the two partial

Table 2.1 Definition and specification of near field and far field

Definition Diffraction limit Retardation effect Examples

Far field Exists Large ka � 1 (case 1) ordinary optical
microscopykr � 1; r � a
ka � 1 (case 2) Rayleigh
scattering system

Near field Does not exist small ka � 1 (case 3) SNOM
1 & kr & ka
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waves is 0. Then, search another point r on the sphere where the magnitude of
the field A takes local minimum. If r is one of the nearest points of r0, the phase
difference at r of the two partial waves is �=2, i.e., kaj Or � Oaj=2 D �=2. As a result,
we determine “a”; a D �=.kj Or � Oaj/.

In case 2, however, “a” cannot be obtained through the far-field observation. The
phase difference among all the observation points on the sphere is zero because of
the condition ka � 1. In other words, the two point-sources are so close that the
observer far from the sources recognizes the two sources as a single source with
double magnitude.

In case 3, Eq. (2.3) is reduced to the following expression, applying the condition
ka . kr � 1,

A.r; t/ D exp.�i!t/

�
1

jr C a=2j C
1

jr � a=2j
�
.1CO.ka; kr// : (2.5)

The leading order of Eq. (2.5) is independent of the wavenumber “k.” This
independence is because the size of the whole system – including all the sources
and all the observation points – is much smaller than the wavelength, that is, the
system cannot feel the wavenumber. “a” in question can be determined by means
of the near-field observation. Search an observation point r0 where Or0 � Oa D 0 is

satisfied, then Eq. (2.5) results in a D 2
q
4 � r20 jA0j2=jA0j. Note carefully that this

expression for “a” is independent of “k,” i.e., independent of the retardation effect.
As a result, we can know “a” through the near-field observation without using the
retardation effect.

In short, information concerning the shape of the source is in the
k-dependent phase of the far field or in the k-independent magnitude of the near
field.

2.2.4 Diffraction Limit in Terms of Retardation Effect

In the above pedagogical model, the scalar field generated by the two point-sources
has been discussed. Even in the case of a continuous source, the essential physics is
the same if “a” is considered as the representative size of the source.

Now we can make clear the meaning of the diffraction limit. In the case of
a far-field observation, information concerning the shape of the source is in the
k-dependent phase of the far field; see Eq. (2.4). To recognize the anisotropy of
the shape, the phase difference for some observation points on a certain sphere
must be larger than �=2; this condition imposed on Eq. (2.4) leads to the following
inequality:

kaj Or � Oaj � ka & � ; (2.6)

where “a” is the representative size of the source. The inequality (2.6) is a rough
expression for the diffraction limit and implies that the size of the source should be
larger than the order of the wavelength to detect the anisotropy of the source. Note
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that the concept “diffraction limit” is effective only in the far-field observation, i.e.,
the observation under the conditions kr � 1; r � a.

In the far-field observation like cases 1 and 2, we have to use the k-dependent
phase to know the shape of the source and the resolution is bounded by the
diffraction limit; see Eqs. (2.4) and (2.6). However, in a near-field observation
like case 3, we know the shape of the source without diffraction limit, because
information of the shape is in the k-independent magnitude of the near field;
see Eq. (2.5).

2.2.5 Definition of Near Field and Far Field

The observation in SNOM corresponds to case 3, if the position of the probe tip is
considered as the observation point. In fact, the signal in SNOM is independent of
the wavenumber and free from the diffraction limit. On the contrary, the observation
in the usual optical microscopy corresponds to case 1; therefore, the resolution for
it is bounded by the diffraction limit. Case 2 is the condition for the Rayleigh
scattering system. By means of a far-field observation, one can determine only
the number (or density) of the sources as a whole but cannot obtain information
regarding the shape or the distribution of the sources.

We define “far field” as the field observed under the condition kr � 1; r � a,
i.e., cases 1 and 2, and “near field” as the field observed under the condition ka .
kr . 1, i.e., case 3.

In particular, the limiting condition of the near field,

ka . kr � 1 ; (2.7)

is simply referred to as “near-field condition (NFC)” in the following. Under the
NFC, the k-independent picture, namely a quasi-static picture, holds owing to the
negligible retardation effect; see Sect. 2.3.

In this section, only a scalar field has been treated. It is a characteristic of the
optical near field (vector field) that the boundary effect is dominant; this will be
apparent in the next section.

2.3 Quasi-static Picture: A Characteristic of Near Field Optics

This section addresses the main purpose of this chapter: the quasi-static picture is
described in an intuitive manner. This entails the elementary nature of the optical
near field under the NFC (2.7) and may be applied to NFO systems with dielectric,
metal, and ferromaterials. The boundary and bulk effects are derived simultaneously
and these two are qualitatively different. As mentioned in Sect. 2.1, the importance
of the boundary effect in a small-scale system of NFO can be understood from
the following fundamental concept of physics: the boundary effect predominates
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Fig. 2.3 A quasi-static picture of the near field of a sufficiently small structure. (a) A snapshot of
the system at arbitrary time. Material with a structure on a scale much smaller than the wavelength
is exposed to an incident field with wavenumber vector k.0/ .jk.0/j D k/ and polarization vector
E .0/. a and b are the characteristic lengths of the material and r is the position vector of the
observation point from the center of the material. (b) An equivalent quasi-static system under an
alternating voltage. (c) The boundary charge density in a Rayleigh scattering system

over the bulk effect in a small-scale structure, while the opposite is true for a large-
scale structure. This section is mainly based on Ref. [3] and the revision with some
extension of Sects. 3.1–3.3 in the original book [2].

2.3.1 A Sketch of the Quasi-static Picture

Firstly, let us discuss the most simplest case: the Rayleigh scattering system with
a small-scale dielectric material, as shown in Fig. 2.3a, is assumed to satisfy the
NFC. The NFC means that the size of the system, including both the object of study
and the observation point, is much smaller than a wavelength. Therefore, the system
cannot “feel” the wavelength, and a quasi-static picture (wavenumber-independent
picture) holds (Fig. 2.3b).

The electric field in a quasi-static system should be ruled by Coulomb’s law, and
possesses a non-radiative or longitudinal nature. In such a system, like Fig. 2.3b, the
source of electric field is the boundary charge density described in Fig. 2.3c, as we
know empirically and will prove in Sect. 2.3.3. Actually, the Rayleigh scattering for
near and far fields originate in a boundary effect, although it is not widely known.

The above sketch of a quasi-static picture will be refined in Sect. 2.3.3 and
extended to other materials in Sects. 2.3.4–2.3.6, using the concept of polarization
introduced in the next subsection.
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2.3.2 Polarization in a Finite-Sized Material

To refine the sketch in the previous subsection, let us introduce the proper polar-
ization for finite-sized materials with a general optical response; this polarization
derives from the simultaneous boundary and bulk effects. Consider a finite-sized
domain occupying a volume V in a vacuum. We define the polarization P in V as
that of an infinite-sized material P1 times the step function �.r 2 V/ W

P.r; t/ D �.r 2 V/P1.r ; t/; (2.8)

�.r 2 V/ D
�
1 for r 2 V ;
0 for r … V : (2.9)

The step function �.r 2 V/ represents the steep change in polarization at the
material–vacuum interface and can properly represent the structure. Ignoring the
dynamic magnetization, the induced charge density � and current density j are
derived via

�.r ; t/ D �r �P.r; t/
D �r�.r 2 V/ �P1.r ; t/ � �.r 2 V/r �P1.r ; t/

D
Z
@V
d2s ı3.r � s/ Ons �P1.s � 0 Ons; t/ � �.r 2 V/r �P1.r; t/; (2.10)

j .r ; t/ D @tP.r ; t/

D �.r 2 V/@tP1.r ; t/; (2.11)

where @V is the boundary of V , s is the position vector on @V , and Ons is the outward
normal unit vector from s.

In Eqs. (2.10) and (2.11), the terms containing � represent the bulk source. They
are the same as those derived from P1 at r 2 V and yield the familiar bulk
effect in conventional optics. In contrast, the term containing the delta function
is only nonzero at the boundary, that is, the boundary source (boundary charge
density) guarantees MBCs; see Sect. 2.4.3 for the proof. To obtain a physical
picture under the NFC, the present formulation using the boundary source is
advantageous over the conventional formulation using the MBCs, as is described
below. One can apply Eqs. (2.8)–(2.11) to any material, using adequate polarization
of an infinite-sized material, P1. In the following, the boundary optical effects
of dielectric, metallic, ferromagnetic (magneto-optical), and ferroelectric (electro-
optical) materials are examined under the NFC.
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2.3.3 Boundary Effect of a Dielectric Material; Rayleigh Scattering
Near Field

The Rayleigh scattering system serves as a guide for a general discussion of the
boundary effects in NFO; let us refine the sketch in Sect. 2.3.1. In Eq. (2.8), we use
the following polarization for an infinite-sized dielectric:

P1.r; t/ D .�1 � �0/E.r ; t/; (2.12)

where �1 and �0 are the dielectric constants of the material and the vacuum,
respectively. To derive the boundary and bulk sources that appear under the NFC,
we assume the incident field to be a linearly polarized plane wave for simplicity:

E .0/ exp.ik � r � i!t/; (2.13)

! D cjkj; (2.14)

where k is the wavenumber in vacuum, ! is the angular frequency, and c is
the speed of light in vacuum. In the limit of weak scattering, we use the Born
approximation [28], and replace the E.r ; t/ appearing in Eqs. (2.10) and (2.11)
with the incident electric field, Eq. (2.13). (The Born approximation in a low
energy scattering system is effective under the condition that j�1=�0 � 1j � 1.
Although limited systems can strictly satisfy this condition, the Born approximation
is the first candidate method for exploring a scattering problem. We use it for
the qualitative and semi-quantitative discussion. Subsequently, we use the long
wavelength approximation. In electromagnetic scattering problems, the combination
of these two approximations is called the Rayleigh–Gans approximation.) Then the
sources are

�.r; t/ '
Z
@V
d2s ı3.r � s/.�1 � �0/ Ons �E .0/ exp.ik � s � i!t/

�i�.r 2 V/.�1 � �0/k �E .0/ exp.ik � r � i!t/; (2.15)

j .r ; t/ ' �ic�.r 2 V/jkj.�1 � �0/E .0/ exp.ik � s � i!t/: (2.16)

Under the NFC, the size of the material is sufficiently small relative to the
incident light wavelength; therefore, we can also employ the long wavelength
approximation; i.e., we can take the limit of k ! 0. Therefore, only the first
term in Eq. (2.15) (the boundary charge density) survives and leads to a quasi-static
picture as described in Sect. 2.3.1. In short, a boundary charge density is induced
and is the dominant source of the near and far fields in the Rayleigh scattering
system.

The boundary charge density at position s on the surface is determined by the
boundary charge factor (BCF) without the temporally oscillating factor exp.�i!t/:
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Table 2.2 The near- and far-field amplitude without phase factor in the Rayleigh scattering
system; ka; kb � 1. All the quantities are in non-dimensional form

Near-field amplitude under Far-field amplitude under
Source kr � 1 kr � 1

Boundary effect k3ab2 ab2=r3 k2ab2=r

Bulk effect k4ab3 kab3=r3 k3ab3=r

Ons �P1 � .�1 � �0/ Ons �E .0/; (2.17)

which appears in Eq. (2.15) and is consistent with Fig. 2.3c, supporting our intuitive
picture. The BCF is useful for an intuitive understanding of the optical near field of
other materials discussed in the following subsections.

As the next step, let us estimate the order of boundary and bulk sources. At
a certain time, the incident electric field E .0/ induces a dipole moment: a pair of
boundary charge densities with strength �k3ab2 (in non-dimensional form). This
expression is the product of the charge on a surface with area ab and length b for
the charges in the pair shown in Fig.2.3c. Furthermore, Eqs. (2.15) and (2.16) tell us
that the bulk sources carry one more k (kb in non-dimensional form) relative to the
boundary source, resulting in �k4ab3. We have multiplied by kb because b is the
length that collapses due to the delta function of the boundary source. The length
dependence of the sources is summarized in the second column of Table 2.2.

The near field should be a dipole field scaled by 1=r3, so that its amplitude
(without a phase factor) results in �ab2=r3 and is k independent. In contrast,
the bulk source generates a rather weak near-field amplitude �kab3=r3 and k
dependence. The far field at kr � 1 is proportional to 1=r because of the
conservation of flux in three dimensions. Therefore, the contributions to the near-
and far-field amplitudes from the boundary and bulk sources are as shown in
Table 2.2. The boundary source dominates the Rayleigh scattering in the near-
and far-field amplitudes. Actually, in the case of an isotropic material (a D b),
this causes the far-field intensity �k4a6=r2. This coincides with the well-known
expression in the Rayleigh scattering problem, supporting the validity of our scheme
based on the boundary effect. In Table 2.6, the same result will be derived using the
dual vector potential, which is introduced in Sect. 2.5.

From Table 2.2, one finds that the near field generated by the boundary source
refers to the wavenumber-independent picture (quasi-static picture), while any
field generated by the bulk source or the far field generated by any source are
wavenumber dependent (the retardation effect). The key to understanding Rayleigh
scattering as a boundary effect is that a pair of boundary charges on a scale smaller
than the wavelength forms a dipole moment, causing a quasi-static or wavenumber-
independent near field ruled by Coulomb’s law. For a simple interpretation of the
field intensity, see Sect. 2.3.7

We may apply the above procedure to other materials starting with an
adequate P1.
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2.3.4 Boundary Effect of a Metallic Material

For a metallic material, we start with the same expression as Eq. (2.12) but we
include a complex-numbered term �1; the imaginary part of �1 is related to the
conductivity � via

Im �1 D �

!
: (2.18)

The complex-numbered �1 leads to the complex-numbered refractive index,
.�1=�0/

1=2, or wavenumber, km D .�1=�0/
1=2k. The imaginary part of km brings

about one more scale of length, namely, the skin depth d D Im.1=km/. The skin
depth describes the decay length of the EM field amplitude or current density inside
the metal surface (Note carefully that the penetration depth, dp; means the decay
length of the field intensity, i.e., dp D d=2.). In non-dimensional form, the skin
depth is

kd D Im
�
�0

�1

� 1
2

: (2.19)

The skin depth represents the scale inside the material; however, the optical near
field outside the material is influenced by the skin depth via reflection and/or
absorption, if the representative size of material is larger than the skin depth.
Considering the skin depth, the NFC for a metallic material (the condition under
which the quasi-static picture holds) is

ka . kr � 1 and
a

d
. r

d
� 1 : (2.20)

The skin depths of some metals at light wavelength are summarized in Table 2.3.
One finds that the second inequality of the NFC for metal ( 2.20) is rather severe;
it holds only in limited cases, e.g., a . r � d � 10–40 nm. Therefore, if
one employs the procedure of Sect. 2.3.3 (using the Born approximation and long

Table 2.3 The skin depth of some metals at the light wavelength 551 nm (photon energy 2.25 eV).
The complex-numbered dielectric constant is �1=�0 and refractive index is .�1=�0/1=2. The data in
this table are calculated by means of linear interpolation of the data at neighbouring photon energies
in Ref. [22]

Material Skin depth/nm Dielectric constant Refractive index

Al 13.08 �44.02 C 13.01 i 0.97 C 6.71 i
Fe 26.30 �3.86 C 17.98 i 2.70 C 3.34 i
Cu 33.80 �5.86 C 4.85 i 0.94 C 2.60 i
Ag 24.13 �13.15 C 1.85 i 0.26 C 3.64 i
Au 37.00 �5.52 C 1.45 i 0.31 C 2.37 i
Cr 19.83 �10.12 C 27.18 i 3.07 C 4.42 i
Mo 25.35 2.22 C 26.07 i 3.77 C 3.46 i
W 32.01 4.67 C 19.13 i 3.49 C 2.74 i
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wavelength limit), it is limited to a qualitative level or may turn out to be nonsense
in unfortunate cases.

A simplified treatment for the skin depth is effective under Im�1 � Re�1, that
is, �1 ' i�=!. Equation (2.19) leads to

kd '
r
2�0!

�
or d '

r
2�0

�!
c: (2.21)

For the derivation, we use i 1=2 D ˙.1 C i/=
p
2. We have to remind the reader

that the conductivity of metal brings about a strong retardation effect (wavenumber
dependence) of the EM field.

2.3.5 Boundary Magneto-Optical Effect

The magneto-optical effect (MOE) was discovered by Faraday in [12] and is used
for optical sensing of magnetic fields. These MOE effects, the Faraday and Kerr
effects (FK effects), cause rotation of the polarization vector and are assigned to a
bulk optical effect that is dependent on wavenumber; see Fig. 2.4a. (The Faraday
effect is the rotation of polarization vector of the transmitted light, while the Kerr
effect is that of the reflected light. The difference is not important in this chapter;
therefore, these two effects are not distinguished.)

A naive question is: “Does there exist a boundary MOE independent of
wavenumber?” The answer is “yes,” as expected from the first term of Eq. (2.10).
Considering that near field optics permits the observation of a small-scale system,
the boundary MOE is situated at the crossroads of magneto-optics and near-field
optics. We can derive the boundary MOE under the NFC and estimate its near-
field amplitude as guided by Rayleigh scattering, discussed in Sect. 2.3.3. In this
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Fig. 2.5 An example system for examining the boundary MOE; k.0/ .k D jk.0/j/ and E .0/ are the
wavenumber and polarization vectors of the incident field. (a) The light is incident normal to the
upper boundary of the ferromagnetic material and polarized linearly with the polarization vector
pointing in an oblique direction to lines AB and CD. (b) The rotation of the polarization vector; the
directions of rotation on the black-and-white lines are opposite to each other. (c) The sign of the
MOE-related BCF in Eq. (2.23) on the upper boundary

subsection, we discuss the mechanism through which the boundary MOE dominates
under the NFC.

We consider the MOE in an example system with three ferromagnetic domains
that are exposed to normal incident and linearly polarized light, as in Fig.2.5a. Such
a system with multiple domains may be considered as a stack of isolated domains
with hypothetical thin vacuum spaces between them. We assume that the width of
the domain wall is sufficiently small for its optical response to be negligible. For
simplicity, we set the light to be incident normal to the upper boundary surface.

Consider a single ferromagnetic domain under the NFC, starting with the
following P1 including a simple MOE:

P1.r; t/ D .�1 � �0/E.r ; t/C i�1Q Om �E.r ; t/; (2.22)

where m is the magnetic dipole moment and Om is the unit vector of m. Q
is the parameter representing the MOE and includes the magnitude factor jmj.
Equation (2.22) leads to the familiar bulk MOE, i.e., magnetic circular birefringence
(the FK effects; see Fig. 2.4a) and magnetic circular dichroism.

Following the manner of treating the Rayleigh scattering system in Sect. 2.3.3,
the boundary charge density at position s on the surface is dominant, and is deter-
mined by the following BCF without the temporally oscillating factor exp.�i!t/
(see Eq. (2.15)):

Ons �P1 � .�1 � �0/ Ons �E .0/ C i�1Q Ons � Om �E .0/: (2.23)

The first term in the BCF (2.23) is identical to Eq. (2.17), i.e., the BCF for the
Rayleigh scattering system. The second term is the MOE-related BCF and we focus
on this in the following discussion.

In the center domain, if we set the sign of the MOE-related BCF to be negative
on the upper boundary at a certain time, it will be positive on the lower boundary
and zero on the side boundary. Applying the same logic to the other domains, the
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Table 2.4 The near- and far-field amplitudes (without phase factor) scattered by the multiple
domains of ferromaterial in the model systems of Figs. 2.5 and 2.6 under the condition ka; kb � 1.
All the quantities listed are in non-dimensional form and should be linearly scaled by Q and R for
the cases of the MOE in Fig. 2.5 and the EOE in Fig. 2.6, respectively

Source Near-field amplitude under Far-field amplitude under
kr � 1 kr � 1

Boundary effecta k3b3 b3=r3 k2b3=r

Bulk effectb k4ab3 kab3=r3 k3ab3=r

aThe boundary effect is the contribution from the upper boundary source
bFor MOE, an oblique incident is assumed so that boundary and bulk effects coexist

sign of the MOE-related BCF on the upper boundary of each domain is filled in
the corresponding area in Fig. 2.5c, which describes a snapshot of the MOE-related
boundary charge density at a certain time.

Let us first focus on the upper boundary. We assume that the observation point
is close to the upper boundary, so that the contribution from the lower boundary is
relatively small. Within the scale of one wavelength, the dipole moment appears.
It consists of a pair of boundary charges with opposite signs across lines AB and
CD. We can derive a wavenumber-independent near field in the same manner as is
demonstrated in Sect. 2.3.3 to evaluate the Rayleigh scattering near field. In fact,
the strength of the dipole moment (the boundary source) across line AB is k3b3,
because the charge in the pair is distributed on the surface with area b2 and the
distance between the centers of the charge densities in the pair is b. An important
feature of the MOE-related boundary source is the a independence. It means that the
scattered field is caused by the upper boundary, without propagation into the bulk
volume (and the same for the rotation of the polarization vector).

The bulk source that coexists with the boundary source is estimated as �k4ab3,
multiplying the boundary source by one more k term (or ka in non-dimensional
form). Note carefully that a is the length that collapses due to the delta function
at the upper boundary in the MOE-related boundary charge density (Eq. (2.10)
with Eq. (2.22)).

The same procedure as for the Rayleigh scattering system is used to estimate
the near- and far-field amplitudes (without a phase factor). This approach implies
that the near-field amplitude is the dipole field scaled by 1=r3, while the far-field
amplitude is scaled by 1=r . The results are summarized in Table 2.4. The far-field
amplitude originating from the boundary source in Table 2.4 is �k2b3=r (without
phase factor). In this formula, we consider only the contribution from the upper
boundary source. However, the lower boundary source also contributes to the far-
field amplitude. On the lower boundary, the sign of the MOE-related BCF and the
direction of the dipole moment across the domain boundary are opposite to those on
the upper boundary. The pair of dipole moments on the upper and lower boundaries
under ka� 1 forms a quadrupole moment, which generates a rather weak far-field
amplitude. In other words, the two partial-field amplitudes generated from the upper
and lower boundaries interfere dispersively.
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As a result, the boundary MOE generates a wavenumber-independent near field
from the small-scale structure under the NFC and predominates over the bulk
MOE. This near field causes exotic rotation of the polarization vector, which is
completely different from the rotation due to the bulk effect (the FK effects). The
boundary effect makes the near field independent of the wavenumber and the path
length, while the bulk effect makes the near field dependent on them. We can
understand how the scattered near field leads to rotation via the following argument.
The scattered electric near field generated on top of line AB in Fig. 2.5 points in
a direction different from that of transmitted or normally reflected light, so that
the polarization vector of the total field rotates in a certain direction. Conversely,
with respect to line CD, the polarization vector rotates in a direction opposite to
the case of line AB. Note carefully that the rotational angle is proportional to the
scattered-field amplitude under a sufficiently small Q, because the tangent of the
rotational angle is the ratio between the component of the scattered-field amplitude
perpendicular to the incident field and the incident or reflected field amplitude.
Note that this rotation or, equivalently, the dipole field upon the domain wall may
be detected in the near-field regime using SNOM, while in the far-field regime,
the two partial-field amplitudes interfere dispersively as mentioned in the previous
paragraph.

The BCF (2.23) tells us that the dielectric- and MOE-related boundary charge
densities are out of phase in time because of the imaginary unit included in the
latter. That is, no simultaneous Coulomb interaction exists between the two kinds of
boundary charge density. This fact is advantageous for observation of the boundary
MOE in NFO.

The existence of the above boundary MOE has been reported in a paper by
the present author [4]. In the far-field of large-scale magnetic domains, Schäfer
and Hubert [33, 34] first observed the MOE at the boundary wall under the Voigt
configuration, in which the bulk effects (the FK effects) disappear. For a long time,
their experimental results had not been supported by a clear physical picture. In [4],
the Schäfer–Hubert effect was identified as the boundary MOE discussed above,
but without use of the long wavelength approximation. In general, boundary and
bulk effects coexist, but the bulk effect is dominant in such a large-scale system.
However, the MOE in the Voigt configuration with adequate m, E .0/ and k is
an exceptional case, because the bulk effect disappears and the boundary MOE
becomes detectable even in the ordinary far-field observation.

2.3.6 Boundary Electro-optical Effect

We can predict the unknown boundary EOE under the NFC and estimate its near-
field amplitude in the same manner as in the previous subsection. Let us consider an
example system with three ferroelectric domains that are exposed to normal incident
and linearly polarized light, as in Fig. 2.6a.

The procedure to derive and characterize boundary and bulk effects are parallel to
that for the MOE in Sect. 2.3.5. We start with the following P1 including a simple
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EOE for each single ferroelectric domain under the NFC:

P1.r ; t/ D .�1 � �0/E.r ; t/C �1R Op. Op �E.r ; t//; (2.24)

where p is the electric dipole moment and Op is the unit vector of p. R is the
parameter representing the EOE, which includes a factor with magnitude jpj2. Then
one finds the following BCF without the temporally oscillating factor exp.�i!t/:

Ons �P1 � .�1 � �0/ Ons �E .0/ C �1R. Ons � Op/. Op �E .0//: (2.25)

The first term in the BCF (2.25) is identical to Eq. (2.17), i.e., the BCF for the
Rayleigh scattering system, and the second term is the EOE-related BCF. The signs
of the EOE-related BCFs on the upper boundary are filled in the corresponding area
in Fig.2.6c, which describes a snapshot of the EOE-related boundary charge density
at a certain time.

The same procedure as for MOE is applicable to an order estimation of the
boundary and bulk sources, and near- and far-field amplitudes. The results are
summarized in Table 2.4, again. As in the MOE case, the boundary EOE generates
a wavenumber-independent near field from the small-scale structure under the NFC
and predominates over the bulk EOE. This near field causes exotic rotation of the
polarization vector, which is completely different from the rotation due to the bulk
effect (the birefringence). The boundary effect makes the near field independent
of the wavenumber and the path length, while the bulk effect makes the near
field dependent on them. We can understand how the scattered near field leads to
rotation by the same logic as in the MOE case. The scattered electric near field
generated on top of line AB in Fig. 2.6 points in a direction different from that
of the transmitted or normally reflected light, so that the polarization vector of the
total field rotates in a certain direction. Conversely, with respect to line CD, the
polarization vector rotates in the direction opposite to the case of line AB. Note
carefully that the rotational angle is proportional to the scattered-field amplitude for
sufficiently smallR. As mentioned in the case of MOE, this rotation or, equivalently,
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the dipole field upon the domain wall may be observed in the near-field regime
using SNOM.

The BCF (2.25) tells us that the dielectric-related boundary charge density and
the EOE-related one are temporally in phase. Hence, the simultaneous Coulomb
interaction between the two kinds of boundary charge density affects the distribution
of the EOE-related charge density. This is different from the boundary MOE case
mentioned in Sect. 2.3.5, and is disadvantageous for observation of the boundary
EOE in NFO. To check the influence of the Coulomb interaction, a numerical
calculation and a careful experiment are required.

2.3.7 A Simple Interpretation of Near-Field Intensity

The field intensity is the most important quantity in the experiments of NFO and
is often observed by SNOM in the time-averaged manner. Here we discuss the
theoretical formulas for far-field intensity and near-field intensity. An additional
consideration is given for a theoretical formula of the signal intensity in
SNOM [6, 8].

In the linear scattering problem with the incident field (2.13), one may separate
the temporal dependence of E .0/.r ; t/ and E.r; t/, respectively, as

E .0/.r/ exp.�i!t/ and E.r/ exp.�i!t/: (2.26)

The time-averaged field intensity at the position r is defined by the equation

�I.r/ D jE.r/j
2 � jE .0/.r/j2
jE .0/.r/j2

D E .0/�.r/ ��E.r/C c.c.C j�E.r/j2
jE .0/.r/j2 ; (2.27)

where jE .0/j2 in the denominator is introduced to make �I dimensionless and that
in the numerator is done to eliminate the background intensity.

In the far-field observation (kr � 1), the observation point r does not belong
to the coherent region of the incident field, i.e., E .0/.r/ D 0. Therefore, Eq. (2.27)
results in the far-field intensity

�IFF.r/ ' j�E.r/j2
jE .0/.r/j2 : (2.28)

We are familiar with this formula in ordinary scattering theory.
In the near-field observation (kr . 1), the observation point r belongs to

the coherent region of incident field. Therefore, Eq. (2.27) under the assumption
jE .0/j � j�E j results in the near-field intensity
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�INF.r/ ' E .0/�.r/ ��E.r/C c.c.

jE .0/.r/j2 : (2.29)

Equation (2.29) implies that the interference term is dominant in the near-field
regime. The interference effect enables negativeness of �INF.r/ in the near-field
region, that is, the field intensity can be smaller than the background intensity.
This fact is considerably different from the far-field intensity, which is positive
definite.

In the above discussion, the formulas are expressed without referring to the
properties of the detector, e.g., the probe in SNOM. This means that the multiple
scattering effect between the sample and the detector is negligible, so that the
detected quantities are proportional to the intensity at the observation point in the
system without the probe. In the case of the far-field observation, this assumption is
reasonable, because the distance between the sample and the probe is so large that
multiple scattering is negligible. In the near-field observation, this assumption is
justified, if the size of the probe is small enough, i.e., k�(size of probe )� 1. In the
recent experiments in SNOM, this condition together with the near-field condition
may be satisfied [29]; actually, the radius of curvature of the top of the probe tip is
about 10 nm and is much smaller than the wavelength of the incident light,�500 nm.

However, additional consideration is needed to interpret the signal intensity in
SNOM. (This subsection treats ordinary SNOM, not apertureless SNOM. In the case
of apertureless SNOM, the source may be the oscillating dipole moment composed
of the charge density on the boundary of the material and that induced on the probe
tip with opposite sign. So, the probe plays an essential role in the formation of the
signal intensity. If one may image the above dipole moment, the signal intensity
should be interpreted on the basis of dipole radiation.) The signal intensity in SNOM
is considered as the field intensity of the transversal light; the light propagates in
the optical fiber probe and possesses a polarization vector normal to the direction
of the propagation. It is a rather simple assumption that the propagating field in the
fiber is proportional to the near-field component normal to the direction of the fiber
at the position of the probe tip. In this way, we may effectively take into account the
filtering effect, which was pointed out by other authors to explain the polarization
dependence in SNOM image [17, 27]. The filtered electric field is expressed by
�np � np � E.r/, where np is the unit vector parallel to the direction of the fiber
of SNOM probe at the observation point in the near-field region. (In general, for an
arbitrary vector, E , and an arbitrary unit vector, np , the following identity holds:
E D np.np �E/ � np � np �E :) Then the signal intensity in SNOM is given by

�INOM.r/	fnp �E .0/�.r/g � fnp ��E.r/g C c.c.C jnp ��E.r/j2
jE .0/.r/j2 : (2.30)

See Ref. [8] for qualitative comparison between theoretical calculation and
experimental result in SNOM.
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Fig. 2.7 An intuitive picture of the optical near field of a dielectric under the NFC. (a) The profile
of electric field intensity along a scanning line parallel to E .0/ over the material. (b) The electric
flux generated by the induced boundary charge density

Let us combine the above ideas concerning intensity and amplitude in the near-
field regime. Firstly, suppose we have a dielectric material under the NFC, described
in Fig. 2.3a. Under the NFC, the scattered electric field, �E 	 E � E .0/ or the
equivalent electric flux is generated by the boundary charge density via Coulomb’s
law,

r ��E.r/ D ı.r 2 boundary/
�1 � �0
�0

ns �E .0/; (2.31)

where the r.h.s. represents 1=�0 times the boundary charge density, which should
includes the one-dimensional delta function along the boundary normal direction
and BCF (2.17). (If the shape of the dielectric is enough isotropic, like a sphere,
it may be recommended to replace �0 in the denominator of Eq. (2.31) by
1=3�1 C 2=3�0; see Sect. 3.8 in the original book [2]; the present revised version
omits this part.) Equation (2.31) reveals the situation that is described in Fig. 2.7b
schematically; one may easily image the scattered electric field, �E or the electric
flux. Furthermore, under the NFC, the incident field is regarded as the constant
vector E .0/ over the whole system; see Fig. 2.3a, b.

Once one can understand the profile of the field amplitude, one may guess the
profile of the near-field intensity on the basis of Eq. (2.29). For example, in the
system of Fig. 2.7, a negative intensity, �INF.r/ < 0, appears at the observation
points over the top of the material (Fig. 2.7a). This is because E .0/ and �E.r/

are anti-parallel at such observation points. Even if the shape of a dielectric is
complicated, the above procedure to understand �E.r/ and �I.r/ is available;
see Sect. 2.4.5. In the present situation, the probe of SNOM may scan over the top
of the material. The direction of electric field E matches the polarization vector of
the propagation mode in the probe fiber, so that the filtering effect is small. To the
contrary, if the probe of SNOM is scanned along the direction parallel to the left-
or right-side boundary, the electric field around the center position does not match
the polarization vector of the propagation mode in the probe fiber, so that the signal
intensity decreases in this scanning area.

In the magneto-optical and electro-optical systems as in Figs. 2.5 and 2.6, �E

(or the corresponding rotation) may be detected, if the probe of SNOM is scanned
over and across the top of the domain wall.

In this way, one may understand or predict the near-field amplitude and the near-
field intensity in a system under the NFC, even if the shape and/or response is
complicated.
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2.3.8 Summary: Boundary Effect of General Optical Responses

As demonstrated in this section, a characteristic of NFO is its quasi-static limit, in
which the boundary effect dominates the physics even if the response and shape
of the material are complicated. Indeed, setting the response via P1 and setting
the shape via V , then using the BCF � Ons � P1 on @V , one could express various
quasi-static phenomena, i.e., various boundary effects in NFO with a small-scale
structure.

2.4 Boundary Scattering Formulation with Scalar Potential

In this section, a formulation to calculate the electric field under the NFC (2.7) is
given. Under the NFC, a quasi-static picture holds and the scalar potential is the
minimum degree of freedom of the EM field. Further, we replace the boundary
value problem to a boundary scattering problem, i.e., a scattering problem with
an adequate boundary source. The boundary scattering formulation with the scalar
potential brings the logical basis of the simple picture in the NFO system under the
NFC (Sect. 2.3) and a simple procedure of numerical calculation [7].

2.4.1 Poisson’s Equation with Boundary Charge Density

Under the NFC, Maxwell’s equations are reduced to Coulomb’s law, which is
described without temporal factor by

r �E.r/ D � 1
�0
r �P.r/ ; (2.32)

P.r/ D .�.r/ � �0/E.r/ ; (2.33)

where P.r/ and E.r/ are spatial part of the polarization and electric field in the
manner of Eq. (2.26); �.r/ is the local and linear dielectric function and is assumed
to be a smooth function of r for a while.

In terms of the scalar potential which is defined as E.r/ D �r	.r/, Eqs. (2.32)
and (2.33) become Poisson’s equation,

�4	.r/ D r �
�
�.r/ � �0

�0
r	.r/

�
: (2.34)

Now, using the equationr �f�.r/r	.r/g D r�.r/ �r	.r/C�.r/4	.r/; Eq. (2.34)
results in another expression for the Poisson equation,

�4	.r/ D r�.r/
�.r/

� r	.r/ : (2.35)
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The r.h.s. of Eq. (2.35) is the induced charge density divided by �0; this charge
density is localized within the interface region where �.r/ varies steeply and r�.r/
takes a large value. In the following, we simply refer to the quantity in the r.h.s.
of Eq. (2.35) as “boundary charge density,” ignoring the constant factor 1=�0. Note
carefully that “boundary charge density” means the charge per unit volume (not per
unit area) in this chapter.

Equations (2.34) and (2.35) are equivalent, but we prefer Eq. (2.35), which is the
starting point of our novel formulation, namely, the boundary scattering formulation.
This for NFO brings about a simple procedure of a numerical method with a small
amount of calculation, which, furthermore, is compatible with the clear physical
picture described in Sect. 2.3.

2.4.2 Notation Concerning Steep Interface

In Sect. 2.3.7, we have discussed a system with a steep interface in an intuitive and
qualitative manner. These systems should be ruled by Poisson’s equation (2.35).
Strictly speaking, there is a difficulty to treat Eq. (2.35) in the limit of the steep
interface, that is, the boundary charge density in the r.h.s. is a product of distributions
and not well-defined in a general mathematical sense. Actually, in the limit of
the steep interface, the quantities �.r/, r	; and r�.r/ in Eq. (2.35) become
distributions, i.e., the step function and/or the delta function.

To treat this singularity in a proper manner, let us introduce some notation.
A steep interface is characterized by a stepwise dielectric function,

�.r/ 	 �0 C �.r 2 V1/.�1 � �0/ ; (2.36)

�.r 2 V1/ 	
8<
:

0 for r 2 V0
not defined for r 2 V01

1 for r 2 V1
; (2.37)

where V0, V1, and V01 stand for the vacuum, the material, and the interface region,
respectively, and �1 stands for the complex dielectric constant of the material. Note
carefully that V01 is volume, i.e., the three-dimensional space with infinitesimal
width 
 D C0. A definition of �.r/ in the interface region is not given because
it is not needed in the following discussion.

We define the notation (Fig.2.8): V01=
 is the whole surface of the material (two-
dimensional space), s 2 V01=
 is a position vector on the surface located in the
center of V01. ns is the outward normal vector at s. � 
 V01=
 is a small surface
element containing s. s0 and s1 are the position vectors just outside the interface
region; those are defined as s0 	 sC 


2
ns D sC 0ns and s1 	 s � 


2
ns D s � 0ns .

Further, m1 and m2 are two independent unit vectors in the surface at s, li .i D 1; 2/
is a small length along mi .i D 1; 2/ (so that � D l1 ˝ l2), 
 ˝ li .i D 1; 2/ is an
infinitesimal area and � ˝ 
 D l1 ˝ l2 ˝ 
 is an infinitesimal volume.
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Fig. 2.8 Notation concerning a steep interface

2.4.3 Boundary Scattering Problem Equivalent to Boundary
Value Problem

To overcome the difficulty to solve Eq. (2.35) with Eq. (2.36), i.e., in a system
with a steep interface, there is a method without using MBCs, that is, the
boundary scattering formulation with the scalar potential. The difficulty in the
original problem is that the boundary charge density in Eq. (2.35) becomes a
product of distributions, which does not seem to be well-defined in a general
mathematical sense. However, in the following, it is proved that a certain expression
of boundary charge density reproduces the MBCs properly and is the well-defined
quantity.

With such a proper expressions for the boundary charge density, Eq. (2.35)
becomes

�4	.r/ D �
Z
V01=

d2sı3.r � s/

�1 � �0
�.s/

@n	.s/ for r 2 V0 [ V01 [ V1 ; (2.38a)

�.s/ 	 ˛.s/�1 C .1� ˛.s//�0 ; (2.38b)

@n	.s/ 	 .1 � ˛.s//@n	.s1/C ˛.s/@n	.s0/ : (2.38c)

Equations (2.38b) and (2.38c) are merely the definitions of �.s/ and @n	.s/,
respectively; ˛.s/ is an arbitrary smooth and complex-valued function on V01=
.

Here we show that Eqs. (2.38a)–(2.38c) of the boundary scattering problem
leads to MBCs. Integrate Eq. (2.38a) over the infinitesimal volume element � ˝ 

(
 D C0) in Fig. 2.8, apply Gauss’ theorem to the l.h.s. and carry out the volume
integral of the delta function in the r.h.s. Then one obtains the following MBC:

�0@n	.s0/ D �1@n	.s1/ for s 2 V01=
 ; (2.39)
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which means we have continuity of the surface-normal component of the electric
flux field. The arbitrary function ˛.s/ disappears automatically and does not affect
the field in V0 [ V1. You may know one more MBC concerning the electric field; it
describes the continuity of the surface-parallel component of the electric field:

ns � r	.s0/ D ns � r	.s1/ : (2.40)

Equation (2.40) is trivial because it is derived from the identity r � r	.r/ D 0.
Integrate this identity over the small area li ˝ 
 for i D 1; 2, apply Stokes’ theorem
and take the limit 
! C0; then one obtains Eq. (2.40). Therefore, we do not need
a boundary condition (2.40) in the calculation using the scalar potential.

As a result, it is confirmed that the MBCs concerning the electric field are
reproduced from Eqs. (2.38a) to (2.38c). In principle, the solution of the boundary
value problem with MBCs and that of Eqs. (2.38a)–(2.38c) of the boundary
scattering problem are equivalent in the domain V0 [ V1. This is so because
the two solutions in the regions V0 [ V1 satisfy the same boundary conditions.
However, Eqs. (2.38a)–(2.38c) possesses considerable merits compared with the
boundary value formulation. The first merit is that the boundary effect can be treated
by a perturbative or an iterative method; see Sect. 2.4.4. The second is that the
arbitrariness of the expression for the boundary source can be used to control the
convergence in a numerical calculation.

The arbitrariness in Eqs. (2.38a)–(2.38c) comes from the degree of freedom of
the charge density profile inside the interface region V01; not any detail but the
integration of the charge density over the width 
 .D C0/ determines the field
in V0 [ V1. This integrated quantity is analogous to the well-known multipole
moment; only the multipole moments of a source determine the EM field outside
of finite source region [36]. Therefore, it is reasonable that a certain arbitrariness of
the boundary source appears (For mathematical details, see Sect. 8.1 in the original
book, Ref. [2]).

As a result, the MBCs can be built in the definition of the boundary charge
density. The original problem (Eq. (2.35) with Eq. (2.36)) is replaced by the bound-
ary scattering problem (Eqs. (2.38a)–(2.38c)). The boundary scattering formulation
enables a perturbative treatment of the boundary effect.

2.4.4 Integral Equation for Source and Perturbative
Treatment of MBC

Equations (2.38a)–(2.38c) are converted to the integral equation

	.r/ D 	.0/.r/ C
Z
V01=


d2sG.r; s/
�1 � �0
�.s/

@n	.s/ ; (2.41)

G.r; r1/ D �1
4�

1

jr � r1j ; (2.42)
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where 	.0/.r/ D �E .0/ � r is the incident scalar potential; 	.0/ leads to the incident
electric field E .0/ D �r	.0/.r/. G.r ; r1/ is Green’s function for the Laplace
equation; it is defined via �4G.r; r1/ D �ı3.r � r1/.

Equation (2.41) leads to an integral equation for the boundary source �.s/ 	
�.�1 � �0/=�.s/@n	.s/, which is the charge per unit area. We have

�.s/ D �.0/.s/C �1 � �0
�.s/

Z
V01=

d2s0 ˚.1 � ˛.s//ns � rs1G.s1; s0/ (2.43a)

C˛.s/ns � rs0G.s0; s0/
�
�.s0/ for s 2 V01=
 ;

�.0/.s/ D ��1 � �0
�.s/

@n	
.0/.s/ D �1 � �0

�.s/
ns �E .0/ : (2.43b)

In a numerical calculation based on the boundary scattering formulation with the
scalar potential, the essential work is to solve Eqs. (2.43a) and (2.43b). Once we
obtain the source �, we can easily calculate the electric field using Eq. (2.41)
together with E D �r	.

The usual perturbative method can be applied to Eqs. (2.43a) and (2.43b) and
the solution satisfies the MBCs to a certain degree, according to the order of the
approximation.

After all, our formulation to calculate the optical near field under the NFC is free
from MBCs and one can treat the boundary effect using a perturbative or an iterative
method.

2.4.5 An Application

As a numerical demonstration of the boundary scattering formulation with scalar
potential, let us consider the system treated in Ref. [24]. The material is a dielectric
(�1=�0 D 2:25) with the shape of the letter “F”; the size of the longest side is
50 nm and it is placed in vacuum; see Fig. 2.9a. It is exposed to incident light with
a wavelength of 633 nm and the observation point is assumed to be on the plane
below the material by 5 nm. This system satisfies the NFC and our formulation
with the scalar potential is applicable. Note that evidence for the quasi-static picture
has already become apparent in Fig. 1c, d of Ref. [24]; we have k independence,
although it was not mentioned in that reference.

The procedure of the numerical calculation is as follows:
1. The surface of the dielectric material, V01=
, is considered as a set of surface

elements which are the outside squares of the stacked cubes. The side of the
small cube is set to 2.5 nm.

2. The source (the charge per unit area) in each surface element is assumed to be
homogeneous and its value is estimated at the center of the surface element. The
zeroth order source �.0/.s/ is given by Eq. (2.43b) at each surface element. The
first order source �.1/.s/ at the center position of a selected surface element is
calculated by Eq. (2.43a); we replace �.s0/ in the integral to �.0/.s0/ and regard
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the integral over V01=
 as the summation of each analytical integral over a
single surface element. After scanning s over all the center points of the surface
elements, one obtains a set of �.1/.s/.

3. In the same way, the second and higher order source is obtained by solv-
ing Eq. (2.43a) iteratively. The convergence in every iteration is monitored by
the standard deviation defined as

s.d. 	
"R

V01=
 d2sj�0@n	.n/.s0/ � �1@n	.n/.s1/j2
j�0E .0/j2 RV01=
 d2s

#1=2
: (2.44)

This standard deviation approaches zero, if the MBC (2.39) is satisfied.
4. E .r/ and�I.r/ are calculated from the converged boundary source.
The labor of coding program and the amount of calculations is much smaller than
in the full-retarded formulation, because only the two-dimensional source appears
in our non-retarded formulation, while a three-dimensional source is needed in a
full-retarded one, e.g., the formulation developed in Sect. 2.5.

The standard deviation decreases monotonically as the order of the approxima-
tion increases and easily becomes of the order of 10�4; the convergence of the
calculation is confirmed. The calculations with different ˛’s are converged to the
same contour map of the intensity as Fig. 2.9c within the error of s.d. Comparing
our result with Fig. 1a of Ref. [24], one will find good coincidence, although we
ignore all the retardation effects.

Let us explain the contour map intuitively following the idea in Sect. 2.3.7. Take
the zeroth order boundary source estimated by Eq. (2.43b) with ˛ D 1=3 (Fig.2.9a),
imagine the electric flux and �E and consider the inner product between �E and
E .0/. Then, the (near-field) intensity profile in Fig. 2.9, including the change of the
sign, is understood in the manner described in Fig. 2.7 of Sect. 2.3.7.

Among the intensity profile based on the zeroth order source with ˛ D 0, 1=3,
1=2, and 1, that with ˛ D 1=3 (Fig. 2.9b) is most similar to the well-converged one,
i.e., that with the seventh order source; see Fig. 2.9c. There is some advantage in
using ˛ D 1=3 (This fact is compatible with the analytical calculation of dielectric
sphere in Sect. 3.8 of the original book, Ref. [2]).

2.4.6 Summary

The essential points in this section are as follows:
• The scalar potential is the minimum degree of freedom in the EM field under the

NFC.
• The boundary value problem in a system with a steep interface can be replaced

to a boundary scattering problem.
• The boundary charge density in this formulation possesses arbitrariness originat-

ing from the source’s profile in the interface region. This arbitrariness does not
affect the electric field outside the interface region.
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Fig. 2.9 The electric near
field of a “F”-shaped
dielectric under the NFC; the
numerical calculations are
performed based on our novel
formulation; E .0/ is the
polarization vector of the
incident field. (a) The shape
of the material and the
distribution of the zeroth
order boundary source. (b)
The contour map of the
intensity produced by the
zeroth boundary source with
˛ D 1=3; the intensity is
observed on the plane below
the material by 5 nm. (c) The
contour map of the intensity
produced by the seventh
boundary source with
˛ D 1=3. The standard
deviation is �1� 10�4

In short, the boundary scattering formulation with the scalar potential brings
about a clear physical picture and a concise procedure to calculate the electric near
field under NFC.

2.5 Boundary Scattering Formulation with Dual EM Potential

In order to discuss the optical near field with the retardation effect including the bulk
effect, we would like to introduce a boundary scattering formulation with dual EM
potential. The dual EM potential is the minimum degree of freedom of EM field
under negligible magnetic response of the material [7]. In terms of the dual EM
potential, one may describe a scattering problem with an adequate boundary source,
by which the MBCs are reproduced. This formulation is analogous to that in the
scalar potential version discussed in Sect. 2.4.3.

There is an additional merit to use the dual/ordinary EM potential for an EM
problem with material. The wave equation for the ordinary/dual EM potential in
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a stationary system is a vectorial Helmholtz equation; this wave equation for the
EM field is analogous to that for the de Broglie field with spin D 1 in quantum
mechanics. Therefore, in order to understand the behavior of a EM field, we can
make use of well-established concepts in quantum mechanics, e.g., the tunneling
effect, the bound state, the spin–orbit interaction, and so on. An example of this
idea will appear in Sect. 2.5.7. A further discussion based on this analogy is given
in Ref. [5].

In this section, we treat the optical near field under the condition ka . kr . 1,
which is looser than the NFC ( 2.7). Under this condition, the boundary and bulk
effects are comparable and a balanced treatment of the two effects is needed. The
boundary scattering formulation with the dual EM potential is appropriate not only
to perform a numerical calculation but also to obtain an intuitive understanding of
the optical near field.

2.5.1 Dual EM Potential as Minimum Degree of Freedom

In an ordinary EM problem with material, there is an induced electric charge density
and current density, i.e., no external electric charge density, nor a current density.
Maxwell’s equations for that case are

r �B.r ; t/ D 0 ; r �E.r ; t/C @tB.r ; t/ D 0 ; (2.45)

r �D.r ; t/ D 0 ; r �H .r; t/ � @tD.r ; t/ D 0 ;

and the equations for the material are

B.r ; t/ D �0H .r ; t/CM .r; t/ ; (2.46)

D.r ; t/ D �0E.r ; t/CP.r ; t/ ;

where the notation is as follows: E is the electric field, B is the magnetic flux
density, H is the magnetic field, D is the electric flux density (or displacement
vector field), P is the polarization of the material, and M is the magnetization of
the material.

Now notice that there is a dual symmetry in Eqs. (2.45) and (2.46). Ac-
tually, Eqs. (2.45) and (2.46) are invariant under the dual transformation, i.e.,
the mutual exchange between the electric quantities and the magnetic ones as
in Table 2.5.

Table 2.5 Dual
transformation in Maxwell’s
equations and equations for
material

Electric Magnetic Magnetic Electric
quantity quantity quantity quantity

D B H) B D

E H H) �H �E

P M H) M P

�0 �0 H) ��0 ��0
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On the other hand, it is well known that the minimum degree of freedom of
the EM field is neither E nor B but the EM potential A and 	. The ordinary EM
potential is defined as B D r �A, E D �@tA � r	 and is especially convenient
for electromagnetism with a material, which possesses a certain magnetic response
and no electric response, i.e., M ¤ 0 and P D 0. Although such a material is
not realistic, we discuss the EM field generated by the source M as a guide to
introduce dual EM potential. Anyway, under the condition M ¤ 0 and P D 0, the
following wave equation for A in the radiation gauge is derived from Eqs. (2.45)
and (2.46):

r � r �A.r ; t/C �0�0@2t A.r ; t/ D r �M .r ; t/ ; (2.47a)

r �A.r ; t/ D 0 ; (2.47b)

	.r; t/ D 0 : (2.47c)

In Eqs. (2.47a)–(2.47c), the source of the field A is r �M D �0�(magnetizing
electric current density); this transversal vector source generates the transversal
field, i.e., A in the radiation gauge. Note carefully that the condition for the radiation
gauge is satisfied in the whole space including the interface region.

The material of interest to us is just dual to that discussed in the above paragraph,
because the material possesses a certain electric response and a negligible magnetic
response, i.e., P ¤ 0 and M D 0. Actually, this is a common case in the optical
region. In connection with the duality, it is natural to introduce the dual EM potential
defined as D D �r � C , H D �@tC � r. Applying the dual transformation
to Eqs. (2.47a)–(2.47c), i.e., .A; 	;M / H) .�C ;�;P/, one obtains the wave
equation followed by the dual EM potential,

r � r � C .r ; t/C �0�0@2t C .r ; t/ D �r �P.r ; t/ ; (2.48a)

r � C .r ; t/ D 0 ; (2.48b)

.r ; t/ D 0 : (2.48c)

The minimum degree of freedom of the EM field in our problem is the dual EM
potential in the radiation gauge and its source isr�P D ��0� (polarizing magnetic
current density). This source is dual to r �M D �0� (magnetizing electric current
density); see Eq. (2.47a). Equations (2.48a)–(2.48c) are equivalent to Maxwell’s
equations under M D 0. In fact, one can know D;E ;B, and H from C using the
following relations:

D.r ; t/ D �r � C .r; t/ ; (2.49a)

E.r ; t/ D .�r � C .r; t/ �P.r ; t// =�0 ; (2.49b)

B.r ; t/ D �0H .r; t/ D ��0@tC .r ; t/ : (2.49c)
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2.5.2 Wave Equation for Dual Vector Potential

Suppose that the incident field oscillates with a constant angular frequency ! (or
a constant wavenumber k D !=c D !.�0�0/

1=2) and that P is defined through a
local and linear dielectric function �.r/:

P.r; t/ D .�.r/ � �0/E.r ; t/ D �
�
1 � �0

�.r/

�
r � C .r; t/ : (2.50)

�.r/ is for a moment assumed to be a smooth function.
Omitting the common time dependence in C .r ; t/ D C .r/ exp.�i!t/ and

carrying out some calculation, Eqs. (2.48a) and (2.48b) together with Eq. (2.50)
lead to the following vector Helmholtz’ equation and the condition for the radiation
gauge:

r � r � C .r/� k2C .r/ D � OVsŒC �.r/� OVvŒC �.r/ for r 2V0[V01[V1; (2.51a)

r � C .r/ D 0 ; (2.51b)

OVsŒC �.r/ 	 �r�.r/
�.r/

� r � C .r/ ; (2.51c)

OVvŒC �.r/ 	 �
�
�.r/
�0
� 1

�
k2C .r/ : (2.51d)

Equations (2.51a)–(2.51d) are the starting point of our novel formulation. The
source is divided into two parts. One is (boundary magnetic current density)�.��0/,
i.e., � OVsŒC �, which is responsible for the MBCs; see Sect. 2.5.3. The other is
(bulk magnetic current density)�.��0/, namely � OVvŒC �. It produces the bulk
effect, which is assigned to a retardation effect due to its k dependence. Note
that there is one more contribution to the retardation effect from the second
term in the l.h.s. of Eq. (2.51a). In the following, we simply refer to � OVsŒC �
(� OVvŒC �) as “boundary (bulk) magnetic current density,” ignoring the constant
factor �0.

Equations (2.51a)–(2.51d) are equivalent to Maxwell’s equations under M D 0

and are applicable both to the optical near and far fields. In particular, for an optical
near-field problem under ka . kr . 1, we can consider both the boundary and bulk
effects on an equal footing.

Physicists know from experience that a description in terms of the minimum
degree of freedom often brings about a clear physical picture and/or convenience
for calculation. In Sect. 2.4, we have already shown that the scalar potential is
the minimum degree of freedom of the EM field under the NFC and that the
description in terms of the scalar potential leads to a clear physical picture and a
concise procedure of numerical calculation. However, in all the EM problem with
material, the field E ;B and the bulk source P ;M have been extensively used and
the minimum degrees of freedom, namely the ordinary/dual EM potential, have been
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rarely used even in a simple problem like the reflection and/or the transmission
phenomena at a plane interface. The present author guesses that this irrationality
comes from a singularity that appears in the wave equation for EM potential; that
singularity originates from the MBCs. Actually, if we introduce a steep interface
through Eq. (2.36), OVsŒC � of Eq. (2.51c) becomes a product of distributions and a
mathematical difficulty arises; we have already met with such a singularity, namely
the boundary charge density in Sect.2.4. In order to use Eqs. (2.51a)–(2.51d) instead
of Maxwell’s equations, we should control this singularity and this will be shown in
the next subsection.

2.5.3 Boundary Scattering Problem Equivalent to the Boundary
Value Problem

To overcome the difficulty to solve Eqs. (2.51a)–(2.51d) with Eq. (2.36), i.e.,
in a system with a steep interface, there is another way: the boundary scat-
tering formulation with the dual EM potential. The difficulty in the original
problem is that the boundary magnetic current density in Eq. (2.51c) is the
product of distributions, which is not well-defined in a general mathematical sense.
However, in the following, it is proved that a certain expression of boundary
magnetic current density reproduces the MBCs properly and is a well-defined
quantity.

With such a proper expressions for the boundary magnetic current density,
Eqs. (2.51a)–(2.51d) become the following equations which are the elementary
equations for the boundary scattering formulation with the dual EM potential:

r � r � C .r/ � k2C .r/ D � OVsŒC �.r/� OVvŒC �.r/ for r 2V0[V01[V1 ; (2.52a)

r � C .r/ D 0 ; (2.52b)

OVsŒC �.r/ D
Z
V01=


d2sı3.r � s/
�1 � �0
�.s/

ns � r � C .s/ ; (2.52c)

�.s/ 	 ˛.s/�1 C .1� ˛.s//�0 for s 2 V01=
 ; (2.52d)

r �C.s/ 	 ˛.s/r �C.s1/C .1 � ˛.s//r �C.s0/ ; (2.52e)

OVvŒC �.r/ D ��.r 2 V1/
�
�1

�0
� 1

�
k2C .r/ ; (2.52f)

where s0 D s C 0ns , s1 D s � 0ns (Fig. 2.8). Equations (2.52d) and (2.52e) are
merely the definitions of �.s/ andr�C.s/, respectively; ˛.s/ is an arbitrary smooth
and complex-valued function on V01=
.

Here we show that Eqs. (2.52a)–(2.52f) of the boundary scattering problem leads
to the following MBCs:
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1

�0
ns � r � C .s0/ D 1

�1
ns � r � C .s1/ for s 2 V01=
 ; (2.53a)

ns � C .s0/ D ns � C .s1/ : (2.53b)

Equations (2.53a) and (2.53b) have the meaning of the continuity of the surface-
parallel component of the electric field and the continuity of the surface-normal
component of the magnetic flux field, respectively. The derivation of Eq. (2.53a) is
as follows: Take the inner product of Eq. (2.52a) with mi (i D 1 or 2), integrate
over the infinitesimal volume � ˝ 
 (
 D C0) in Fig. 2.8, apply Stokes’ theorem to
the l.h.s. over the infinitesimal area li ˝ 
 and carry out the volume integral of the
delta function in the r.h.s.; then one obtains

mi �ns �r �C .s0/�mi �ns �r �C .s1/D��1 � �0
�.s/

mi �ns �r �C .s/ : (2.54)

Equation (2.54) holds for i D 1 and 2, and therefore, Eq. (2.54) without “mi �” is
true. Substitute Eqs. (2.52d) and (2.52e) into Eq. (2.54) without “mi �”; then, one
can obtain Eq. (2.53a). The arbitrary function ˛.s/ disappears automatically and
does not affect the field in V0 [ V1. On the other hand, Eq. (2.53b) is obtained if
one integrates the gauge condition ( 2.52b) over the small volume � ˝ 
, applies
Gauss’ theorem and takes the limit 
! C0. Note carefully that an explicit formula
for �.r/ in the interface region is not needed in the above derivation of Eqs. (2.53a)
and (2.53b). That is, the MBCs (2.53a) and (2.53b) are independent of the profile
of dielectric function in the interface region.

You may know two more MBCs:

ns � r � C .s0/ D ns � r � C .s1/ ; (2.55a)

ns � C .s0/ D ns � C .s1/ : (2.55b)

Equation (2.55a) describes the continuity of the surface-normal component of the
electric flux field. Equation (2.55b) does the same for the continuity of the surface-
parallel component of the magnetic field. Substituting Eqs. (2.49a)–(2.49c) into
Eqs. (2.55a), (2.55b), (2.53a), and (2.53b), one obtains the familiar expressions for
the MBCs in terms of D, H , E and B.

Equations (2.55a) and (2.55b) are trivial, because they are derived from an
identity and an implicit assumption. The derivation is as follows: Let us keep 

finite at first and afterward take the limit 
! C0. Equation (2.55a) is obtained by
integrating the identity r � r � C .r/ D 0 over the small volume � ˝ 
 in Fig. 2.8,
applying Gauss’ theorem and taking the limit 
! C0. Further, Eq. (2.55b) comes
from the implicit assumption that the singularity of P.r/ is, at most, that of the step
function. Under this assumption, the singularity of r�C .D �D/ is that of the step
function because of Eq. (2.50) with Eq. (2.36). Integrater�C .r/ � (step function)
over 
˝ li .i D 1; 2/, apply Stokes’ theorem and take the limit 
! C0; then one
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obtains Eq. (2.55b). Therefore, we do not need the MBCs (2.55a) and (2.55b) in the
calculation in terms of the dual EM potential.

Now, it is confirmed that the MBCs are reproduced from Eqs. (2.52a) to
(2.52f). In principle, the solution of boundary value problem with MBCs and that
of Eqs. (2.52a)–(2.52f) of the boundary scattering problem are equivalent in the
domain V0 [ V1. This is so because the two solutions in the regions V0 [ V1 satisfy
the same boundary conditions. However, Eqs. (2.52a)–(2.52f) possess considerable
merits compared with the boundary value formulation. The first merit is that
boundary and bulk effects can be treated on an equal footing, while the two effects
are treated in an unbalanced manner in the boundary value formulation. The second
is that the arbitrariness of the expression for the boundary source can be used to
improve the convergence in a numerical calculation.

The arbitrariness in Eqs. (2.52a)–(2.52f) comes from the degrees of freedom
of the magnetic current density profile inside the interface region V01; not the
detailed profile but the integrated magnetic current density over the width 
.D C0/
determines the field in V0[V1. This integrated quantity is analogous to the boundary
charge density in the boundary scattering formulation with the scalar potential in
Sect. 2.4.3. Another analogy is the multipole moment as is mentioned in Sect. 2.4.3.
Therefore, it is reasonable that the arbitrariness of the boundary source appears (For
mathematical details, see Sect. 8.2 in the original book, Ref. [2]).

As a result, the MBCs can be built in the definition of the boundary magnetic
current density; the original problem (Eqs. (2.51a)–(2.51d) with Eq. (2.36)) is
replaced by the boundary scattering problem (Eqs. (2.52a)–(2.52f)).

In the next section, we will treat both the boundary and bulk effects in a
perturbative or an iterative method.

2.5.4 Integral Equation for Source and Perturbative Treatment
of MBCs

Equations (2.52a)–(2.52f) are converted to the following integral equation:

C .r/ D C .0/.r/ (2.56)

C
Z
V01=


d2s0G.t/.r; s0/ � �1 � �0
�.s0/

ns � r � C .s0/

C
Z
V1

d3r 0G.t/.r; r 0/ �
�
��1 � �0

�0
k2
�

C .r 0/ ;

where C .0/.r/ is the incident field and G.t/ij .r; r 0/ is the transversal Green’s function
(tensor) for the vectorial Helmholtz equation; the explicit expression for this Green
function is given in Sect. 2.7.2.

Equation (2.56) leads to coupled integral equations for the bulk source and the
boundary source, i.e., V .r 2 V1/ 	 C .r/ and S .s 2 V01=
/ 	 ns � r � C .s/;
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V and S determine the bulk magnetic current density (Eq. (2.52f)), and the
boundary magnetic current density (Eq. (2.52c)), respectively:

V .r/ D V .0/.r/ (2.57a)

C
Z
V01=


d2s0G.t/.r ; s0/ � �1 � �0
�.s0/

S .s0/

C
Z
V1

d3r 0G.t/.r ; r 0/ �
�
��1 � �0

�0
k2
�

V .r 0/ for r 2 V1 ;

V .0/.r/ 	 C .0/.r/ ; (2.57b)

S .s/ D S .0/.s/ (2.57c)

C
Z
V01=


d2s0f˛.s/ns � rs1 � G.t/.s1; s0/

C.1 � ˛.s//ns � rs0 � G.t/.s0; s0/g � �1 � �0
�.s0/

S .s0/

C
Z
V1

d3r 0f˛.s/ns � rs1 � G.t/.s1; r 0/

C.1 � ˛.s//ns � rs0 � G.t/.s0; r 0/g �
�
��1 � �0

�0
k2
�

V .r 0/

for s 2 V01=
 ;
S .0/.s/ 	 �ns �D.0/.s/ ; (2.57d)

where �.s0/, and S .s0/ appearing in above equations are estimated by Eqs. (2.52d)
and (2.52e). In a numerical calculation based on the boundary scattering formulation
with the dual EM potential, the essential work is to solve Eqs. (2.57a)–(2.57d). Once
we obtain the sources V and S , we can easily calculate the EM field using Eq. (2.56)
together with Eqs. (2.49a)–(2.49c).

The usual perturbative method can be applied to Eqs. (2.57a)–(2.57d) and the
solution satisfies the MBCs to a certain degree according to the order of the
approximation.

Note that the rigorous solution C .r/must satisfy the following condition, which
is derived by taking the divergence of Eq. (2.52a):

r �
� OVsŒC �.r/C OVvŒC �.r/

�
D 0 : (2.58)

Equation (2.58) implies transversality of the total magnetic current density. Equa-
tion (2.58) leads to the absence of the monopole moment of the magnetic current
density, i.e.,
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Z
d3r

� OVsŒC �.r/C OVvŒC �.r/
�

D �
Z

d3r r r �
� OVsŒC �.r/C OVvŒC �.r/

�
D 0: (2.59)

The second h.s. is effective under the condition that the current is localized in
a finite volume. We remark that the absence of a single magnetic pole – as
we know from experience – is a sufficient condition for Eqs. (2.58) and (2.59).
(Equation (2.58) together with the conservation law of a single magnetic pole only
leads to no motion of the single magnetic pole.) Under a finite order approximation,
Eq. (2.58) is not satisfied; in particular, in the interface region V01. Therefore,
under the finite order approximation, the longitudinal component of the source
possibly generates a longitudinal field so that the gauge condition Eq. (2.52b) and
the MBC (2.53b) break down. However, in the procedure based on Eqs. (2.57a)–
(2.57d), the gauge condition Eq. (2.52b) and the MBC (2.53b) are satisfied under
every order of approximation owing to G.t/ in Eqs. (2.57a) and (2.57d); the error of
the longitudinal component of the source is filtered out by means of the contraction
between the transversal vector Green function G.t/ and the source. Therefore, in
a practical numerical calculation, the condition of Eq. (2.58) under every order of
approximation is not important. Equation (2.58) is satisfied automatically, as long
as the calculation is convergent enough.

After all, the boundary scattering formulation with the dual EM potential is free
from MBCs and applicable both to the near-field and the far-field problem. Further,
one can treat both the boundary and bulk effects using a perturbative or an iterative
method.

2.5.5 Boundary Effect and Retardation Effect

On the basis of the boundary scattering formulation with the dual EM potential, we
can discuss boundary and bulk effects on an equal footing. Based on this balanced
treatment, let us estimate the magnitude of the EM field generated by OVs and OVv

in Eqs. (2.52a)–(2.52f) under the following two conditions: the NFC and Rayleigh’s
far-field condition (cases 2 and 3 of Table 2.1 in Sect. 2.2.3).

The electric field in the vacuum region V0 is equivalent to the electric flux
(displacement vector) field and estimated by means of Eq. (2.56) using the zeroth
order source:

D.r/ D �r � C .r/

' D.0/.r/

C
Z
V01=


d2s0r � G.t/.r ; s0/ � �1 � �0
�.s0/

ns0 �D.0/.s0/



2 Classical Theory of Optical Near Field 49

�
Z
V1

d3r 0r � G.t/.r ; r 0/ �
�
��1 � �0

�0
k2
�

C .0/.r 0/ : (2.60)

In the last expression in Eq. (2.60), the first term is the incident field, and assumed
to be jD.0/j � O.1/; or equivalently C .0/ D O.1=k/; the second term and the third
term are the fields generated by the boundary magnetic current density and the bulk
magnetic current density, namely the boundary and bulk effects, respectively.

In the last expression in Eq. (2.60), the factor of the surface integral (without
integrand) carries O.a2/ and that of the volume one carries O.a3/. We adopt
�.s0/ D �0 in the second term for a rough estimation. The estimation for the above
factors are common both under the NFC and Rayleigh’s far-field condition. The
difference between the two cases comes from the factor of the Green function:

jr � G.t/.r � r 0I k/j D jr � G.r � r 0I k/j D jrG.r � r 0I k/j

'
ˇ̌
ˇ̌ 1
4�

exp.ikjr � r 0j/
jr � r 0j2 .1 � ikjr � r 0j/

ˇ̌
ˇ̌ : (2.61)

For details of Green’s function in vector analysis, please see Sect. 2.7.
Under the NFC ka . kr � 1, the first term in the last expression in Eq. (2.61)

is dominant and estimated as

jr � G.t/.r � r 0I k/j � O
�
1

r2

�
CO

� a
r3

�
; (2.62)

where we use a rough estimation of jr � r 0j under r > r 0,

jr � r 0j ' r � Or � r 0 � O.r/CO.a/ :

The term carrying O.1=r2/ in Eq. (2.62) couples with the monopole moment
of the magnetic current density; the monopole moment should vanish because
of Eq. (2.58). Therefore this term does not contribute to the field. After all, under
the NFC, the contribution to the electric field from the boundary effect and that from
the bulk effect are estimated as

the second term in Eq. (2.60) � O
�
a3

r3
�1 � �0
�0

�
;

the third term in Eq. (2.60) � O
�
ka
a3

r3
�1 � �0
�0

�
:

On the other hand, under Rayleigh’s far-field condition, ka � 1 � kr , the
second term in the last expression in Eq. (2.61) is dominant and estimated as

jr � G.t/.r � r 0I k/j � O
�
k

r

�
CO

�
k

r
ka

�
: (2.63)



50 I. Banno

Table 2.6 The order estimation of scattered-field amplitude under the near-field condition and
Rayleigh’s far-field condition. This table is equivalent to Table 2.2

Incident term Boundary term Bulk term

Near-field condition 1 � �
a
r

	3 �1��0
�0

� ka
�
a
r

	3 �1��0
�0

Rayleigh’s 1 � .ka/2 a
r

�1��0
�0

� .ka/3 a
r

�1��0
�0

far-field condition

Ignoring the first term due to the absence of the monopole moment in the magnetic
current density (see Eqs. (2.58) and (2.59)), one obtains

the second term in Eq. (2.60) � O
�
.ka/2

a

r

�1 � �0
�0

�
;

the third term in Eq. (2.60) � O
�
.ka/3

a

r

�1 � �0
�0

�
:

The above results are summarized in Table 2.6, which are equivalent to Table 2.2.
Under the NFC, the main contribution of the scattered field comes from the
boundary effect and is independent of the wavenumber, i.e., the quasi-static picture
holds as is discussed in Sect. 2.3. In fact, the electric field generated by the boundary
effect carries .a=r/3 that reveals the magnitude of the electric field generated by the
electric dipole moment; the relation of the electric dipole moment and the boundary
magnetic current density will be explained in the next subsection. Under Rayleigh’s
far-field condition, the boundary term carries the leading order and is dependent on
“k,” that is, there exists a retardation effect. The far-field intensity is the square of the
scattered field and is O.k4a6=r2/. This corresponds to the well-known expression
for far-field intensity in the Rayleigh scattering and the same result has been derived
in Sect. 2.3.3.

Comparing the above two cases, one is convinced that the observation of
Rayleigh’s far field is k dependent and bounded by the diffraction limit, while that of
the near field under the NFC is free from the diffraction limit; this fact is consistent
with Table 2.1 in Sect. 2.2.3.

2.5.6 Intuitive Picture Based on Dual Ampere Law under
Near-Field Condition

Under the NFC, the boundary effect is much larger than the bulk effect and a quasi-
static picture holds, as discussed in Sects. 2.3 and 2.4. In such a system, Coulomb’s
law governs the electric field. Now we show that the quasi-static picture is described
by the dual Ampère law based on the boundary scattering formulation with the dual
EM potential.

Ignoring all of the retardation effect (wavenumber dependence) in Eq. (2.60),
defining the scattered field by �D 	 D.r/ �D.0/.r/ and using r �D.0/.r/ D 0,
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one obtains the “dual Ampère law” [6–8], that is,

r ��D.r/ D OVsŒC .0/�.r/ D ��1 � �0
�.r/

ı.r 2 boundary/ns �D.0/ ; (2.64)

where ı.r 2 boundary/ stands for the one-dimensional delta function in the
direction of ns and the value of �.r/ in the denominator is not well-defined but
a value between �0 and �1 is physically acceptable in a naive sense. It is enough to
set �.r/ D �0 for a rough treatment here. Under the NFC, the incident field D.0/ is
regarded constant over the whole system and the boundary source �ns �D.0/ can
be placed on each point of the boundary; see Fig. 2.10c.

Note carefully that the ordinary Ampère law is r�B.r/ D �0�(electric current
density) and your right hand is useful to understand the relation between the field
and the source; see Fig. 2.10a. Dual to the ordinary Ampère law, Eq. (2.64) reveals
that ��0� (the boundary magnetic current density) in r.h.s. generates the scattered
field �D and your left hand is useful because of the negative sign in the r.h.s.;
see Fig. 2.10b. Then we can easily understand the electric flux of the scattered field
generated by the boundary magnetic current density.

Comparing Fig. 2.10c with Fig. 2.7b, it is found that the electric flux derived
from the dual Ampère law is similar to that from the Coulomb law. The reason for
this similarity is that the looped magnetic current is equivalent to a certain electric

magnetic
current

a b

D

electric
current

B

c

E(0)

k(0)

Fig. 2.10 The relation between the source and the field (a) in the ordinary Ampere law and (b)
in the dual Ampere law. (c) The electric flux generated by the boundary magnetic current density
under the NFC
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dipole moment (Fig. 2.7b). This equivalence is dual to the well-known equivalence
between a looped electric current and a magnetic dipole moment. Therefore, it is
reasonable that the leading order of the scattered electric field under the NFC is
estimated as O.a3=r3/ in Sects. 2.3.3 and 2.5.5.

2.5.7 Correction Due to Retardation Effect

The difference between the numerical result under ka . kr . 1, and that under the
NFC (ka . kr � 1), is attributed to the retardation effect. In order to learn how
the retardation effect works, we examine the optical near field of a dielectric cube
with �1=�0 D 2:25 in the three cases ka D 0:01; 0:10, and 1:00, where “a” stands
for the side length of the cube. The cubes are considered as a stack of small cubes,
of which the side is set to 1=20 of that of the whole cube. The numerical calculation
is based on the boundary scattering formulation with the dual EM potential.

The procedure of the numerical calculation is as follows.
1. The body of the dielectric material V1 is considered as a set of volume elements

which are small cubes, and the boundary of the sphere V01=
 is considered as a
set of surface elements which are the outside squares of the stacked cubes. The
side of the small cube is set to 1=20 of a side of the whole cube.

2. The bulk (boundary) source in each volume (surface) element is assumed to be
homogeneous and its value is estimated at the center of the volume (surface)
element. The zeroth order bulk (boundary) source is given by Eq. (2.57b)
(Eq. (2.57d)).

3. The coupled equations (2.57a)–(2.57d) are solved iteratively. The convergence
in every iteration is monitored by the standard deviation defined as

s.d. 	
"R

V01=
 d2sjns �D.n/.s1/=�1 � ns �D.n/.s0/=�0j2
jD.0/=�0j2

R
V01=
 d2s

#1=2
: (2.65)

This standard deviation approaches zero, if the MBC (2.53a) is satisfied. We do
not mind the other MBCs; the MBC (2.53b) is automatically satisfied because
of G.t/ in Eqs. (2.57a)–(2.57d), and the MBCs (2.55a) and (2.55b) are trivial, as
discussed in Sect. 2.5.3.

4. E .r/ and�I.r/ are calculated from the converged boundary and bulk sources.
The results are shown in Fig. 2.11.

Let us reduce the difference of “ka” down to the difference of “k,” keeping “a”
constant. In this point of view, Figs. 2.11a, b are regarded as the same profile,
independent of “k.” This k independence is understood as a characteristic of the
quasi-static picture because the NFC is satisfied in the systems of Fig. 2.11a, b.
In other words, the wavelength is so large that these systems cannot feel “k”; see
Fig. 2.3.

Equivalently we can reduce the difference of “ka” down to that of “a,” keeping
“k” constant. In this point of view, the commonness in Fig. 2.11a, b is considered as
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a 
ka=0.01

b
ka=0.10

c
ka=1.00

k(0)

E(0)

  0.0648
  0.0289

−0.00708
−0.043
−0.079

−0.115
−0.151
−0.187
−0.223

  0.0637
  0.0278

−0.00811
−0.044

−0.08

−0.116
−0.152
−0.188
−0.224

0.141
0.102

0.0631
0.024

−0.0151

−0.0543
−0.0934

−0.133
−0.172

k(0)

E(0)

d
1d systems

kz

E(0)

ka=1.00

ka=0.10

ka=0.01

ΔI(z)

dielectricdielectricdielectric

vacuum

vacuum

k(0)

E(0)

−0.3 −0.2 −0.1 0 0.1 0.2 0.3

k(0)

Fig. 2.11 The electric near field of a dielectric cube, of which the dielectric constant is �1=�0 D
2:25 and the side length is a; the numerical calculations are performed based on our novel
formulation with the dual EM potential; k.0/ .k D jk.0/j/ and E .0/ are the wavenumber and
polarization vectors of the incident field. The observation plane is located at a height of 0:7a from
the center of the cube. (a), (b), and (c) The intensity profiles for ka D 0:01, ka D 0:10; and
ka D 1:00, respectively. (d) The intensity profile in the one-dimensional problem with normal
incidence, i.e., s-polarization incidence
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an invariant profile under the scale transformation concerning the length. This comes
from the fact that the wave equation, see Eqs. (2.51a)–(2.51d) or Eqs. (2.52a)–
(2.52f), in the limit of k ! 0 is invariant under the scale transformation concerning
the spatial coordinates. This invariance is a property of the quasi-static picture
and, of course, the Poisson equation, i.e., Eq. (2.35) or Eqs. (2.38a)–(2.38c), is also
invariant under the scale transformation.

If the retardation effect is not negligible, “k” in the wave equation survives and
this equation is not invariant under the scale transformation keeping “k” constant.
Therefore, Fig. 2.11c is different from Fig. 2.11a, b. In Fig. 2.11c, the intensity in
the back side of the material is more negative than that in the front side.

In order to extract the retardation effect, let us consider a certain scattering
problem with plane interfaces, namely a one-dimensional problem. Suppose that
a dielectric occupies the region �0:5 � kz � 0:5 where the z direction is that
of k. Note carefully that k of the incident field is normal to the interface, namely
the s-polarized incident field. The whole field in this system possesses the same
polarization vector as that of the incident field and can be expressed as

C .r/ D � �0
k2
r � OyE.z/ ; (2.66)

where E.z/ D Oy � E.z/ is the amplitude of the total electric field in question.
Substituting Eq. (2.66) into Eqs. (2.51a)–(2.51d), one obtains the following one-
dimensional wave equation:

.�@2z � k2/E.z/ D ��
�
�1
2
� kz � 1

2

��
�
�
�1

�0
� 1

�
k2
�
E.z/ : (2.67)

In Eq. (2.67), there is no boundary source and the retardation effect (including bulk
effect) exists. To solve Eq. (2.67) is equivalent to solving a quantum well problem
and the solution is obtained easily in connection with quantum mechanics. We
remark that the material is dielectric, i.e., �1=�0 � 1 > 0 and the potential well
corresponds to an attractive one in quantum mechanics. The result is Fig. 2.11d and
it is found that the intensity in just the back side of the material is more negative
than that in the front side. This is because the wave, propagating from the vacuum
to the dielectric, feels the boundary z D �0:5 like the fixed end and the interference
between the incident wave and the reflected one suppresses the amplitude just in the
back side of the material. In the front side of the material, however, there is no such
destructive interference because of there being no incident field from z D C1.

Now in our three-dimensional problem both the boundary effect and the re-
tardation effect (including the bulk effect) contribute to the electric field. Under
the condition ka . kr . 1, the field feels the boundary of the back side to
some degree, because the width of this boundary is given by ka D 1 and not
negligible compared with the wavelength. Further, the polarization vector is parallel
to the boundary and it is similar to the s-polarization vector in the one-dimensional
problem. Therefore, the contribution from the retardation effect is expected to be
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qualitatively the same as that of the one-dimensional problem. Now the (near-) field
intensity formula Eq. (2.27) leads to

�I.r/ ' E .0/�.r/ ��E.r/C c.c.

jE .0/.r/j2

D E .0/�.r/ ��E surf.r/C c.c.CE .0/�.r/ ��E vol.r/C c.c.

jE .0/.r/j2 ; (2.68)

where�E surf (E vol) is the scattered electric field coming from the surface (volume)
integral in Eq. (2.56). �E surf contributes to the intensity in the same way both in
the back side and in the front side, at least, under the lowest order approximation.
However, �E vol contributes to the intensity in the back side more negatively than
to that in the front side even in the lowest order approximation. In other words,
�E vol in the back side is anti-parallel to E .0/ and causes destructive interference.
Summing up both the contributions to Eq. (2.68), it is confirmed that the asymmetry
in the intensity profile Fig. 2.11c comes from the retardation effect.

At least in some simple cases under ka . kr . 1, we expect that the
optical near field is understood on the basis of the quasi-static picture with a
certain correction due to the retardation effect, which is familiar in connection with
quantum mechanics or wave mechanics.

2.5.8 Summary

The essential points in this section are as follows:
• The dual EM potential is the minimum degree of freedom in the EM field with a

material of which the magnetic response is negligible.
• The boundary value problem in a system with a steep interface can be replaced

by a boundary scattering problem. In this novel formulation, the boundary and
bulk effects are treated on an equal footing.

• The boundary magnetic current density appearing in this formulation possesses
arbitrariness originating from the source’s profile in the interface region.

• The order of electric field under the NFC and that under the Rayleigh far-field
condition are estimated on the basis of the boundary scattering formulation with
the dual EM potential; the leading order in each case comes from the boundary
effect and the field under NFC is “k” independent, while Rayleigh’s far field is
“k” dependent.

• Under the NFC, the quasi-static picture can be understood intuitively using the
dual Ampère law; it is compatible with the picture in the context of the boundary
scattering formulation with the scalar potential.

• Under the condition ka . kr . 1, a correction due to the retardation effect may
be understood qualitatively in connection with quantum mechanics.

• It is confirmed that the arbitrariness in the boundary scattering formulation does
not affect the field outside the interface region.
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In short, the boundary scattering formulation with the dual EM potential is free
from MBCs and is applicable to various EM problems, and is useful to understand
and to calculate the optical near field under the coexistence of boundary and bulk
effects.

2.6 Summary and Remaining Problems

In short, what we have done is the following.
• Simple explanations for the retardation effect and diffraction limit are given.

Clear definitions of far field and near field are given.
• It is shown that a characteristic in NFO is its quasi-static limit in the system

with a small-scale material. The electric field in such a system is of a non-
radiative nature and is generated by the boundary charge density via Coulomb’s
law. One may predict the near-field amplitude and intensity intuitively, even if
the material possesses a complicated shape and/or response. This idea is applied
to multidomain systems with magneto-optical and electro-optical responses.

• The boundary scattering formulations with the scalar potential and with the
dual EM potential are developed in order to treat the optical near field in a
way compatible with the quasi-static picture. Both formulations are free from
MBCs; a certain boundary source is responsible for the MBCs. In particular, the
formulation using the dual vector potential enables a perturbative or an iterative
treatment of the boundary and bulk effects on an equal footing.

The characteristics of the boundary scattering formulation with the scalar potential
are as follows.
• It is available under the NFC and is grounded upon the quasi-static picture. Under

the NFC, the minimum degree of freedom of the EM field is the scalar potential.
• The MBCs are built in the boundary charge density; it possesses a certain

arbitrariness, which never affects physics. This formulation is free from the
MBCs but equivalent to solving the corresponding boundary value problem.

• The boundary scattering problem can be solved by a perturbative or an iterative
method. One can use the arbitrariness to improve the convergence in a numerical
calculation.

• For the electric near field in the vicinity of a dielectric under the NFC, the
lowest order approximation of the perturbative treatment brings about an intuitive
picture based on Coulomb’s law. This idea is effective even in a low symmetry
system.

• It can be applied to a static-electric boundary value problem and a static-magnetic
one; a certain scalar potential is the minimum degree of freedom in such systems.

The characteristics of the boundary scattering formulation with a dual vector
potential are as follows.
• It is available, in principle, in the whole regime from near field to far field,

because the wave equation for the dual vector potential (in radiation gauge)
is equivalent to Maxwell’s equations with a material of which the magnetic
response is negligible.
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• The MBCs are built in the boundary magnetic current density; it possesses
a certain arbitrariness, which never affects the physics. This formulation is
free from MBCs but equivalent to solving the corresponding boundary value
problem.

• In this formulation, the boundary and the bulk effects are treated on an equal
footing. This balanced treatment is especially appropriate to understand and
to calculate the optical near field under ka . kr . 1; the two effects are
comparable under this condition.

In the scheme of the boundary value problem, the two effects are treated in an
unbalanced accuracy and it is difficult to obtain a simple physical picture.

• Under the NFC, an intuitive picture based on the dual Ampère law holds. It is
consistent with the picture based on Coulomb’s law in the boundary scattering
formulation with the scalar potential.

• Under the condition ka . kr . 1, the correction due to the retardation effect
may be understood qualitatively in connection with quantum mechanics.

• Under the condition ka . kr . 1, one can numerically calculate the optical
near field by means of a perturbative or an iterative method. One can use the
arbitrariness to improve the convergence.

Remaining problems are as follows.
• Extension of the numerical treatment of the system with material which possesses

non-linear response. In particular, those boundary effects are dominant in the
near-field regime and should be considerably different from the well-known bulk
or volume optical effects.

2.7 Green’s Function and Delta Function in Vector Field
Analysis

Concerning Green’s function in vector field analysis, we can refer to Ref. [26]
or other books. However, there are many notational features and expressions;
some of them possibly contain errors. Therefore, here we give a concise and self-
contained derivation of Green’s function, which is useful to solve inhomogeneous
Helmholtz’ equations including our master equations (2.38a)–(2.38c) (in the limit
of k ! 0) and Eqs. (2.52a)–(2.52f). We treat the Helmholtz’ equations in the scalar
version,

.�4� k2/X.r/ D �V.r/ ; (2.69)

and the vector version,

.�4� k2/X.r/ D �V .r/ : (2.70)

The corresponding Laplace equation can be regarded as the limit of k ! 0.
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2.7.1 Vector Helmholtz’ Equation

Let us start from solving Eq. (2.69); this solution is the basis to obtain a solution
of Eq. (2.70). The Green function for Eq. (2.69) is defined as follows:

.�4� k2/G.r � r 0I k/ D �ı3.r � r 0/ ; (2.71)

G.r � r 0I k/ D �1
4�

exp.˙ikjr � r 0j/
jr � r 0j : (2.72)

We may add elementary solution (solution of the homogeneous version
of Eq. (2.71)) to Eq. (2.72) in order to adjust the boundary condition at r ! 1
or elsewhere, if it is given. In many cases, we take the “C”-signed exponent
in Eq. (2.72) because of causality. Using Eq. (2.72), Eq. (2.69) leads to the following
integral form:

X.r/ D X.0/.r/C
Z

d3r 0G.r � r 0I k/V.r 0/ ; (2.73)

where X.0/.r/ is a solution of Eq. (2.69) without the source. If V is a functional of
X.r/, Eq. (2.73) is an integral equation, e.g., Eq. (2.41).

Let us consider Eq. (2.70). The identity tensor (or delta tensor, delta dyadic) is
defined as

Z
d3r 0D.r � r 0/ijX .r 0/j D X.r/i ; (2.74)

D.r � r 0/ij D ıij ı3.r � r 0/ ; (2.75)

where X.r/ is an arbitrary vector field and we use Einstein’s rule for the contraction
of tensor indices, e.g., DijX j DP3

jD1DijX j .
Then Green’s tensor (or Green’s dyadic) is defined as

.�4� k2/G.r � r 0I k/ij D �D.r � r 0/ij ; (2.76)

G.r � r 0I k/ij D ıijG.r � r 0I k/ : (2.77)

Equation (2.76) is merely Eq. (2.71) times ıij . Using Eq. (2.77), Eq. (2.70) leads to
the following integral form:

X.r/i D X .0/.r/i C
Z

d3r 0G.r � r 0I k/ijV .r 0/j ; (2.78)

where X .0/.r/ is a solution of Eq. (2.70) without the source. If V is a functional of
X.r/, Eq. (2.78) is an integral equation, e.g., Eq. (2.56).

In the following, we call the delta tensor (Green’s tensor) the delta function
(Green’s function) for simplicity.
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2.7.2 Decomposition into Longitudinal and Transversal
Components

It is well known, as the Helmholtz theorem, that a vector field Y .r/ can always be
decomposed into two orthogonal components, namely the longitudinal component
Y .l/ and the transversal one Y .t/ (If necessary, one can prove the above fact, tracing
the procedure from Eqs. (2.83) to (2.89d) with an adequate replacement.):

Y .r/ D Y .l/.r/C Y .t/.r/ ; (2.79a)

r � Y .l/.r/ D O ; (2.79b)

r � Y .t/.r/ D 0 ; (2.79c)Z
d3rY .l/.r/ � Y .t/.r/ D 0 : (2.79d)

Applying Eqs. (2.79a)–(2.79c) to X.r/ and V .r/ in Eq. (2.70) and using the
identity

�4Y .r � � � / D �rr � Y .r � � � /Cr � r � Y .r � � � / ; (2.80)

we obtain the longitudinal and the transversal vector Helmholtz equations,

.�rr � �k2/X .l/.r/ D �V .l/.r/ ; (2.81)

.r � r � �k2/X .t/.r/ D �V .t/.r/ : (2.82)

Each equation is natural because the longitudinal (transversal) source generates the
longitudinal (transversal) field.

We remark that the decomposition of the equation is not effective in Eq. (2.70)
under k ! 0, namely the vectorial Laplace equation. A solution of the vectorial
Laplace equation does not propagate because of k ! 0 and the concept of
longitudinal or transversal component of a solution is meaningless. In fact, the
expressions for G.l/ and G.t/, i.e., Eqs. (2.95) and (2.96), possess a certain singularity
in the limit of k ! 0, while Eqs. (2.72) and (2.77) do not.

Equations (2.81) and (2.82) lead to integral forms, if the corresponding longitu-
dinal and transversal vector Green’s functions are defined; we will define those in
the following.

Suppose a diagonal tensor field is defined as the product of Kronecker’s delta
and a scalar field that depends only on the difference between the two spatial
coordinates,

Y.r � r 0/ij 	 ıij Y.r � r 0/ : (2.83)

This diagonal tensor can always be decomposed into longitudinal and transversal
tensor components. Note that D and G belong to such a class of tensor. We have

Y.r � r 0/ij D ıij Y.r � r 0/
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D ıij 1

.2�/3

Z
d3k QY .k/ exp

�Cik � .r � r 0/
	

D 1

.2�/3

Z
d3k. Oki Okj C Oe.2/i Oe.2/j C Oe.3/i Oe.3/j /

QY .k/ exp
�Cik � .r � r 0/

	
; (2.84)

where QY .k/ is the Fourier transformation of Y.r/; we implicitly assume that the
Fourier integral is converging. To obtain the last expression in Eq. (2.84), we use
the expansion of ıij by a normalized orthogonal complete set f Oe.˛/j˛ D 1; 2; 3g,

ıij D Oe.1/i Oe.1/j C Oe.2/i Oe.2/j C Oe.3/i Oe.3/j : (2.85)

Further we take one of the bases as the unit vector of the wavenumber vector
Oe.1/ D Ok in the integrand. Now let us define the first term (remaining terms)
in the last expression in Eq. (2.84) as Y .l/.r � r 0/ij [Y .t/.r � r 0/ij ]. We recognize
Y .l/.r�r 0/ as the longitudinal tensor because its integrand is composed of the direct
product of the wavenumber vectors k, while Y .t/.r � r 0/ij is the transversal tensor
because Oe.2/ and Oe.3/ in the integrand are orthogonal to the wavenumber vector k.

As a result, any diagonal tensor field Y defined by Eq. (2.83) (including the cases
of D and G) is decomposed into longitudinal and transversal components:

Y.r � r 0/ij D Y .l/.r � r 0/ij C Y .t/.r � r 0/ij ; (2.86a)

r � Y .l/.r � r 0/ D �r 0 � Y .l/.r � r 0/ D O ; (2.86b)

r � Y .t/.r � r 0/ D �r 0 � Y .t/.r � r 0/ D 0 : (2.86c)

The detailed expression for Eq. (2.86b) using the antisymmetric tensor �ijk is

�ijk@jY .l/.r � r 0/kl D ��ijk@0
jY .l/.r � r 0/lk D O :

Now the vector delta function Eq. (2.75) and vector Green’s function Eq. (2.77)
are the same type of diagonal tensor and can be decomposed as D D D.l/ C D.t/

and G D G.l/ C G.t/, respectively.
Let us deduce explicit expressions for D.l/, D.t/, G.l/, and G.t/. The Fourier

representation of the vector delta function Eq. (2.75) is Eq. (2.84) with QY .k/ D 1.
Then D.l/ and D.t/ are calculated as follows:

D.l/.r � r 0/ij 	 1

.2�/3

Z
d3k Oki Okj exp

�Cik � .r � r 0/
	

D @i@
0
j

1

.2�/3

Z
d3k

1

k2
exp

�Cik � .r � r 0/
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D @i@
0
j

1

2�2

Z 1

0

dk
sin.kjr � r 0j/
kjr � r 0j

D �@i@0
jG.r � r 0I 0/ : (2.87)

The third h.s. of Eq. (2.87) is deduced using the fact that “ik” is equivalent to the
operatorr or �r 0 in the integrand and the fourth h.s. is the result of the integration
over the angular variables in the spherical coordinates. The last expression is derived
using

R1
0

sinx=x D �=2. On the other hand,

D.t/.r � r 0/ij 	 D.r � r 0/ij �D.l/.r � r 0/ij
D ıij ı

3.r � r 0/C @i@0
jG.r � r 0I 0/ : (2.88)

We can check that D.l/ and D.t/ is the identity or the projection operator in the
subspace of the longitudinal and the transversal vector field, respectively,

Z
d3r 0D.l/.r � r 0/ijY .l/.r 0/j D Y .l/.r/i ; (2.89a)

Z
d3r 0D.l/.r � r 0/ijY .t/.r 0/j D 0 ; (2.89b)

Z
d3r 0D.t/.r � r 0/ijY .t/.r 0/j D Y .t/.r/i ; (2.89c)

Z
d3r 0D.t/.r � r 0/ijY .l/.r 0/j D 0 : (2.89d)

Now we can calculate G.l/ and G.t/. Applying Eqs. (2.86a)–(2.86c) to D and G
in Eq. (2.70) and using Eq. (2.80), Eq. (2.70) is decomposed into the following two
equations for longitudinal and transversal components:

.�rr � �k2/G.l/.r � r 0I k/ D �D.l/.r � r 0/ ; (2.90)

.r � r � �k2/G.t/.r � r 0I k/ D �D.t/.r � r 0/ : (2.91)

From Eq. (2.90), we obtain an explicit expression for G.l/ as follows:

G.l/.r � r 0I k/ij D 1

k2

��rr � G.l/.r � r 0I k/CD.l/.r � r 0/
	
ij

D 1

k2

��rr � G.r � r 0I k/CD.l/.r � r 0/
	
ij

D 1

k2

�
�@i@kıkjG.r � r 0I k/� @i@0

jG.r � r 0I 0/
�

D 1

k2
@i @

0
j

�
G.r � r 0I k/ �G.r � r 0I 0/	 : (2.92)
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Further, an expression for the transversal vector Green’s function is

G.t/.r � r 0I k/ij D G.r � r 0I k/ij � G.l/.r � r 0I k/ij (2.93)

D ıijG.r � r 0I k/ � 1

k2
@i@

0
j

�
G.r � r 0I k/ �G.r � r 0I 0/	 :

As a result, we can convert Eqs. (2.81) and (2.82) to the following two integral
forms using Eqs. (2.89a)–(2.89d), (2.90), and (2.91):

X .l=t/.r/i D X .l=t/.0/.r/i C
Z

d3r 0G.l=t/.r � r 0I k/ijV .l=t/.r 0/j : (2.94)

For numerical calculation, the following expressions are convenient,

G.l/.RI k/ij D �G.RI 0/
.ikR/2

.�ıij C 3 ORi ORj / (2.95)

CG.RI k/
.ikR/2

�
�ıij .1 � ikR/C ORi ORj .3 � 3ikRC .ikR/2/

�
;

G.t/.RI k/ij D CG.RI 0/
.ikR/2

.�ıij C 3 ORi ORj / (2.96)

�G.RI k/
.ikR/2

�
�ıij .1 � ikR C .ikR/2/C ORi ORj .3 � 3ikRC .ikR/2/

�
;

where R 	 r � r 0 and OR D R=jRj. The expressions in Sect. 13.1 of Ref. [26]
corresponding to Eqs. (2.95) and (2.96) are not correct.
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Abstract
The interactions between the matter and electromagnetic fields on a
sub-wavelength scale are discussed from a microscopic viewpoint. On the basis
of the projection operator method, effective interactions between nanometric
subsystems, that is, optical near-field interactions mediated by massive virtual
photons, are derived from a microscopic multipolar Hamiltonian. It is shown that
the major part of the effective interaction exerted is the Yukawa potential.

3.1 Introduction

Several theoretical approaches, different from their viewpoints to optical near-field
problems, have been proposed for a decade. The essential points in difference are
related to what the optical near-field interaction is, or how materials respond to
light confined in a small area less than the wavelength. The so-called classical
approach that is based on the macroscopic Maxwell equations extends the theory to
describe electromagnetic phenomena taking place on a sub-wavelength or even on
a nanometer scale, while matter response to the electromagnetic field is represented
by a macroscopic refractive index or a dielectric constant. The main concern in
this approach is to find field distributions around the material system after solving
the macroscopic Maxwell equations. Note that the electromagnetic fields in or
near the material, which are averaged over a large dimension, but still smaller than
the wavelength, satisfy the macroscopic Maxwell equations and that the “bare”
electromagnetic fields on a nanometer scale should be governed by the microscopic
Maxwell equations [1]. A number of analytical and numerical methods have been
reported in order to obtain the relevant electromagnetic fields [2, 3].

The semiclassical approach employs the Schrödinger equation to handle the
material (electron) response by focusing on the internal energy structure of the
material system, though electromagnetic fields are still not quantized. According
to the electronic state of the material system, the susceptibility at an arbitrary
point of the system is obtained, and thus, the local electromagnetic field combined
with the susceptibility determines the polarization locally induced in the system.
Macroscopic electromagnetic fields are then given by the macroscopic Maxwell
equations with the induced polarization as a source term. We have a final solution of
the problem after the induced polarization, and the macroscopic electromagnetic
fields are made self-consistent by iteration. It should be noted that the induced
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polarization at an arbitrary position is affected by the local electromagnetic fields at
other positions, as well as the same position, because the susceptibility is nonlocal
[4]. This nonlocality becomes important when the electron correlation length of the
material system is comparable to the spatial averaging length of the microscopic
electromagnetic fields [5,6]. Recent advances in optical near-field experiments may
reveal the nature of these phenomena.

The semiclassical approach implies the importance of the coupling between
the matter and the electromagnetic fields on a sub-wavelength scale and of a
microscopic formulation. If electromagnetic fields are quantized as well, we may
also expect the analogous discussion provoked in the realm of quantum optics to
open up a new field. However, it is difficult to develop a quantized nonlocal theory,
and the difficulty forces us to adopt another standpoint. In this article, we avoid
it and will develop a new formulation within a quantum-mechanical framework,
putting matter excitations on an equal footing with photons.

3.1.1 Basic Idea and Massive Virtual Photon Model

There is no way to obtain all the energy states of all the microscopic constituents in
a complicated system or to describe time evolution of the states. In most cases, one
prefers to have any information about characteristic states or observables, instead
of all the exact solutions. Projection operator methods and elementary excitation
modes have been developed in this context and will be discussed in the following
sections.

Let us consider an optical near-field system from this viewpoint. It consists of
a macroscopic matter system larger than the wavelength of incident light (light
source, fiber probe, prism substrate, optical detector, etc.) and a nanometric aperture
or a protrusion of the probe tip as well as a nanometric matter system (sample
material). Those systems are interacting with one another via optical near fields.
Because of the huge number of degrees of freedom and complexity, it is impossible
to obtain exact solutions of the system from the viewpoint of an atomic many-body
system that consists of electrons and nuclei interacting with photons. We are not
interested in exact solutions of such a many-body system. Instead, we are willing to
know answers of fundamental optical near-field problems: What kind of interaction
is exerted between the probe tip and sample? How is the interaction manifested?
Why does the lateral resolution exceed the diffraction limit of the incident light?
What kind of change should be made if we remove the assumption that the matter
system is isolated from the other systems when we study the interaction between
propagating light and matter.

The massive virtual photon model [7–9] has been proposed in order to examine
such fundamental issues and promote specific advanced experiments. The model
assumes that the effective optical near-field interaction between a probe and sample
system is described by the Yukawa potential, as a result of mediation of a massive
virtual photon, not the usual massless photon. It indicates that the interaction range
is finite and that it is active only if the probe and the sample are closely located.
According to the Heisenberg uncertainty relation, a process where the energy
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conservation law is not satisfied can occur in a short period compared with the
macroscopic time required for measurement. The massive virtual photon is the
quantum associated with such a process and is a so-called dressed photon whose
mass is attributed to the coupling with matter excitation, as will be discussed later.

It is well known that a scalar meson with effective mass meff satisfies the Klein–
Gordon equation [10]

�
� �

�meffc

„
�2�

� .r/ D 0; (3.1)

and that it has a solution

� .r/ D exp
��meffc„ r

�
r

: (3.2)

Here „ and c are the Planck constant divided by 2� and the speed of light in vacuum,
respectively. By way of comparison, we note that an electric field E as a function of
an angular frequency ! and position r is described by the Helmholtz equation [1]:

�
�C

�!
c

�2�
E .r; !/ D � 1

"0

�!
c

�2
P .r; !/ : (3.3)

One can infer that the electric field given by (3.3) is transformed into the Klein–
Gordon field after the induced polarization P .r; !/ is renormalized into the effective
mass as a result of many-body effects.

Using the projection operator method and elementary excitation modes, we
formulate the idea of the virtual photon model and the optical near-field problems in
the following sections. At the same time, some examples related to atom photonics
and nanophotonics are discussed as an application of the formulation. Before getting
into the detail of the formulation, the projection operator method is briefly outlined.
Starting with the definition of the projection operator, some useful properties are
discussed in the next section. Then the effective operator and effective interaction
are derived in Sect. 3.3. In Sect. 3.4, the “bare interaction” is described in two ways
in order to obtain more explicit expressions of the effective interaction. We introduce
elementary excitation modes to describe electronic polarization in macroscopic
matter systems in Sect. 3.5; in particular, the exciton–polariton concept is discussed
in some detail. Section 3.6 is devoted to the main part of the formulation. As a
related application of our approach, we address in Sect.3.7 basic problems of single-
atom manipulation with a near-field optical probe as well as conventional problems
on optical near-field microscopy. Finally, we discuss prospects for this study.

3.2 Projection Operator Method

In this section, we discuss what the projection operator is and what kind of
properties it has.
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3.2.1 Definition of the Projection Operator

When one considers an interacting system such as a system consisting of an isolated
quantum system and electromagnetic field, the Hamiltonian operator OH for the total
system is represented as a sum of OH0 and OV as

OH D OH0 C OV ; (3.4)

where OH0 describes the isolated system, while OV represents the interaction. If
eigenstates and eigenvalues of the Hamiltonian OH are written as

ˇ̌
 j
˛

and Ej ,
respectively, the following Schrödinger equation holds:

OH ˇ̌
 j
˛ D Ej ˇ̌ j ˛ : (3.5)

Here the suffix j is used to specify the quantum numbers that distinguish each
eigenstate. In a similar way, we denote eigenstates of the Hamiltonian OH0 as

ˇ̌
�j
˛
.

Then we define the projection operator P as

P D
NX
jD1

ˇ̌
�j
˛ ˝
�j
ˇ̌
; (3.6)

where N is an arbitrary integer, but it is preferably a small number in practice.
Operating with the projection operator on an arbitrary state j i, we obtain

P j i D
NX
jD1

ˇ̌
�j
˛ ˝
�j
ˇ̌
 i : (3.7)

From this relation, it follows that the projection operator transforms an arbitrary
state j i into the P space spanned by the eigenstates

ˇ̌
�j
˛
. We have defined the

projection operator based on stationary states of the Schrödinger equation. Readers
who are interested in the time-dependent approach to the projection operator method
are referred to [11–16].

3.2.2 Properties of the Projection Operator

Using the projection operator P , we can derive an effective operator OOeff for an
arbitrary operator OO that corresponds to a physical observable. In order to perform
the calculation, we begin with some elementary and useful properties of the
projection operator. Since the eigenstate

ˇ̌
�j
˛

is orthonormalized, the projection
operator P satisfies

P D P� ; P 2 D P : (3.8)
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The complementary operatorQ given by

Q D 1 � P (3.9)

satisfies

Q D Q� ; Q2 D Q : (3.10)

Any state in the P space is orthogonal to any state in theQ space, and thus, we have

PQ D QP D 0 : (3.11)

Note that
ˇ̌
�j
˛

is an eigenstate of OH0, so the commutator of the projection operator

and OH0 vanishes:

h
P; OH0

i
D P OH0 � OH0P D 0 ; (3.12a)

h
Q; OH0

i
D Q OH0 � OH0Q D 0 : (3.12b)

3.3 Effective Operator and Effective Interaction

Dividing the eigenstates
ˇ̌
 j
˛

into two groups, we define
ˇ̌
ˇ .1/j

E
in the P space andˇ̌̌

 
.2/
j

E
in the Q space as follows:

ˇ̌
ˇ .1/j

E
D P ˇ̌ j ˛ ; (3.13a)

ˇ̌
ˇ .2/j

E
D Q ˇ̌

 j
˛
: (3.13b)

Then we obtain a set of equations for
ˇ̌̌
 
.1/
j

E
and

ˇ̌̌
 
.2/
j

E
. From (3.9), we have

ˇ̌
 j
˛ D P ˇ̌ˇ .1/j

E
CQ

ˇ̌
ˇ .2/j

E
; (3.14)

and from (3.4) and (3.5),

�
Ej � OH0

� ˇ̌
 j
˛ D OV ˇ̌ j ˛ (3.15)

is derived. Inserting (3.14) into (3.15), we obtain

�
Ej � OH0

�
P
ˇ̌̌
 
.1/
j

E
C
�
Ej � OH0

�
Q
ˇ̌̌
 
.2/
j

E
D OV P

ˇ̌̌
 
.1/
j

E
C OVQ

ˇ̌̌
 
.2/
j

E
:

(3.16)
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Operating with P from the left on (3.16) and using (3.8), (3.11), (3.12a),
and (3.12b), we obtain

�
Ej � OH0

�
P
ˇ̌̌
 
.1/
j

E
D P OV P

ˇ̌̌
 
.1/
j

E
C P OVQ

ˇ̌̌
 
.2/
j

E
: (3.17)

Similarly, applyingQ from the left on (3.16), we have

�
Ej � OH0

�
Q
ˇ̌
ˇ .2/j

E
D Q OV P

ˇ̌
ˇ .1/j

E
CQ OVQ

ˇ̌
ˇ .2/j

E
: (3.18)

From (3.18), it is possible to formally express Q
ˇ̌̌
 
.2/
j

E
in terms of P

ˇ̌̌
 
.1/
j

E
as

Q
ˇ̌̌
 
.2/
j

E
D
�
Ej � OH0 �Q OV

��1
Q OV P

ˇ̌̌
 
.1/
j

E

D
��
Ej � OH0

� �
1 �

�
Ej � OH0

��1
Q OV

�	�1
Q OV P

ˇ̌
ˇ .1/j

E

D OJ
�
Ej � OH0

��1
Q OV P

ˇ̌
ˇ .1/j

E
; (3.19)

where the operator OJ is defined as

OJ D
�
1 �

�
Ej � OH0

��1
Q OV

��1
: (3.20)

Substituting (3.19) into the second term on the right-hand side of (3.17), one obtains

the equation for P
ˇ̌
ˇ .1/j

E
:

�
Ej � OH0

�
P
ˇ̌
ˇ .1/j

E
D P OV P

ˇ̌
ˇ .1/j

E
C P OV OJ

�
Ej � OH0

��1
Q OV P

ˇ̌
ˇ .1/j

E

D P OV OJ
�
OJ�1 C

�
Ej � OH0

��1
Q OV

	
P
ˇ̌
ˇ .1/j

E

D P OV OJP
ˇ̌
ˇ .1/j

E
: (3.21)



72 K. Kobayashi et al.

On the other hand, if (3.19) is inserted into (3.14), then we have

ˇ̌
 j
˛ D P ˇ̌̌ .1/j

E
C OJ

�
Ej � OH0

��1
Q OV P

ˇ̌̌
 
.1/
j

E

D OJ
�
OJ�1 C

�
Ej � OH0

��1
Q OV

	
P
ˇ̌
ˇ .1/j

E

D OJP
ˇ̌
ˇ .1/j

E
: (3.22)

Noticing the normalization condition for
ˇ̌
 j
˛

and
ˇ̌̌
 
.1/
j

E
, it is possible to

rewrite (3.22):
ˇ̌
 j
˛ D OJP �P OJ � OJP��1=2 ˇ̌ˇ .1/j

E
: (3.23)

Since
ˇ̌
 j
˛

has been expressed in terms of
ˇ̌̌
 
.1/
j

E
, one can obtain an effective

operator OOeff from the following relation:

h i j OO
ˇ̌
 j
˛ D D .1/i

ˇ̌
ˇ OOeff

ˇ̌
ˇ .1/j

E
: (3.24)

Substituting (3.23) on the left-hand side of (3.24) and comparing it with the right-
hand side, we obtain [17–19]

OOeff D
�
P OJ � OJP

��1=2 �
P OJ � OO OJP

� �
P OJ � OJP

��1=2
: (3.25)

If OV is taken as OO , then the effective interaction operator OVeff is written as

OVeff D
�
P OJ � OJP

��1=2 �
P OJ � OV OJP

� �
P OJ � OJP

��1=2
: (3.26)

This is what we are searching for. As expected, OVeff is defined so as to operate only
on states in the P space. Once the bare interaction OV is given, it only remains to
obtain the unknown operator OJ .

3.3.1 Equation for the Operator OJ and Its Approximate Solution

In order to obtain an explicit form of the operator OJ , let us consider the operatorh OJ ; OH0

i
P and apply it to the state

ˇ̌
 j
˛
. This yields

h OJ ; OH0

i
P
ˇ̌
 j
˛ D � OJ OH0 � OH0

OJ
�
P
ˇ̌
 j
˛

D
n�
Ej � OH0

� OJ � OJ �Ej � OH0

�o
P
ˇ̌
 j
˛
: (3.27)
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We replace the first term
�
Ej � OH0

�
in (3.27) by OV , which gives

h OJ ; OH0

i
P
ˇ̌
 j
˛ D OV OJP ˇ̌ j ˛ � OJ

�
Ej � OH0

�
P
ˇ̌
 j
˛
: (3.28)

Using (3.17) and (3.19), the second term of (3.28) can be rewritten as

OJ
�
Ej � OH0

�
P
ˇ̌
 j
˛ D OJ �Ej � OH0

�
P
ˇ̌̌
 
.1/
j

E

D OJ
n
P OV P

ˇ̌
ˇ .1/j

E
C P OV Q

ˇ̌
ˇ .2/j

Eo

D OJP OV
�
P
ˇ̌̌
 
.1/
j

E
C OJ

�
Ej � OH0

��1
Q OV P

ˇ̌̌
 
.1/
j

E	

D OJP OV OJ
�
OJ�1 C

�
Ej � OH0

��1
Q OV

	
P
ˇ̌̌
 
.1/
j

E
:

(3.29)

Making use of (3.20) and noting that P
ˇ̌
ˇ .1/j

E
D P ˇ̌ j ˛, we can rewrite (3.28) as

h OJ ; OH0

i
P
ˇ̌
 j
˛ D OV OJP ˇ̌ j ˛ � OJP OV OJP ˇ̌ j ˛ : (3.30)

Therefore, we have for the operator OJ
h OJ ; OH0

i
P D OV OJP � OJP OV OJP; (3.31)

where all operators involved are known except OJ .
In order to solve (3.31) perturbatively, let us assume

OJ D
1X
nD0

gn OJ .n/ ; (3.32)

where the nth term OJ .n/ contains n OV s and OJ .0/ D P . Substituting (3.32) into (3.31)
and equating terms of order gn on the two sides, we successively obtain OJ .1/, OJ .2/,
� � � , OJ .n/. For example, noting the identity

Q
h OJ .1/ ; OH0

i
P D Q OV OJ .0/P �Q OJ .0/P OV OJ .0/P

D Q OV P ; (3.33)
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we take the matrix element of (3.33) with
ˇ̌
 j
˛
:

h i jQ
h OJ .1/ ; OH0

i
P
ˇ̌
 j
˛ D h i jQ OJ .1/

�
E0
P �E0

Q

�
P
ˇ̌
 j
˛

D h i jQ OV P
ˇ̌
 j
˛
; (3.34)

where we used the eigenvalues E0
P and E0

Q of the Hamiltonian OH0 in the P space
andQ space, respectively. From (3.34),

OJ .1/ D Q OV
�
E0
P �E0

Q

��1
P : (3.35)

Higher orders of OJ .n/ are successively given in a similar way.

3.3.2 Effective Interaction Operator in an Approximation

After inserting the perturbative solution discussed above into the operator OJ , it is
possible to approximately express OVeff in (3.26), which operates only on states in
the P space. Using OJ .0/, one can obtain OVeff in lowest order as

OVeff D P OV P ; (3.36)

which is equivalent to the so-called bare interaction because all effects from the Q
space are neglected. The multipole Hamiltonian, which will be discussed as one of
the bare interactions in the next section, cannot contribute to (3.36) if transverse
photon states are not included in the P space. It is therefore necessary to employ
OJ .1/ at least, in order to includeQ-space effects. Then we have

OVeff D 2P OVQ
�
E0
P �E0

Q

��1
Q OV P ; (3.37)

and in the following, we discuss the optical near-field interaction based on the
formula (3.37). Whenever one improves the approximation of OJ , one can examine
the higher-order effects originating in the Q space. These procedures correspond to
how to obtain many-body Green’s functions for matter systems or Green’s functions
for photons “dressed with matter excitations” [20].
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3.4 Electromagnetic Interaction with Matter:
Minimal-Coupling and Multipole Hamiltonians

The “bare interaction” must be specified in order to obtain a more explicit expression
of the effective interaction. There are two ways to describe the interaction between
an electromagnetic field and a charged particle. One is to use the minimal-coupling
Hamiltonian, and the other is to employ the multipole Hamiltonian. These two
Hamiltonians are related to each other by a unitary transformation, and there are, in
principle, no problems regardless of which is adopted [21–23]. However, it should
be noted that the complexity of description depends on each problem: It may be
easier for the minimal-coupling Hamiltonian formalism to describe one problem
and more difficult to describe another.

3.4.1 Minimal-Coupling Hamiltonian

We can derive the minimal-coupling Hamiltonian for a charged particle, that is, the
electromagnetic interaction with a charged particle, by imposing the local gauge
invariance on the Hamiltonian describing free particle motion [24]. The minimal-
coupling Hamiltonian is defined such that the Schrödinger equation is not changed
if a wave function  .r; t/ that satisfies the Schrödinger equation is transformed by
the phase transformation � .r; t/ to

 0 .r; t / D exp Œi� .r; t /�  .r; t / ; (3.38)

and if vector potential A .r; t/ and scalar potential U .r; t/ are transformed by the
following gauge transformation [10, 21, 25, 26]:

A0 .r; t / D A .r; t/C „
e
r� .r; t/ ; (3.39a)

U 0 .r; t / D U .r; t /� „
e

@

@t
� .r; t / : (3.39b)

Here „ and e are the Planck constant divided by 2� and the electric charge of the
particle. Let us simply assume the electromagnetic fields to be classical in this
section. In order to satisfy the above requirement, it follows that the Hamiltonian
must be

H 0 D 1

2m



p � eA0 .r; t /

�2 C eU 0 .r; t / ; (3.40)

where the mass and the momentum of the particle are denoted by m and p,
respectively. For confirmation, (3.38), (3.39a), (3.39b), and (3.40) are substituted
into the Schrödinger equation:

i„ @
@t
 0 .r; t/ D H 0 0 .r; t/ : (3.41)
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Noting that the momentum p must be an operator,�i„r, it follows that the left-hand
side of (3.41) reads

� „ exp Œi� .r; t /�
@� .r; t /
@t

 .r; t /C i„ exp Œi� .r; t /�
@ .r; t /
@t

: (3.42)

On the other hand, the right-hand side of (3.41) can be rewritten as

1

2m

�
�i„r � e

�
A .r; t/C „

e
r� .r; t /

	�2
exp Œi� .r; t /�  .r; t /

Ce
�
U .r; t /� „

e

@

@t
� .r; t /

	
exp Œi� .r; t /�  .r; t /

D exp Œi� .r; t/�
�
1

2m
Œ�i„r � eA .r; t/�2 C eU .r; t /

	
 .r; t /

�„ exp Œi� .r; t/�
@� .r; t /
@t

 .r; t/ : (3.43)

Therefore, we can leave the Schrödinger equation unchanged if

i„ @
@t
 .r; t / D H .r; t / ; (3.44a)

H D 1

2m
Œ�i„r � eA .r; t/�2 C eU .r; t / : (3.44b)

In other words, the relevant Hamiltonian is obtained by formally adding eU.r; t/
and replacing p by p� eA.r; t/ in the Hamiltonian for a free particle. From (3.44b),
the interaction Hamiltonian for the electromagnetic field and the charged particle
consists of two parts:

H1 D � e
m

p � A.r; t/; (3.45a)

H2 D e2

2m
A2 .r; t/ : (3.45b)

Advantages of this form of the Hamiltonian are that it can easily describe
relativistic covariance and is firmly rooted in gauge theory [25, 26]. However, it
has the disadvantage that exact description including retardation is cumbersome in
the Coulomb gauge (r �A D 0), where the transversality of light is considered to be
important in order to handle the interaction between light and matter as a many-body
system.
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3.4.2 Multipole Hamiltonian

In this subsection, we discuss another form of the light–matter interaction via a
unitary transformation of the minimal-coupling Hamiltonian, which removes the
disadvantages mentioned above. Such Hamiltonian has a simple form without the
static Coulomb interaction and can exactly describe the retardation by exchanging
only transverse photons [23].

Let us consider a charged-particle system confined in a microscopic area and
hereinafter call it a molecule. Electric neutrality of the molecule is assumed, and
thus, it may be an atom or a molecule as a physical entity. In the following,
we choose a two-molecule system as an example and look for an appropriate
Hamiltonian. When the wavelength of electromagnetic waves is much greater than
the molecular dimension, the vector potential A.R/ at the center position R of a
molecule is the same as A.q/, independent of the position q of an electric charge in
the molecule:

A.q/ D A.R/ : (3.46)

From (3.46), it follows that B D r � A D 0, and thus, we can neglect the
interaction between the particle and the magnetic field. Moreover, the electric
dipole interaction, for simplicity, is taken into account, that is, higher multipoles
are neglected. We assume in addition that the electron exchange interaction is also
negligible. Then the Lagrangian L for the system, consisting of three parts Lmol,
Lrad, and Lint, can be written as

L D Lmol C Lrad C Lint ; (3.47a)

Lmol D
2X

�D1

(X
˛

m˛ Pq2˛ .�/
2

� V .�/
)
; (3.47b)

Lrad D "0

2

Z n PA2 � c2 .r � A/2
o
d3r ; (3.47c)

Lint D
2X

�D1

X
˛

e Pq˛ .�/ � A
�
R�
� � Vinter ; (3.47d)

where the index � is used to distinguish the molecules 1 and 2 and ˛ is used
to specify a charged particle in a molecule. The energy of the charged particles
with mass m˛ and velocity Pq˛ in the Coulomb potential V .�/ is denoted by Lmol,
while Lrad represents the energy of the electromagnetic field in free space. The
third term in the Lagrangian represents the interaction between the charge and the
electromagnetic field and the Coulomb interaction Vinter between molecules 1 and 2,
which is given by

Vinter D 1

4�"0R3
f� .1/ � � .2/� 3 .� .1/ � eR/ .� .2/ � eR/g : (3.48)
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Here R D jRj D jR1 � R2j denotes the distance between the centers of molecules
1 and 2, and eR is R=R, the unit vector in the direction of R. The electric dipole
moments of molecules 1 and 2 are � .1/ and � .2/, respectively.

In order to simplify the interaction Hamiltonian without changing the equations
of motion, we carry out the Power–Zienau–Woolley transformation [21] on the
original Lagrangian L:

Lmult D L � d

dt

Z
P? .r/ � A .r/ d3r ; (3.49)

where P? .r/ is the transverse component of the polarization density P .r/; this
means that transverse photons can only contribute to the second term in (3.49). The
polarization density P .r/ is

P .r/ D
X
�;˛

e
�
q˛ � R�

� Z 1

0

ı
�
r � R� � 	

�
q˛ � R�

��
d	

D
X
�;˛

e
�
q˛ � R�

� �
1 � 1

2Š

˚�
q˛ � R�

� � r�

C 1
3Š

˚�
q˛ � R�

� � r�2 � � � �
�
ı
�
r � R�

�
; (3.50)

and only the electric dipole term is retained:

P .r/ D
X
�;˛

e
�
q˛ � R�

�
ı
�
r � R�

�

D � .1/ ı .r � R1/C � .2/ ı .r � R2/ : (3.51)

Note that the current density j .r/ is

j .r/ D
X
�;˛

e Pq˛ı
�
r � R�

�
; (3.52)

and the transverse component of the current density is related to the transverse
component of the polarization density:

j? .r/ D dP? .r/
dt

: (3.53)
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Using (3.52) and (3.53), we can rewrite the interaction Lagrangian Lint as

Lint D
Z

j? .r/ � A .r/ d3r � Vinter

D
Z

dP? .r/
dt

� A .r/ d3r � Vinter ; (3.54)

and thus, Lmult given by (3.49) becomes

Lmult D L �
Z

dP? .r/
dt

� A .r/ d3r �
Z

P? .r/ � PA .r/ d3r

D Lmol C Lrad �
Z

P? .r/ � PA .r/ d3r � Vinter : (3.55)

Here we recall the definition of the momentum p˛ conjugate to q˛ and … .r/ to A .r/,

p˛ D
@Lmult

@Pq˛
D @Lmol

@Pq˛
D m˛ Pq˛ ; (3.56)

… .r/ D @Lmult

@ PA .r/ D
@Lrad

@ PA .r/ �
@

@ PA .r/
Z

P? .r/ � PA .r/ d3r

D "0 PA .r/� P? .r/ D �"0E? .r/ � P? .r/ : (3.57)

Since we have the relation between the electric field E .r/ and the electric displace-
ment D .r/, those transverse components also satisfy

D? .r/ D "0E? .r/C P? .r/ ; (3.58)

and thus, the momentum … .r/ can be rewritten as

… .r/ D �D? .r/ : (3.59)
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By putting them together, canonical transformation of the Lagrangian Lmult gives a
new HamiltonianHmult:

Hmult D
X
�;˛

p˛ .�/ � Pq˛ .�/C
Z

… .r/ � PA .r/ d3r �Lmult

D
X
�

(X
˛

p2˛ .�/
2m˛

C V .�/
)

C
(
1

2

Z "
…2 .r/
"0
C "0c2 .r � A .r//2

#
d3r

)

C 1
"0

Z
P? .r/ �… .r/ d3r C 1

2"0

Z ˇ̌
P? .r/

ˇ̌2
d3r C Vinter : (3.60)

It is possible to simplify (3.60) by separating .1=2"0/
R ˇ̌

P? .r/
ˇ̌2

d3r into two
parts: inter- and intramolecular. Let us consider the intermolecular part:

1

2"0

Z
P?
1 .r/ � P?

2 .r/d
3r : (3.61)

Noting that

P2 .r/ D Pk
2 .r/C P?

2 .r/ ; (3.62a)

P?
1 .r/ � Pk

2 .r/ D 0 ; (3.62b)

and

P?
1 .r/ � P?

2 .r/ D P?
1 .r/ �

n
Pk
2 .r/C P?

2 .r/
o

D P?
1 .r/ � P2 .r/ ; (3.63)

we rewrite (3.61) as follows:
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1

"0

Z
P?
1 .r/ � P?

2 .r/ d3r D 1

"0

Z
P?
1 .r/ � P2 .r/ d3r

D
X
i;j


i .1/ 
j .2/

"0

Z
ı?
ij .r � R1/ ı .r � R2/ d3r

D
X
i;j


i .1/ 
j .2/

"0
ı?
ij .R1 � R2/

D �
X
i;j


i .1/
j .2/

4�"0R3

�
ıij � 3 OeRi OeRj

�

D � 1

4�"0R3
f� .1/ � � .2/� 3 .� .1/ � eR/ .� .2/ � eR/g ;

(3.64)

where we used (3.51) in the first line, and the following identities for the Dirac ı
function and the ı dyadics, ık

ij .r/ and ı?
ij .r/, in the third line:

ıij ı .r/ D ık
ij .r/C ı?

ij .r/ ; (3.65a)

ı?
ij .r/ D �ık

ij .r/

D � 1

.2�/3

Z
Oeki Oekj exp .ik � r/ d3k

D rirj


1

4�r

�
D � 1

4�r3

�
ıij � 3 Oeri Oerj

�
: (3.65b)

Here the subscripts i and j refer to Cartesian components, as usual. Since the
exchange of the subscripts 1 and 2 gives the same result as (3.64), one can derive

1

2"0

Z
P?
1 .r/ � P?

2 .r/ d3r C Vinter D 0 : (3.66)

Therefore, we can only take care of the intramolecular part of .1=2"0/

� R ˇ̌P? .r/
ˇ̌2

d3r and have the simplified version ofHmult as
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Hmult D
X
�

(X
˛

p2˛ .�/
2m˛

C V .�/C 1

2"0

Z ˇ̌̌
P?
� .r/

ˇ̌̌2
d3r

)

C
(
1

2

Z "
…2 .r/
"0
C "0c2 .r � A .r//2

#
d3r

)

C 1
"0

Z
P? .r/ �… .r/ d3r ; (3.67)

where each line represents the charged particle motion in each molecule, free
electromagnetic field, and the interaction, respectively. Since we can expand the
polarization density in terms of 2` multipoles (` D 1; 2; 3; � � � ), as shown in (3.50),
we callHmult the multipole Hamiltonian. The interaction part can be more explicitly
written as

1

"0

Z
P? .r/ �… .r/ d3r D � 1

"0

Z
P? .r/ � D? .r/ d 3r

D � 1
"0

Z
P .r/ � D? .r/ d3r

D � 1
"0

˚
� .1/ � D? .R1/C � .2/ � D? .R2/

�
(3.68)

with the help of (3.51) and (3.59). When the considered system is quantized, quan-
tities such as �.i/ and D?.Ri / .i D 1; 2/ should be replaced by the corresponding
operators,

� 1

"0

n
O� .1/ � OD?

.R1/C O� .2/ � OD?
.R2/

o
; (3.69)

yielding the quantized multipole Hamiltonian.

3.5 Elementary Excitation Modes and Electronic Polarization

The concept of elementary excitations, or quasiparticles, has been discussed for a
long time, and it is valuable for description of excited states, complex behavior, or
dynamics of a many-body system [27–32]. Excited states of a many-body system
are considered a collection of certain fundamental excited states that we call the
elementary excitation. As a prerequisite, there must be a well-defined excitation
energy whose value should be larger than the width of the relevant energy level.
Then the relation between momentum p and energyE of the elementary excitation,
that is, E D E .p/, is referred to as the dispersion relation.

Phonons, as quanta of normal modes of crystal vibration, are well known as an
example of the elementary excitation modes in a solid. The motion is collective,
which means that the total number of phonons is independent of the number of
crystal lattice. The momentum of the elementary excitation is p D „k in terms of
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the wave vector k of normal vibration, not the mechanical momentum of crystal
lattice itself. The energy of the elementary excitation is also given by the angular
frequency ! of the normal vibration as E D „!.

As other examples of the elementary excitations, we have plasmons, which corre-
spond to collective motion of electron density in interacting electron gas; polarons
are quasiparticles originated from the coupling between conduction electrons and
optical phonons; and magnons, corresponding to collective modes of spin-density
waves. Excitons are also well known and describe the elementary excitation related
to an electron–hole pair in a solid. As a limiting case, Frenkel excitons and Wannier
excitons are frequently discussed. When the distance between the electron and hole
in an exciton (Bohr radius of the exciton) is smaller than the atomic distance in the
crystal, it is called a Frenkel exciton; Wannier excitons correspond to the opposite
case, in which the Bohr radius of the exciton is larger than the lattice constant of the
crystal.

3.5.1 Polaritons and Electronic Polarization

Let us consider the light–matter interaction on the basis of the exciton concept.
Incident photons interact with matter and produce the successive creation and
annihilation of excitons and photons in matter, that is, an electronic polarization
field. This process indicates a new steady state with a new dispersion relation
and energy due to the photon–exciton interaction. Normal modes, or elementary
excitation modes for this coupled oscillation, are called polaritons. In particular,
they are called exciton–polaritons due to the occurrence of the mixed states of
photons and excitons. The situation is analogous to the case in which two coupled
oscillations with angular frequencies !1 and !2 produce new normal oscillations
with angular frequencies �1 and �2. Dressed atom states in an atom–photon
interacting system [33] are conceptually similar to the normal modes of the photon
and electronic polarization field or exciton–polaritons as quasiparticles.

Rewriting the Hamiltonian for a photon–electron interacting system in terms of
excitons, one can obtain the following Hamiltonian describing exciton–polaritons:

OH D
X

k

„!k Oa�k OakC
X

k

„"k Ob�k Obk C
X

k

„D
�
Oak C Oa��k

� � Ob�k C Ob�k

�
: (3.70)

Here the first and second terms correspond to the Hamiltonians for free photons
and free excitons, respectively, and the third term describes the photon–exciton
interaction, whose coupling strength is „D. The explicit expression for „D will be
given in Sect. 3.6.3. Energies due to zero-point oscillation are suppressed in (3.70).
Creation and annihilation operators for photons are denoted by Oa�k and Oak, while

those for excitons are designated Ob�k and Obk. In the rewriting process, we define the
creation and annihilation operators of excitons to be
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Ob�l D Oc�l;c Ocl;v ; (3.71a)

Obl D Oc�l;v Ocl;c ; (3.71b)

where we use the operator Ocl;v that annihilates an electron in the valence band v
within an atom at the lattice site l and its Hermitian conjugate operator Oc�l;v, as

well as the operator Oc�l;c that creates an electron in the conduction band c within
an atom at the lattice site l, and its Hermitian conjugate operator Ocl;c . According to
the conventional method, in addition, we introduce the operators

Obk D 1p
N

X
l

e�ik�l Obl ; (3.72a)

Ob�k D
1p
N

X
l

eik�l Ob�l ; (3.72b)

in the momentum representation. Here the total number of lattice sites is assumed
to be N in the crystal considered.

Once the Hamiltonian for exciton–polaritons is given by (3.70), one can obtain
eigenstates and eigenenergies of exciton–polaritons, or the dispersion relation. For
simplicity, we adopt the rotating wave approximation and neglect terms Oa��k

Ob�k and

Oak Ob�k which create or annihilate a photon and exciton at the same time and consider
the Hamiltonian

OH D
X

k

OHk ; (3.73a)

OHk D „
�
!k Oa�k Oak C "k Ob�k Obk

�
C „D

� Ob�k Oak C Oa�k Obk

�
: (3.73b)

We next introduce the creation and annihilation operators of exciton–polaritons,
O��1 , O��2 and O�1, O�2, corresponding to new eigenfrequencies �k;1, �k;2, respectively.
The Hamiltonian OHk is assumed to be diagonalized in terms of O�1, O�2, and we
rewrite (3.73b) as

OHk D „
�
�k;1
O��1 O�1 C�k;2

O��2 O�2
�

D „
� Ob�k ; Oa�k

�
A

 Obk

Oak

!

D „
�
a11 Ob�k Obk C a12 Ob�k Oak C a21 Oa�k Obk C a22 Oa�k Oak

�
; (3.74)

where A is the 2 by 2 matrix whose elements are given by
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A D
�
a11 a12

a21 a22

�
D
�
"k D

D !k

�
: (3.75)

Applying the unitary transformation U , (i.e., U � D U�1)

 Obk

Oak

!
D U

 O�1
O�2

!
with U D

�
u11 u12
u21 u22

�
(3.76)

to (3.74), we have

„
� Ob�k; Oa�k

�
A

 Obk

Oak

!
D „

� O��1 ; O��2
�
U �AU

 O�1
O�2

!
: (3.77)

Since U �AU D U�1AU is diagonal, we put

U�1AU D
�
�k;1 0

0 �k;2

�
� ƒ (3.78)

and obtain AU D Uƒ, which reduces in terms of components (j D 1; 2) to

�
"k ��k;j D

D !k ��k;j

�
u1j
u2j

�
D 0 : (3.79)

This immediately gives the eigenvalue equation

.� � "k/ .� � !k/�D2 D 0 ; (3.80)

and the eigenenergies of exciton–polaritons are

„�k;j D „

2
64"k C !k

2
˙
q
."k � !k/

2 C 4D2

2

3
75 : (3.81)

Equation (3.81) provides the new dispersion relation that we are looking for.
Using the dispersion relation of photons !k D ck with k D jkj, we can plot
eigenenergies of exciton–polaritons as a function of k, as shown in Fig. 3.1. Here,
for simplicity, we approximate the exciton dispersion as "k D „�, independent of
k. Note that the exciton dispersion is proportional to k2 when the center of motion
is considered.
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k

ΩkFig. 3.1 Dispersion relation
of exciton–polaritons.
Energies of
exciton–polaritons �k shown
as solid curves are
schematically plotted as a
function of k

From (3.79) and the unitarity of U , we have for the components of the
eigenvectors

u2j D �"k ��k;j

D
u1j ; (3.82a)

u21j C u22j D 1 ; (3.82b)

and thus, (
1C


"k ��k;j

D

�2)
u21j D 1 : (3.83)

Finally, the eigenvectors of exciton–polaritons are

u1j D
(
1C


"k ��k;j

D

�2)�1=2
; (3.84a)

u2j D �

"k ��k;j

D

�(
1C


"k ��k;j

D

�2) �1=2
: (3.84b)

New steady states for exciton–polaritons can be described by (3.81), (3.84a),
and (3.84b).

3.6 Optical Near-Field Interaction: Yukawa Potential

Based on the concepts and methods introduced in the preceding sections, we
investigate the formulation of an optical near-field system that was briefly mentioned
in Sect. 3.1. Moreover, explicit functional forms of the optical near-field interaction
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will be obtained by using either the effective interaction OVeff in (3.26) or its
approximation given in (3.37) [18, 19].

3.6.1 Relevant Microscopic Subsystem and Irrelevant Macroscopic
Subsystem

As mentioned in Sect. 3.1, the optical near-field system consists of two subsystems:
One is a macroscopic subsystem whose typical dimension is much larger than
the wavelength of the incident light. The other is a nanometric subsystem whose
constituents are a nanometric aperture or a protrusion at the apex of the near-field
optical probe and a nanometric sample. We call such an aperture or protrusion
a probe tip. As a nanometric sample, we mainly take a single atom/molecule or
quantum dot (QD). Subdivision of the total system is schematically illustrated in
Fig.3.2. The two subsystems are interacting with each other, and it is very important
to formulate the interactions consistently and systematically.

We call the nanometric subsystem the relevant subsystem n and the macroscopic
subsystem the irrelevant subsystem M . We are interested in the subsystem n, in
particular, the interaction induced in the subsystem n. Therefore, it is important
to renormalize effects due to the subsystem M in a consistent and systematic
way. We show a formulation based on the projection operator method described
in Sects. 3.2 and 3.3.

3.6.2 P Space and Q Space

It is preferable to express exact states j i for the total system in terms of a small
number of bases of as a few degrees of freedom as possible that span P space. In
the following, we assume two states as the P -space components: j�1i D js�i jpi ˝ˇ̌
0.M/

˛
and j�2i D jsi jp�i˝ ˇ̌0.M/

˛
. Here jsi and js�i are eigenstates of the sample,

which is isolated, while jpi and jp�i are eigenstates of the probe tip, which is also
isolated. Resonant excitation energies of the sample and the probe tip are assumed

V V

Relevant system

Bare interaction
between two subsystems

Irrelevant system
    (Incident photon
       +macroscopic matter)

Hbath

HBHA

Veff

Fig. 3.2 Subdivision of an
optical near-field system is
schematically illustrated. One
is the relevant subsystem, and
the other is the irrelevant
subsystem
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to beEs D „�0 .s/ andEp D „�0 .p/, respectively. In addition, exciton–polariton
states as bases discussed in Sect.3.5 are used to describe the macroscopic subsystem
M, and thus,

ˇ̌
0.M/

˛
represents the vacuum for exciton–polaritons. Note that there

exist photons and electronic matter excitations even in the vacuum state
ˇ̌
0.M/

˛
. The

direct product is denoted by the symbol˝. The complementary space to theP space
is called Q space, which is spanned by a huge number of bases of a large number
of degrees of freedom not included in the P space.

3.6.3 Effective Interaction in the Nanometric Subsystem

When we evaluate the effective interaction given by (3.37) in the P space discussed
above and trace out the other degrees of freedom, the result gives the effective
interaction potential of the nanometric subsystem n after renormalizing the effects
from the macroscopic subsystem M. Using the effective interaction potential, one
can ignore the subsystem M, as if the subsystem n were isolated and separated from
the subsystem M.

As the first step of the procedure, we employ the “bare interaction” between the
two subsystems:

OV D � 1
"0

n
O�s � OD

?
.rs/C O�p � OD

? �
rp
�o

(3.85)

(see (3.69)). It should be noted that there are no interactions without incident
photons in the macroscopic subsystem M. The subscripts s and p represent physical
quantities related to the sample and the probe tip, respectively. Representative
positions of the sample and the probe tip are chosen for simplicity to be rs and
rp , respectively, but those may be composed of several positions. In that case,
the quantities in curly brackets in (3.85) should be summed over. The transverse

component of the electric displacement operator, OD?
.r/, can be expressed in terms

of the vector potential OA .r/ and its conjugate momentum O… .r/ from the multipole
Lagrangian OLmult:

O… .r/ D @ OLmult

@
POA
D "0 @

OA
@t
� OP?

.r/

D �"0 OE?
.r/ � OP?

.r/ D � OD?
.r/ : (3.86)

With the help of the mode expansion of OA .r/

OA .r/ D
X

k

2X
	D1

 „
2"0V!k

�1=2
e	.k/

n
Oa	.k/eik�r C Oa�	.k/e�ik�r

o
(3.87)
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and O… .r/ from the minimal-coupling Lagrangian OL

O… .r/ D @ OL
@
POA
D "0 @

OA
@t

D �i
X

k

2X
	D1


"0„!k

2V

�1=2
e	.k/

n
Oa	.k/eik�r � Oa�	.k/e�ik�ro ; (3.88)

we can rewrite (3.86) as

OD?
.r/ D i

X
k

2X
	D1


"0„!k

2V

�1=2
e	.k/

n
Oa	.k/eik�r � Oa�	.k/e�ik�r

o
; (3.89)

where the creation and annihilation operators of a photon with wave vector k,
angular frequency !k, and polarization component 	 are designated as Oa�	.k/ and
Oa	.k/, respectively. The quantization volume is V , and the unit vector related to the
polarization direction is e	.k/.

Since exciton–polariton states are employed as bases to describe the macroscopic
subsystem M, the creation and annihilation operators of a photon in (3.89) can
be rewritten in terms of the exciton–polariton operators O�� .k/ and O� .k/ and then
substituted into (3.85). Using the electric dipole operator

O�˛ D
� OB.r˛/C OB�.r˛/

�
�˛ ; (3.90)

we obtain the “bare interaction” in the exciton–polariton picture:

OV D �i

 „
2"0V

�1=2 pX
˛Ds

X
k

� OB .r˛/C OB� .r˛/
�

�
�
K˛.k/ O�.k/ �K �̨.k/ O��.k/

�
: (3.91)

Here K˛.k/ is the coupling coefficient between the exciton–polariton and the
nanometric subsystem n and is given by

K˛.k/ D
2X

	D1
.�˛ � e	.k//f .k/eik�r˛ (3.92)

with

f .k/ D ckp
�.k/

s
�2 .k/ ��2

2�2 .k/ ��2 � .ck/2 : (3.93)
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The asterisk in (3.91) stands for the complex conjugate, while c, �.k/, and �
in (3.93) are the velocity of light in vacuum and the eigenfrequencies of the exciton–
polariton and electronic polarization of the macroscopic subsystem M, respectively
[34]. Note that the wave-number dependence of f .k/ characterizes a typical
interaction range of exciton–polaritons coupled to the nanometric subsystem n.

The next step is to evaluate the amplitude of effective sample–probe tip interac-
tion in the P space:

Veff.2; 1/ � h�2j OVeff j�1i : (3.94)

Using (3.37) as OVeff, we can explicitly write (3.94) in the form

Veff .2; 1/ D 2 h�2jP OVQ
�
E0
P �E0

Q

��1
Q OV P j�1i

D 2
X
m

h�2jP OV Q jmi hmjQ
�
E0
P � E0

Q

��1
Q OV P j�1i ; (3.95)

where the second line shows that a virtual transition from the initial state j�1i in the
P space to an intermediate state jmi in the Q space is followed by a subsequent
virtual transition from the intermediate state jmi to the final state j�2i in the P
space. We can then proceed by substituting the explicit “bare interaction” OV in (3.91)
with (3.92) and (3.93) into (3.95). Since one exciton–polariton state, as for the
subsystem M within an arbitrary intermediate state jmi, can only contribute to
nonzero matrix elements, (3.95) can be transformed into

Veff .2; 1/ D � 1

.2�/3 "0

Z
d3k

�
Kp.k/K�

s .k/
� .k/ ��0 .s/

C Ks.k/K�
p.k/

� .k/C�0 .p/

�
; (3.96)

where summation over k is replaced by integration over k in the usual manner.
Interchanging the arguments 1 and 2 (the role of the sample and probe tip), we

can similarly calculate Veff .1; 2/ � h�1j OVeff j�2i:

Veff .1; 2/ D � 1

.2�/3 "0

Z
d3k

�
Ks.k/K�

p.k/

� .k/ ��0 .p/
C Kp.k/K�

s .k/
� .k/C�0 .s/

�
: (3.97)

Therefore, the total amplitude of the effective sample–probe tip interaction is given
by the sum of (3.96) and (3.97), which includes effects from the macroscopic
subsystem M. We write this effective interaction potential for the nanometric
subsystem n as Veff .r/ because we have both Veff .2; 1/ and Veff .1; 2/ as a function
of the distance between the sample and the probe tip after the k-integration.
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3.6.4 Effective Mass Approximation of Exciton–Polaritons and
Yukawa Potential

The dispersion relation of exciton–polaritons, as schematically shown in Fig. 3.1,
can be approximated by

„�.k/ D „�C .„k/2
2mpol

(3.98)

in terms of the effective mass of exciton–polaritons mpol. Note that it is valid for
both upper and lower branches when the center of mass motion of excitons is
included. From this and the discussion of (3.95), it follows that Veff .r/ results from
the exchange of virtual exciton–polaritons or massive virtual photons. Substitut-
ing (3.98) into (3.96) and (3.97), we can rewrite the effective potential Veff .r/ as

Veff .r/ D �4
s
p„Epol

3i�r .„c/2
Z

dk kf 2 .k/ eikr

(
1

k2 C 2Epol .Em C Es/ .„c/�2
C 1

k2 C 2Epol .Em � Es/ .„c/�2

C 1

k2 C 2Epol
�
Em C Ep

�
.„c/�2 C

1

k2 C 2Epol
�
Em � Ep

�
.„c/�2

)

D 2
s
pE
2
pol

3i�r .„c/2
Z

dk kF .k/ eikr ; (3.99)

where we use the notations Epol D mpolc
2 and Em D „� and average the

summation over 	 as 2=3. In addition, we define F.k/ as

F.k/ �
 

AC
k2 C�2

sC
� A�
k2 C�2

s�

!
C
 

BC
k2 C�2

pC
� B�
k2 C�2

p�

!

C
 

CC
k2 C�2

mC
� C�
k2 C�2

m�

!
; (3.100)

with

�s˙ D
p
2Epol .Em ˙ Es/

„c ; (3.101a)

�p˙ D
q
2Epol

�
Em ˙ Ep

�
„c ; (3.101b)
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which is related to the four kinds of effective masses of the Yukawa potential, as
will soon be seen. The effective masses with the suffixC are larger than those with
the suffix �, and thus, �sC (�pC) is heavier and has shorter interaction range than
�s� (�p�). The two constants �mC and �m� mainly give the periodic functions
related to the property of the macroscopic matter subsystem, not to the microscopic
subsystem, and the third pair of terms in (100) will be omitted in the following. The
weight factors in (100), that is, A˙ and B˙, are functions of Es , Ep, Epol, and Em
and are given by

A˙ D ˙ 2 .Em � Es/ .Em ˙ Es/2
Es .Es ˙WCEm/ .Es ˙W�Em/

; (3.102a)

B˙ D ˙ 2
�
Em � Ep

� �
Em ˙Ep

�2
Ep

�
Ep ˙WCEm

� �
Ep ˙W�Em

� ; (3.102b)

with

W˙ D Epol

2Em
˙
s�

1 � Epol

2Em

	 2
� 1
2
: (3.103)

Finally, as the sum of the Yukawa functions with several kinds of masses, we obtain
the following effective potential or near-field optical potential Veff .r/:

Veff .r/ D
2
s
pE

2
pol

3 .„c/2 fACY .�sCr/ �A�Y .�s�r/

CBCY
�
�pCr

� � B�Y
�
�p�r

��
; (3.104a)

Y .r/ � exp .�r/
r

: (3.104b)

To sum up, we find that the major part of the effective interaction exerted in the
microscopic subsystem n is the Yukawa potential, after renormalizing the effects
from the macroscopic subsystem. This interaction is mediated by massive virtual
photons, or polaritons, where exciton–polaritons have been employed in the explicit
formulation, but in principle other types of polaritons should be applicable.

In this section, we have mainly focused on the effective interaction of the
microscopic subsystem n, after tracing out the other degrees of freedoms. It is
certainly possible to have a formulation with the projection onto the P space that
is spanned in terms of the degrees of freedoms of the massive virtual photons. This
kind of formulation emphasizes a “dressed photon” picture, in which photons are
not massless but massive due to the matter excitations.
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3.7 Applications

Let us now turn to some applications of our formulation. Although there might
be a variety of possibilities, we address basic problems related to atom deflection,
trapping, and manipulation with optical near fields generated in a probe tip–atom
system, which is expected to be developed towards nanophotonics and atom photon-
ics. At the same time, we also apply our approach to some conventional optical near-
field problems that have been discussed from classical electrodynamics viewpoints.

3.7.1 Single-Atom Manipulation

3.7.1.1 Previous Studies
In 1990 D. Eigler et al. manipulated both Xe atoms on a Ni substrate and CO
molecules on a Pt substrate using a scanning tunneling microscope (STM) to
demonstrate atom tweezers and nano-fabrication [35–37]. A single Cs atom was
trapped in a cavity with a length of a few tens of micrometers by H. J. Kimble et al.,
who utilized propagating light and laser-cooling techniques that made rapid progress
during these years [38]. Since the optical near field is independent of the diffraction
limit that the propagating light suffers from, one can expect more precise control of
an atom with the optical near field than that with propagating light. H. Hori and M.
Ohtsu showed that a variety of atoms could be trapped near a nanometric near-field
optical probe tip if the optical frequency of the incident light is negatively detuned
from an atomic resonant frequency, that is, red detuned [8, 39, 40]. V. V. Klimov
et al. estimated the spatial distribution of optical near fields required for an atom
trap [41]. H. Ito et al. proposed a method to trap a single Rb atom with an optical
near field, where they assumed a potential well due to the balance of attractive van
der Waals forces and repulsive dipole forces exerted in a near-field optical probe
tip and the atom system [42, 43]. They phenomenologically obtained the potential
well, assuming the spatial distribution of the optical near field described by the
Yukawa function. This assumption is now being verified by an experiment with two
nanometric probe tips [43].

These studies are very important and intriguing from the following viewpoints:
optical near-field observation with an atom probe nano-structure fabrication with
single-atom manipulation, and local statecontrol of nano-structure, etc. We will
thus devote ourselves to these themes in the rest of the section, on the basis of the
formulation that we have developed.

3.7.1.2 Possibility of a Single-Atom Trap with Optical Near Fields
Let us first take an example with a typical alkali-metal atom 85Rb, in order to
qualitatively examine the features of the effective potential described by (3.104a).
We take Es D 1:59 eV for the excitation energy between the 5S1=2 and 5P3=2 levels
of 85Rb. Assuming infrared and visible excitations of a macroscopic matter system
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and a probe tip, we vary the values ofEm andEp over the range 1:0 � Em � 1:8 eV
and 1:0 � Ep � 1:2 eV, respectively.

Then how does the near-field optical potential Veff .r/ change? Figure 3.3a–c
shows an example of such results. The curves shown as A, B , and C in Fig. 3.3a
correspond to the term ACY .�sCr/, the term BCY

�
�pCr

�
, and the term Veff .r/,

respectively. These curves are obtained for Em D 1:0 eV, Ep D 1:2 eV, and the
detuning ı � Em � Es < 0, where both A˙ and B˙ are negative from (3.102a)
and (3.102b), and thus, the total potential Veff .r/ is negative, that is, an attractive
potential is formed. On the other hand, the curves denoted A, B , and C in Fig. 3.3b
and c correspond to the terms ACY .�sCr/ � A�Y .�s�r/, BCY

�
�pCr

� �
B�Y

�
�p�r

�
, and Veff .r/, respectively. We use Em D 1:8 eV, Ep D 1:0 eV,

and ı > 0 in Fig. 3.3b, while in Fig. 3.3c Em D 1:8 eV, Ep D 1:2 eV, and
ı > 0. It follows from the figures that the potential value depends on the sign
and magnitude of each term. In both figures, (b) and (c), the term ACY .�sCr/ �
A�Y .�s�r/ represented by curve A is negative, and thus, an attractive potential
is formed for the atom. The term BCY

�
�pCr

� � B�Y
�
�p�r

�
shown by curve

B is positive and results in a repulsive potential for the atom. Moreover, we have
jACY .�sCr/ �A�Y .�s�r/j >

ˇ̌
BCY

�
�pCr

� � B�Y
�
�p�r

�ˇ̌
for Fig. 3.3b,

and as a result, the total potential Veff .r/ becomes attractive. In contrast to Fig.3.3b,
the potential changes sign in Fig. 3.3c when r goes beyond some value. Since
jACY .�sCr/ �A�Y .�s�r/j >

ˇ̌
BCY

�
�pCr

� �B�Y
�
�p�r

�ˇ̌
at large r , while

jACY .�sCr/ �A�Y .�s�r/j <
ˇ̌
BCY

�
�pCr

� � B�Y
�
�p�r

�ˇ̌
at small r , the

total potential Veff .r/ has a minimum at some r and becomes a potential well.
This example indicates that one can control the r-dependence of Veff .r/, that is,
the shape of the near-field optical potential, by choosing appropriate materials and
probe structure. In addition, we can expect a trapping potential for a single Rb atom
around a location with the dimensions of a probe tip.

One of the important factors in experiments with a near-field optical probe is
how small a probe tip should be used. Therefore, one should examine the change
in the near-field optical potential described by Veff .r/ in (3.104a), taking account
of the size of the probe tip. In the following, we assume for simplicity that an atom
is the point-like object with discrete energy levels, while the probe tip is a sphere
with radius a. The tip sphere at the position of rp , as shown in Fig. 3.4, produces a
near-field optical potential at the atom position rA:

V.r/ D 1

4�a3=3

Z
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�ˇ̌
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; (3.105)



3 Optical Near-Field Interactions and Yukawa Potential 95

0 2 4 6 8 10 12 14

–15

–10

–5

0

5

10

15c

P
ot

en
tia

l  
(n

eV
)

r / a

0 2 4 6 8 10 12 14

–15

–10

–5

0

5

10

15b

P
ot

en
tia

l  
(n

eV
)

r / a

0 2 4 6 8 10 12 14

–15

–10

–5

0

5

10

15
A

B

C

a

P
ot

en
tia

l  
(n

eV
)

r / a

A

B

C

A

B

C

Fig. 3.3 Examples of the
near-field optical potential
Veff shown in the solid curves.
The horizontal axis is
normalized by the probe-tip
size a (see the text for details
of the parameters used)
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Fig. 3.4 Schematic drawing
of an atom manipulation and
the geometry of the model.
The vectors rA and rp denote
the center of the atom and the
center of the tip sphere with
radius a, respectively. An
arbitrary position inside the
tip sphere is represented by r2
measured from the origin of
the coordinate system and r0

measured from the center of
the tip sphere, respectively

where we assume the Yukawa sources are homogeneously distributed within the
probe-tip sphere. Thus, the total potential V .r/ is expressed in terms of the Yukawa
potential as a function of the distance between the center of the tip sphere and the
atom position.

Now let us consider whether or not the total potential V .r/ can have a potential
minimum suitable for atom trapping. As a test case, we again use a 85Rb atom with
Es D 1:59 eV and 
s D 7:5 debye. A probe tip with a radius of 10 nm is assumed,
whose transition dipole moment 
p D 1:5 debye and excitation energy Ep D
1:51 eV are assumed. They are coupled to macroscopic matter with Em D 2:0 eV.
For the effective mass of the exciton–polaritons,Epol D mpolc

2 D Em is employed.
It follows from Fig.3.5 that the potential has a minimum of �20 neV near a position
r D 2a from the probe-tip surface. Approximating it by a harmonic oscillator
potential around the minimum point, we find that two or three vibrational levels
can be supported; the lowest vibrational energy with the label n D 0 corresponds
to 3:1 neV, or equivalently 35�K. This result suggests the possibility of single
Rb-atom trapping at this level [19].

It may be interesting to compare the depth of the above potential well with the
ones obtained for an atom and a microsphere system in which the radius of the
sphere is much greater than ours. The potential depth for a Rb atom semiclassically
calculated in [44] is of the same order of magnitude or possibly a little shallower
than our results. However, their minimum position of the potential depends on the
wavelength used and is different from ours. This is because they use a microsphere
with a dielectric constant of 6 and a radius of about 1�m for visible light.
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Fig. 3.5 Example of near-field optical potential for 85Rb (resonance energy of 1:59 eV), repre-
sented by the solid curve. The probe tip is assumed to have a radius of 10 nm and an electronic
excitation energy of 1:51 eV. Approximating it by a harmonic oscillator potential around the
minimum point, three vibrational levels are shown. The shaded area shows the probe-tip size

The potential for a Cs atom quantummechanically calculated with a 50-�m sphere
shows the similar tendency [45]. It follows that the nonresonant term neglected
in [44], that is, the optical near field leading to size-dependent effects, becomes
important as the tip sphere becomes smaller. The effect of an ideally conducting
conical surface on an atom was also classically estimated [46], and the energy shift
of the atom in the region of interest seems to be similar in order of magnitude,
although the details of the parameters used are not known.

3.7.2 Atom Deflection by Optical Near Fields

The incident atomic beam for this kind of experiment is cooled by laser-cooling
techniques [47], so that the atomic velocity is approximately 1m/s in vacuum, or
equivalently 10mK. Such atoms with low velocity are deflected or scattered by
the near-field optical potential given by (3.105). This thus can be formulated as
a potential scattering problem within the Born approximation. As the velocity of
the atom decreases, the first Born approximation becomes invalid. It is known,
however, that the first Born approximation breaks down when the incident velocity is
close to the submeter-per-second range or the kinetic energy is in the submillikelvin
range [48].

The differential scattering cross-section � .�/ is given in the first Born approxi-
mation by

� .�/ D
ˇ̌
ˇ̌̌
ˇ�

1

4�


8�M

K„2
� 1Z
a

rdrV .r/ sin .Kr/

ˇ̌
ˇ̌̌
ˇ
2

; (3.106)
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where the atomic mass is denoted by M, and the momentum transferK is defined in
terms of the velocity of the atom v, scattering angle � , and M as

K D 2M v

„ sin


�

2

�
: (3.107)

Substituting the potential V.r/ described by (3.105) into (3.106), we have an explicit
formula for the differential scattering cross section [19]:
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ˇ̌̌
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� BX
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g j

ˇ̌̌
ˇ̌
ˇ
2

; (3.108)

which provides us with the ratio of the atomic flux at scattering angle � to the
incident atomic flux.

Figure 3.6a and b shows the differential scattering cross section of 85Rb with
an incident velocity of 1 m/s when the effective potential Veff .r/ is the attractive
potential represented by curve C in Fig. 3.3a and b. The curves denoted A, B , and
C are calculated with a tip sphere radius of 10, 30, and 50 nm, respectively. The
periodic structure in both figures results from the finite size of the probe tip. From
the analytic expression, it follows that the periodic length is inversely proportional
to the tip size: The larger the tip size, the shorter the period. Comparing with the
first minimum of the differential scattering cross section, we see that a smaller
probe tip can deflect the atom more strongly in both figures, although the optimum
size should be determined from a discussion of the de Broglie wavelength of the
atom. The difference between Fig. 3.6a and b can be understood from the sign of
each term in V .r/ given by (3.105). In Fig. 3.6a, each component in (3.108) has
the same sign in terms of the sum of Zg jGj and j and constructively contributes
to the scattering amplitude. On the other hand, each component in (3.108) has the
opposite sign for Fig. 3.6b and is destructively summed in the scattering amplitude.
This reduces the first minimum of the deflection angle � .

In order to estimate a typical displacement of the atomic beam from the incident
direction, that is, a typical deflection angle, let us assume a case in which the incident
atomic flux N is 1010

ı�
cm2 s

�
and the atomic flux required for detection Nd is

103
ı

s. It is necessary for the measurement data to be meaningful that the inequality
N� .�/ � Nd holds. It follows from curve A in Fig. 3.6b that this condition is
satisfied if � � 1ı with a tip radius of 10 nm. This deflection angle is large enough
to be detected in the current experimental situation.
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Fig. 3.6 Differential
scattering cross section of
85Rb with an incident velocity
of 1m/s in the first Born
approximation. The radius of
the tip is 10 nm (A), 30 nm
(B), or 50 nm (C). In (a) the
near-field optical potential
shown in Fig. 3.3a is
assumed, while the potential
corresponding to Fig. 3.3b is
assumed in (b)

3.7.3 Fundamental Properties of Optical Near-Field Microscopy

In this section, we show that our formulation is also applicable to conventional
problems in optical near fields in a unified way, as well as atom manipulation
discussed above. The optical near-field intensity in an idealized probe–sample
system is calculated in order to analyze fundamental properties of detected signals
of optical near-field microscopy [49].

As shown in the preceding section, virtual exciton–polariton exchange is a
source of the effective probe–sample interaction. From the dispersion relation of
the exciton–polaritons, it follows that they are massive, with an effective mass
which is usually determined from „k jd�.k/ =dkj�1kD0. Here it should be noted
that the electrons in a nanometric probe or sample are locally confined and that
electron wave numbers are also localized around k0 D �=a˛ , depending on the size
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a˛ (˛ D s; p) of the probe–sample system. Then the wave number or momentum of
the exciton–polariton virtually exchanged between the probe and sample is expected
to close to the wave number k0. Thus, we define the effective mass of the exciton–
polaritons at k D k0 instead of k D 0:

1

mpol
D
�
1

„k
ˇ̌̌
ˇd�.k/dk

ˇ̌̌
ˇ
�
kDk0
	 c

„k0 D
a˛c

�„ ; (3.109)

because the eigenfrequency�.k/ is close to the frequency of free photons around
k D k0. Using this approximation, we can rewrite the near-field optical potential
described in (3.104a) as
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�
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�)
; (3.110)

where the effective masses of the Yukawa function are approximated as �s˙ D
�=as and �p˙ D �=ap by assuming �0 .s/, �0 .p/ 
 ck0 (cf. (3.101b)). This
assumption is reasonable when the size of the dielectric probe–sample system is
a few tens of nanometers. For future use, we sum exactly over 	, yielding the
additional terms consisting of gradient operators in (3.110), instead of the previous
averaging to 2=3.

Now let us discuss the fundamental signal intensity properties of the
microscopy, using a typical nanometric probe–sample system. As shown in
Fig. 3.7, we consider two cases: (a) A probe sphere with radius a1 is scanned
above a sample sphere with radius as on a plane of constant height, where the

x

a1

as as

h a1

q

a2

a b

Fig. 3.7 Illustration of the
models for an optical
near-field probe and sample
system: (a) a spherical probe
with radius a1 and (b) a
tapered probe consisting of
two spheres with radii of a1
and a2
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height h is the shortest distance between the top of the sample sphere and the
bottom of the probe sphere, and (b) tapered probe with angle � , modeled by two
spheres with radii of a1 and a2, is scanned above the sample sphere as in the first
case. From (3.110), the Yukawa potential as the effective interaction is generated
between two arbitrary points .ri ; rs/ in the probe and sample spheres. Thus, the
pickup signal I obtained from the entire probe sphere can be written as

I
�
rsp
� �

2X
iD1

ˇ̌̌
ˇ
Z Z

rri Veff .jri � rs j/ d3rsd3ri

ˇ̌̌
ˇ
2

/
2X
iD1

�
a3i

�
as

ai
cosh


�as

ai

�
� 1

�
sinh


�as

ai

�	

�
 
1

rsp
C ai

�r2sp

!
exp


��rsp
ai

�#2
; (3.111)

where rsp denotes the distance between the center of the probe and the sample. The
pickup signal decays in a similar way to the Yukawa function. The numerical results
based on (3.111) are presented for the case (a) in Figs. 3.8 and 3.9 and for the case
(b) in Figs. 3.10 and 3.11.

Figure 3.8 shows the signal intensity from the sample with as D 10 nm detected
by the probe with a1 D 10 or 20 nm, scanned in the lateral direction with constant
height h D 1 nm. It follows that each full width at half maximum determining
the lateral resolution of the system is nearly equal to the size of each probe tip.
In Fig. 3.9, we present the signal intensity normalized by the volume of both
probe and sample spheres when the probe radius is varied with the radius of
the sample sphere fixed at as D 10 or 20 nm. It shows that the signal remains the
highest when the probe size is comparable to the sample size. This is called the
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Fig. 3.8 Spatial distribution
of signal intensity scanned
with probe-tip sizes of
a1 D 10 nm (solid curve) and
20 nm (dotted curve), where
the sample size as D 10 nm
is assumed
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size-resonance effect. These results are consistent with numerical ones obtained
with other methods [50, 51].

In Fig. 3.10, we plot the signal intensity as a function of the probe position,
varying the taper angle � . When the taper angle is as small as � D 20ı, as shown in
Fig. 3.10a, the signal intensity due to the tapered part is negligibly small and the net
signal is determined by the apex contribution. This means that the lateral resolution
is dominated by the apex part. By contrast, as the taper angle becomes as large as
� D 80ı, the taper contribution to the signal intensity becomes significant. This
broadens the width of the net signal (see Fig. 3.10b), leading to the degradation of
contrast, that is, the ratio of the signal intensity from the apex part to that from the
tapered part. Figure 3.11 shows the dependence of this contrast on taper angle � . It
illustrates how the approach distance of the probe affects the contrast of the image.
For an approach distance as small as h D 1 nm, the interaction between the apex and
sample spheres is stronger than that between the taper and sample spheres. Thus,
the apex sphere is the main factor determining the contrast, as well as the lateral
resolution. As the approach distance becomes as large as h D 10 nm, the interaction
between the apex and the sample is weakened in contrast with that between the
taper and the sample. This can be understood by noting that the interaction range of
a larger sphere is longer than that of a smaller sphere. Therefore, in such a case, the
tapered part gradually determines the contrast with increasing taper angle. At taper
angles as large as 60ı, the contrast degrades again. It is worth noting here that we
could improve the contrast, and accordingly the lateral resolution of the system, by
screening the tapered part with some kind of metallic coating, which would reduce
the interaction between the taper part and the sample.

At the end of this section, we comment on the polarization dependence of the
signal intensity. It follows from (3.110) that the polarization effect manifests itself
near the edge of a sample. As an example, we show the signal intensity from a
circular aperture in Fig. 3.12, where the incident polarization relative to the aperture
is fixed in the x-direction, while all polarization components of the probe are
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Fig. 3.10 Spatial distribution of signal intensity detected by a tapered probe with taper angles (a)
20ı and (b) 80ı. The dashed, dotted, and solid curves represent the contributions from the probe
tip, the taper, and their sum, respectively

detected. The signal intensity is enhanced near both sides of the aperture that are
perpendicular to the incident polarization direction. In Fig.3.12b, the dependence of
the signal intensity on approach distance of the probe is plotted. The enhancement
of the signal at the aperture edges disappears, as the probe is located at a higher
position. Such polarization dependence of the signal intensity has been explained
theoretically and numerically by using macroscopic electromagnetic theory. Exact
expressions of electromagnetic fields have been obtained for an infinitely thin
conducting plane with a small aperture by Leviatan [52] and for a relatively thick
one by Roberts [53]. Novotny et al. [54] have shown similar results numerically
by means of the multiple multipole (MMP) method. The results presented here are
qualitatively consistent with these previous studies.
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Fig. 3.11 Variation of the ratio of signal intensity from the apex part to that from the tapered part
as a function of taper angle. The solid, dotted, and dashed curves represent results for heights,
h D 1, 5, and 10 nm, respectively. The region above the horizontal line, the ratio 1, indicates that
the contrast can be determined from the probe tip, not the taper part. By contrast, the tapered part
governs the contrast in the region below the ratio 1

3.8 Outlook

From both basic and application viewpoints, there remain in this field a lot of
intriguing issues that we could not discuss. The emphasis here lies in the coupling
between a nanometric subsystem n and a macroscopic subsystem M, and the
effective interaction induced in the nanometric subsystem. In such a system, cavity
quantum electrodynamics (QED) effects are to be expected. One of them is the
Casimir–Polder effect [55] due to vacuum fluctuation and retardation effects, both of
which are easily included in our framework. In addition, cooperative or destructive
effects inherent in the system might be found in dissociation and adsorption
processes of atoms or molecules, which will help us to elucidate the nature of
nanostructure and take advantage of it.

It will be possible to have another formulation emphasizing a “dressed photon”
picture if the P space is spanned by including degrees of freedom of massive
virtual photons mediating between constituents of a nanometric subsystem. Such a
formulation will reveal more about the difference between propagating real photons
and massive virtual photons, phases, and numbers of tunneling photons. Moreover,
it can provide new understanding and insights related to observation problems and
the reaction mechanism.

A low-dimensional system such as a nanometric quantum dot system is another
candidate for a sample interacting with an optical near field as well as an atom
or a molecule. The competition of several coupling sources may be of principle
importance in such a system. There are fundamental and profound problems when
we regard the optical near field as a mixed state of photons and matter excitations:
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Fig. 3.12 Spatial
distribution of signal intensity
in the (a) xy-plane and (b)
xz-plane. The circular
aperture with a radius of
10 nm is chosen as a sample,
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incident light is parallel to the
x-axis

What is the basic equation governing coherence and decoherence of the system?
How are the coherence, population, and excitation energy transferred from one
dot to another? The answers to such problems will open up new possibilities of
applications using the optical near field such as nanometric photonic devices based
on a new principle of operation.
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Abstract
In this chapter, we present a simple phenomenological model of an optical near
fields interacting with two-level systems and discuss the dynamics of dipole
excitation and radiation properties of the system. As a result, we find that
the locally near-field coupling enables controlling the dipole distributions by
manipulating the initial excitations and causes strong oscillating radiation pulses.
Transport phenomena of the near-fields photons through material systems shows
switching between flow and block depending on the coupling strength between
material systems and near-field photons.

4.1 Introduction

4.1.1 What Are Optical Near Fields?

Since the insight of Synge [83], the localization of light near a material system
has been recognized as one of the unique properties of an optical near field, and
for more than two decades, a variety of theoretical and experimental studies have
been intensively conducted [28, 62–66, 68, 70]. At the beginning of this chapter, we
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Fig. 4.1 (a) The infinite planar boundary between a dielectric surface and a vacuum. Incident
light from the dielectric surface is generally reflected and refracted. (b) Evanescent light on the
dielectric surface generated by total internal reflection of the incident light
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Fig. 4.2 Optical near fields in various boundary conditions. (a) An optical near field leaking from
a hole that is much smaller than the wavelength of light. The leaking field attenuates as it leaves the
aperture. The localization range of light is much smaller than the wavelength of light, depending
on the size of the aperture. (b) An optical near field surrounding a small dielectric sphere and the
scattered optical far field produced by an incident optical far field. The localization range of the
optical near field is determined by the sphere radius and is independent of the wavelength of light

explain the spatial localization property of light, using two examples, in order to
give a physical insight into the optical near-field phenomenon.

The first example is evanescent light, which is generated on a dielectric surface,
as is well known, when the incident angle � of a plane wave of light exceeds the
critical angle �c and total internal reflection occurs as shown in Fig. 4.1 [65, 77].
The penetration or attenuation depth normal to the surface (along the z-axis) is of
the order of the wavelength of light, which indicates the spatial localization of light
along the z-axis. This differs from ordinary propagating light, and much attention
has been paid to its characteristics [5,8,17,23,36,37,39,43,51,61,79,86–90]. Note
that the total internal reflection is a macroscopic phenomenon, and that it is valid
only on a scale at which the refractive index n of bulk material has meaning.

Another example is illustrated in Fig.4.2 [65,66]. Figure 4.2a shows a plane wave
of light indicent to a plane with a small hole of radius a that is much smaller than
the wave length � of light. Little of the propagating far-field light passes through the
hole, but light exists as an optical near field near the aperture on the other side. The
localization range of the optical near field is much smaller than the wavelength of
light and is determined by the aperture size a. This kind of field, which a scanning
near-field optical microscope (SNOM) uses at the tip of an optical near-field probe,
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has been investigated in detail [7, 13–15, 53]. A more general situation is depicted
in Fig. 4.2b. By irradiating a dielectric that is much smaller than the wavelength
of the incident light, optical near fields coiling around the object are generated
together with scattering far fields. The localization range of the optical near fields is
independent of the wavelength of the incident light and is determined by the size of
the object: it depends on the radius a of the dielectric sphere as shown in Fig. 4.2b.
Such spatial localization reflecting the structure of the source of the fields (i.e.,
the induced polarization in matter) gives SNOM and other nanophotonic devices
based on optical near-field spatial resolution that is far greater than the diffraction
limit [62, 65, 66, 70]. Readers interested in a variety of SNOM applications and
the state of the art of nano- and atom photonics are recommended to refer to the
literature [35, 40, 42, 62–67, 70, 82].

Theoretically, we need a reasonable explanation of why light waves or photons
are localized, and present an example of an empirical method here. The evanescent
field generated on a planar dielectric surface can be obtained by analytical continu-
ation of the wave vector k? normal to the surface as exp.ikk �r��z/ with k? D i�
(� : real), whose localization range is about that of the wavelength of the incident
light. Similarly, optical fields around a tiny dielectric sphere that is much smaller
than the wavelength are described by the spherical Hankel function with analytic
continuation of the radial component of the wave vector k? to the pure imaginary
k? D i� ; the first kind of Hankel function of order 0 gives the typical form of an
optical near field around a sphere as

� D e��r

�r
: (4.1)

The fields satisfying the spherical boundary condition can be expanded in terms
of plane waves or can be expressed using angular spectrum representation. From
a numerical analysis, it follows that the distribution of the angular spectrum has a
peak at � D 1=a [65]. Applying the result to (Eq. 4.1), we see that the localization
range of the optical near fields around a sphere is of the order of the radius a, that
is, the size of the material system.

Here, it is obvious that an optical near field should be derived consistently from
microscopic-induced polarization in matter because they are mutually related, and
several approaches in this direction are outlined in the following Sect. 4.1.2.

4.1.2 Theoretical Approaches

Self-consistent descriptions of optical near fields are required, as mentioned above,
and the recent advances in nanoscience and technology have promoted investigation
of the dynamics of nanometric material systems interacting with optical near fields,
which is a critical and fundamental base for nanophotonics. However, the situation
is not simple; an optical near field involves both an optical field and the excitation
of matter on a nanometer scale, which is considered as elementary excitation.



4 A Phenomenological Description of Optical Near Fields and Optical Properties 113

Moreover, the existence of a boundary or surface strongly affects the elementary
excitation mode. It is mandatory to find a proper normal mode or a suitable basis
function to satisfy such boundary conditions for a nanometric system. Such a basis
function definitely differs from the plane-wave basis used in bulk theories [7,17,53],
but it is very difficult to evaluate it in a rigorous manner except for the simple
boundary condition. On a nanometric scale, a quantum nature appears in an optical
field–material system, which requires a quantum description of the system creating
additional fundamental difficulties.

One possible approach is the semiclassical, self-consistent theory proposed by
Cho et al. [20] and Ishihara and Cho [38], which quantum-mechanically describes
microscopic polarization in matter to include a nonlocal response, while the
electromagnetic field is classically treated by Helmholtz’ equation. They predicted
the size dependence and allowance of a dipole-forbidden transition in a nanometric
quantum dot system numerically [21]. Nevertheless, the principal difficulty of
quantizing the electromagnetic field using a nonlocal approach remains, as does
the difficulty in treating the dynamics of a nanometric material system coupled
via optical near fields, because of the complexity involved in a self-consistent
procedure.

An alternative approach is to use a normal mode or the Carniglia–Mandel
mode as a complete and orthogonal set that satisfies the infinite planar boundary
condition between the dielectric and a vacuum [8, 17, 37]. This formulation allows
us to quantum-field-theoretically describe an evanescent field that is localized
along the normal to the surface and possesses an anomalous dispersion relation
different from free photons, both of which are important properties of an optical
near field. This approach has revealed interesting phenomena that occur near the
surface [17, 24, 36, 37, 39, 43, 56, 61, 86–90], but it unfortunately provides neither a
self-consistent description of a material system nor a normal mode to satisfy more
general or realistic boundary conditions, such as an optical near-field probe–sample
system.

K. Kobayashi et al. proposed another approach for focusing on the relevant
subsystem that we are interested in and to extract a characteristic feature of
the subsystem after renormalizing the other irrelevant subsystem [46–48]. Using
a quasiparticle representation for a macroscopic material–electromagnetic field
system, which only considers the near-field configuration of the system without
rigorously taking into account the boundary condition, they showed the localization
of optical near fields around a nanometric material system. They have also discussed
the dynamics of a single atom, molecule, or nanometric quantum dot system
interacting with the optical near field [49, 74, 78].

In this chapter, we present a simple phenomenological model of an optical near
field based on this last approach, in order to discuss the dynamic properties of a
nanometric material system interacting with an optical near field. The model uses
a concept of the “localized photon” to represent the localization property of the
optical near field phenomenologically and two-level systems as representative of a
nanometric material system. To clarify the difference between optical near fields
and far fields, we compare the results obtained using our model with those of the
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Dicke model, which consists of a two-level system interacting with radiation field
and has been studied extensively since originally presented by Dicke [25].

4.1.3 Difference Between Optical Near Fields and Propagating
Fields: Local Versus Global Coupling

The main difference between a material system coupled with optical near fields and
that coupled with propagating far fields is that one is a locally coupled system and
the other is a globally coupled one, as depicted schematically in Fig. 4.3.

Since the propagating field is usually expanded in terms of a plane-wave basis,
photons emitted as plane waves propagate from one site to distant sites in the
material system and can also excite the far sites (global excitation [72]), as shown
in Fig. 4.3a. By contrast, as shown in Fig. 4.3b, “near-field photons” or “localized
photons” can move only to nearby sites and excite them (individual excitation).
Generally speaking, the dynamics of a locally coupled system differ from those of
a globally coupled system with respect to its equilibrium state [41] or the relaxation
speed toward equilibrium [71]. Therefore, we expect the dynamics and equilibrium
states for a locally coupled system to differ from those of an ordinary globally
coupled system, such as a propagating field-matter system. From this perspective,
it is important to investigate the nanometric material system that is interacting with
optical near fields via individual excitations [49, 74, 78, 80].

This chapter presents a model of a material system (a quantum dot system)
interacting with optical near fields and discusses the dynamics of the electric dipole
moment and the radiation properties of the system. The radiation propeties of the
system are compared with those of a material system interacting with optical far
fields. The propagation dynamics of the excitations of quantum dots described in
terms of excitons in N two-level systems locally prepared by an optical near field
is investigated in detail. In a dilute limit of excitation, excitons are approximated
as bosons [4, 45], and the dipole moments of the two-level system follow linear
dynamics. In a nondilute case, excitons obey the fermion commutation relations

B a+ B+aeikx

B +B a+ a

a

b

Fig. 4.3 Schematic drawing
of (a) global and (b) a local
coupling systems. Each
element of the system in (a)
can interact directly with
arbitrary elements at a distant
site, while the elements at the
near site can interact only
with each other in (b)
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and are described in nonlinear equations of motion. We predict that with local
manipulations of excitations (by using the optical near fields), as a result of the
dynamics of the system, we obtain a coherent oscillation of all the dipoles in the
system (dipole ordering) and strong radiation from some of the dipole-ordered
states, which are comparable to Dicke’s superradiance [25].

4.1.4 Radiation Properties of Two-Level System

In 1954, Dicke discussed the cooperative emission of radiation from a collection of
excited two-level systems, the superradiance. He found that under certain conditions
the radiation rate is proportional to the square of the number of two-level systems
involved, and an intense pulse is emitted [25]. Superradiant phenomena attracted
considerable attention from a large number of authors in the 1970s [2,3,9,11,12,22,
29,32,52,60,73,81]. For a small system that is much smaller than the wavelength of
radiation, the equations of motion for the two-level system coupled to the radiation
field (Dicke model) are given as follows:

@�A

@t
D ��0.RCR��A � 2R��ARC C �ARCR�/ (4.2)

where �A is the density operator after eliminating the radiation field’s degrees of
freedom from the total density operator of the system, R˙ is the collective raising
and lowering operators of two-level systems [25], and 2�0 is the inverse of the
spontaneous emission lifetime of each two-level system (Einstein’s A coefficient).
From (Eq. 4.2), one obtains differential equations for the observables of the
two-level system. By using a semiclassical approximation of neglecting quantum
correlations in the two-level system, an analytical solution [3, 73] for the radiation
intensity I can be written as

I / N2sech2 Œ�0N.t � t0/� (4.3)

which has a cowbell-shaped radiation profile, and shows a radiation pulse emitted
under certain initial conditions whose height and width are proportional to N2 and
1=N , respectively. Note that the semiclassical approximation does not correctly
predict the dynamics starting from completely inverted states [3, 60] with no dipole
moments because the quantum fluctuations of the dipole moments are essential in
the radiation process.

The above discussion holds for the case the two-level systems coherently interact
with radiation fields. However, in the case that there exists inhomogeneity of the
dynamics of the two-level sytems and decoherence is generated, the superradiant
states are modified. One of the origin of the decoherence is reabsorption of emitted
photons [29] by the two-level systems; namely, some part of the coherence in the
system is destroyed by the reabsorption. These effects occurred in large systems,
in which the atomic system is large enough to reabsorb the emitted photons.
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For two-level systems confined within a long cylindrical sample, Bonifacio et al.
predicted multiple peaks in the radiation profile that stem from the stimulated
absorptions and emissions in the long active region [9, 11]. Skribanowitz et al. [81]
made experimental observations using a cylindrical sample, and their experimental
results were analyzed by Bonifacio et al. [12].

Another origin of the decoherence is strong local couplings of the two-level
systems. By introducing the dipole the dipole-dipole interactions among atoms it
is shown that the interactions reduce the peak height and extend the tail of the
radiation profile [22, 29]. To examine the dipole–dipole interactions in exciton
systems, Tokihiro et al. examined a linear excitonic system, in which excitons
can hop from one site to its nearest neighbors via the dipole–dipole interaction
and showed that radiation from a totally inverted state as the initial condition has
a reduced peak intensity with extension of the tail [84], as discussed by Coffey
et al. [22]. They also claimed that the radiation profile from a partially excited
state shows oscillatory behavior, as indicated by Bonifacio et al. [9]. In addition,
T. Brades et al. discussed the oscillatory behavior of a superradiating system coupled
to electron reservoirs [16]. It is clear that the peak intensity reduction of radiation in
both cases comes from the dipole–dipole decoherence, but it is not obvious whether
the multiple pulses so generated have the same origin.

For observation of radiation phenomena of quantum dot system, recently the
emission spectra of CuCl quantum dots were measured, and Nakamura et al. [59]
reported a single peak of pulse emission. Recently, Y. N. Chen et al. proposed a way
to detect a current of superradiance in a double-dot system [19], while N. Piovella et
al. discussed how to detect a photon echo in the superradiance from a Bose–Einstein
condensate [69].

In this chapter we investigate the near-field interactions among material systems
as a kind of local coupling of the system and discussed the effect of them on
radiation properties.

4.1.5 Chapter Outline

The chapter is organized as follows. Section 4.2 presents a model of N two-
level quantum dot systems interacting with optical near fields represented in terms
of localized photons and describes the model Hamiltonian. In Sects. 4.3–4.5, we
discuss dynamics of dipole moments of the system and examine effects of initial
distributions of dipoles and excitations on their developing states. Section 4.3
gives dipole propagations in weak excited system (system with the “dilute limit”
of excitons) within a boson approximation of excitons. In Sect. 4.4, for genral
cases without the dilute limit, we find the relation between quasi-steady states and
initial distributions of excitations and show how to control the dipole distributions.
Section 4.5 classifies series of the quasi-steady states of the dipole distribution
by introducing an effective Hamiltonian by renormalizing the degrees of freedom
of localized photons. In Sects. 4.6–4.8, the radiation properties of our system
are investigatedin comparison with those of the material systems coupling to far



4 A Phenomenological Description of Optical Near Fields and Optical Properties 117

fields. Section 4.6 is devoted to a review of the radiation properties of N two-
level systems (Dicke model) and of mathematical formalism to investigate radiation
properties as a preparation for the following sections. In Sect. 4.7, we examine
the system in an artificial weak coupling limit, where the radiation field does not
affect the dynamics of the system in order to briefly check the relation between
radiation properties and dipole distributions. In Sect. 4.8, we discuss the radiation
properties of our system examining effects of quantum correlations due to the
locally near-field couplings. Section 4.9 deals with the transport phenomena of the
near-field photon by investigating the dynamics of the localized photons in an open
system and shows sensitive switching between flow and block depending on the
coupling strength between material systems and near-field photons. We show that
the sensitive switching of transportation of near-field photons comes from chaotic
behaviors in the coupling constant dependence of the total number of localized
photons. Finally, in Sect. 4.10 concluding remarks are provided.

4.2 Model Hamiltonian

One of the most important features of optical near fields is the localization property,
where it is not suitable to use a broad spreading wave as a basis function of
quantization of the fields. Therefore, it is significant to find a good normal mode of
the electromagnetic fields to satisfy a boundary condition specific to the problem, by
which the optical near fields are produced and quantized [17, 46, 47]. It is difficult,
however, to find a general and appropriate normal mode satisfying any arbitrary
boundary conditions. As an alternative approach, it is possible to model optical
near fields and their important characters phenomenologically. Such an approach
is adopted here to formulate the problem and to discuss the dynamics of a nanoscale
material system.

To describe the localizability of the optical near fields, it is very effective to use
a localized basis function such as a Wannier function or a delta function instead of a
plane wave. However, at the same time we need to describe the property of a short-
range interaction among material sites via optical near fields or a steep gradient of
optical near fields. Taking into account such circumstances, we model optical near
fields phenomenologically in terms of localized photons which are described as a
harmonic oscillator localized in each quantum dot site and are only allowed to hop
from one site to the nearest neighbors [75]. Fig. 4.4 schematically describes our
model system.

We suppose a closely located quantum dot chain as a nanoscale material system
that is expressed as a one-dimensional N two-level system, or an excitonic system
with a periodic boundary condition. Since each exciton can only interact with
localized photons in the same QD, each quantum dot indirectly interacts with one
another via localized photons, as illustrated in Fig. 4.4. This model is based on the
unique property of localization or non-propagation of optical near fields mentioned
above [47] and is preferable for an intuitive understanding of coherent excitation
transfer between the QDs and its manipulation by the localized photons. The model
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Fig. 4.4 Schematic diagram
of a model system: N
two-level QDs labelled by the
site number are closely
located in a ring, and are
interacting with localized
photons

Hamiltonian of the system can be written as

H D Ha CHb CHint (4.4)

where Ha represents localized photons, Hb describes excitons, and Hint represents
the localized photon–exciton interaction. Each Hamiltonian can be expressed as

HaD
NX
nD1

n
"a�nan C V.a�nC1an C a�nanC1/

o
; (4.5a)

HbDE
NX
nD1

b�nbn; (4.5b)

HintDU
NX
nD1
.a�nbn C b�nan/ (4.5c)

where n indicates the site number and an .a
�
n/ and bn .b

�
n/ represent annihilation

(creation) operators of a localized photon and an exciton, respectively. The periodic
boundary condition requires that the .N C 1/-th site corresponds to the first site.
The constant energies of the localized photons and excitons are represented by
" D „! and E D „	, respectively. The hopping energy of the localized photons
is represented as V D „v, and U D „g gives the strength of the conventional
dipolar coupling between a localized photon and an exciton in the rotating wave
approximation.

We apply the boson commutation relations to the localized photons as

Œan; a
�

n0

� D ınn0 ; Œan; an0 � D Œa�n; a�n0

� D 0 (4.6)
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The creation operator of an exciton, b�n, can be written in terms of the annihilation
operator of a valence electron of nth site, cn0, and the creation operator of a
conducting electron of nth site, c�nf , as b�n D c

�

nf cn0. In the same way, the

annihilation operator of an exciton, bn, can be written as bn D c
�
n0cnf . Assuming

that only one exciton is generated in a quantum dot site, we obtain the relation as
Nf C N0 D c

�

nf cnf C c
�
n0cn0 D 1. With the help of these expressions and the

fermi commutation relations for electrons, the commutation relations for excitons
are derived as [4, 45]

Œbn0 ; b�n� D ınn0.1 � 2b�nbn/ (4.7)

which shows that excitons behave as fermions at intrasite and as bosons at intersite.
It follows from (Eq. 4.7) that excitons are approximated as bosons in a dilute limit
of the exciton density, hb�nbni � hNni � 1.

With the boson approximation, the Heisenberg equations of motion can be
rigorously solved. First, we obtain a rigorous solution of the Heisenberg equations
for bosonic excitons to investigate the dynamic properties. Then we investigate the
dynamics of fermionic excitons, solving the Heisenberg equations both perturba-
tively and numerically.

4.3 Transportation of Dipole Moments in Weak Excited
Systems

4.3.1 Boson Approximation in Dilute Limit

To solve the Heisenberg equation, we introduce the spatial Fourier transformation
for an and bn as

AkD 1p
N

NX
nD1

eiknan; (4.8a)

BkD 1p
N

NX
nD1

eiknbn; (4.8b)

where we set k D 2
l=N for l D 1; � � � ; N and the site distance as 1. Fourier
transforms Ak satisfy the following commutation relations:

ŒAk; A
�

k0

� D ıkk0 ; ŒAk; Ak0 � D ŒA�k; A�k0

� D 0; (4.9)

and the commutation relations of Fourier transforms Bk are similarly obtained as

ŒBk; B
�

k0

� D 1

N

X
n;n0

ei.kn�k0n0/Œbn; b
�

n0

� D 1

N

X
n

ei.k�k0/n.1 � 2b�nbn/: (4.10)
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It follows from this expression that when the expectation value of the number
of excitons is small as hb�nbni � N , the second term on the right-hand side of
(Eq. 4.10) can be neglected, and excitons are approximated as bosons as

ŒBk; B
�

k0

� D ıkk0 ; ŒBk; Bk0 � D ŒB�

k ; B
�

k0

� D 0; (4.11)

where the following relation

1

N

X
n

ei.k�k0/n D ıkk0 (4.12)

is used. Fourier inverse transforms are also given as

an D 1p
N

X
k21BZ

e�iknAk; (4.13a)

bn D 1p
N

X
k21BZ

e�iknBk; (4.13b)

where the summation of k runs over the first Brillouin zone (1BZ). Using
(Eqs. 4.8a) and (4.8b) and the following relation

1

N

X
k21BZ

eik.n�n0/ D ınn0; (4.14)

we can transform the Hamiltonian (Eq. 4.4) into a Fourier transform representation

H D
X
k

f."C 2V cosk/A�kAk C EB�

kBk C U.AkB�

k C A�kBk/g

�
X
k

Hk: (4.15)

Note that the dispersion relation of localized photons is changed from " to ." C
2V cosk/. The transformed Hamiltonian Hk can be diagonalized into a simple
quadratic form:

HkD .A�k; B�

k/

�
"C 2V cos k U

U E

��
Ak

Bk

�

� .A�k; B�

k/

�
e U

U E

��
Ak
Bk

�
�

2X
i;jD1

MijX
�.k/iX.k/j ; (4.16)

where the abbreviations e D " C 2V cos k and X �.k/ D .A
�

k; B
�

k/ are used. The
matrix kernel of the Hamiltonian,M , is diagonalized as
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STMS D
�
�C 0

0 ��

�
; (4.17)

by an orthogonal matrix S as

S D
0
@
q

LCK
2L

q
L�K
2Lq

L�K
2L

�
q

LCK
2L

1
A : (4.18)

Here eigenvalues �˙ are written as

�˙D e C E
2
˙ 1

2

p
.e � E/2 C 4U 2 (4.19)

� K C E ˙ L

with K D .e � E/=2 and L D pK2 C U 2. Using the polariton transformation as

�
˛k
ˇk

�
� ST

�
Ak
Bk

�
; (4.20)

we can finally diagonalize the Hamiltonian (Eq. 4.15) as follows:

H D
X
k

Hk D
X
k

.�C˛�k˛k C ��ˇ�kˇk/: (4.21)

4.3.2 Dipole Dynamics Driven by Local Excitation

With the help of the diagonalized Hamiltonian (Eq.4.21), we can immediately solve
the Heisenberg equation and can express the time evolution of exciton–polariton
operators ˛k.t/ and ˇk.t/ as

�
˛k.t/

ˇk.t/

�
D
�

e�i�
C

t=„˛k
e�i�

�

t=„ˇk

�
; (4.22)

where ˛k and ˇk denote the operators in the Schrödinger representation. It is
assumed in this chapter that an operator with no indication of the time dependence
is expressed in the Schrödinger picture as a time-independent operator. From the
inverse transformation of (Eq. 4.20), we obtain a time-dependent solution of the
Fourier transformsAk.t/ and Bk.t/ as

�
Ak.t/

Bk.t/

�
D S

�
˛k.t/

ˇk.t/

�
D S

�
e�i�

C

t=„˛k
e�i�

�

t=„ˇk

�
: (4.23)
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By transforming the exciton–polariton operators .˛k , ˇk/ into .Ak , Bk/ again,
explicit time-dependent solutions Ak.t/ and Bk.t/ of the Heisenberg equations are
written as

Ak.t/ D e�i.eCE/t=2„
�

cos
L

„ t � i
K

L
sin

L

„ t
�
Ak

� i U
L

e�i.eCE/t=2„
�

sin
L

„ t
�
Bk; (4.24a)

Bk.t/ D �i U
L

e�i.eCE/t=2„
�

sin
L

„ t
�
Ak

C e�i.eCE/t=2„
�

cos
L

„ t C i
K

L
sin

L

„ t
�
Bk: (4.24b)

Using the Fourier inverse transformation, we obtain a final expression of the time
evolution of the exciton operator bn.t/ as follows:

bn.t/D 1

N

X
k;m

eik.m�n/�i.eCE/t=2„

�
�
�iamU

L
sin

Lt

„ C bm
�

cos
Lt

„ C i
K

L
sin

Lt

„
��
: (4.25)

Here we introduce a physical quantity of the electric dipole moment for our two-
level system defined as

�n.t/ D �.bn.t/C b�n.t// D �Pn.t/; (4.26)

where Pn.t/ D bn.t/C b�n.t/ denotes the dipole operator that describes the electric
dipole moment of each quantum dot. Moreover, two other independent operators are
defined as

Vn.t/ D i.bn.t/ � b�n.t//; Wn.t/ D b�n.t/bn.t/ � bn.t/b�n.t/; (4.27)

where the latter represents the population difference of the system. The unit operator
and these three operators form a basis for any two-level system, and the set
.Pn; Vn;Wn/ corresponds to the Bloch vector in a collection of two-level atom
system. However, it should be noted that the population differenceWn is always �1
for bosonic excitons, and the number operators of excitons b�nbn are the independent
operators in this case.

In order to investigate the coherent excitation dynamics of the system, we
examine the time evolution of the expectation value of the dipole moment at an
arbitrary QD n, hPn.t/i, under a variety of initial conditions. The expression given
by (Eq. 4.25) and its Hermitian conjugate provide a useful result as
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hPn.t/iD 1

N

X
k21BZ

NX
mD1

�
.hPmi cos �mn C hVmi sin �mn/ cos

L

„ t

C K

L
.hVmi cos �mn � hPmi sin �mn/ sin

L

„ t
�
; (4.28)

where the operation h� � �i D Tr� � � � means the expectation value of an arbitray
operator. The notation �mn � k.m�n/�t.eCE/=2„ is used. Localized photons are
assumed to be initially in the vacuum state. In particular, it is intriguing to investigate
the dynamics with the initial condition of a locally or individually excited state, that
is, how the initial excitation prepared only at one site is transferred in the system.
Setting hPn.0/i D ın1hP1i and hVn.0/i D 0 for all n, we obtain from (Eq. 4.28) an
explicit solution as

hPn.t/i D 1

N

X
k

�
cos �1n cos

L

„ t �
K

L
sin �1n sin

L

„ t
�
hP1i: (4.29)

In Fig.4.5, we present one of numerical results of the time evolution of the dipole
moment distribution calculated from (Eq. 4.29), where the total number of sites is
eight, and the parameter values E D 2, " D 1, and V D 1 are used in a unit of a
typical exciton energy in QD.

Although the dynamics seems complicated at first sight, we can find a charac-
teristic behavior that the dipole of the first site moves to the fifth site (the opposite
site) and returns to the first site again. To see the behavior more precisely, we show
plots of the time evolution of the dipole moments of the first site and the fifth site in
Fig. 4.6a, b, respectively.

The result clearly shows as a dominant behavior that when the dipole of the first
site is active, that of the fifth site is inactive and vice versa, or the dipole moves like a
seesaw between the first site and the fifth site. The recurrence behavior is reasonable
from the fact that the Heisenberg equation of the system is linear in the boson
approximation. Since the dipole moment Pn is quantum coherence between the
ground and excited states of a two-level system, quantum coherence is transported
to the farthest site of the chain and then comes back to the original site. When the
total number of sites is odd, the seesaw motion arises between an initially excited
site and its farthest pair of sites of the chain. An interesting point in this case is that
we can obtain two copies of coherence at the farthest pair of sites as illustrated in
Fig. 4.7b.

Moreover, it might be possible to use the system as a nanophotonic device of
transporting or splitting quantum coherence.
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Fig. 4.5 Time evolution of the dipole-moment distribution when the total number of sites is
eight. The parameters E D 2, " D 1, and V D 1 are used in the calculation. The vertical
and horizontal axes represent the dipole amplitude and the site number, respectively. The dipole
moment is initially set only at the first site
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a

b

Fig. 4.6 Time evolution of
the dipole moment of (a) the
first site and (b) the fifth site.
When the dipoles are large in
(a), corresponding dipoles in
(b) are small and vice versa

a b

Fig. 4.7 Transportation of quantum coherence in (a) an even site number system and (b) an odd
site number system. In the even site system (a), output signals are obtained from the opposite site
to the input site. In the odd site system (b), output signals are split into the two-pair site opposite
to the input site
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4.4 Controlling Dipole Dynamics

If we rigorously adopt the commutation relation for excitons given by (Eq. 4.7), the
Heisenberg equations for the system read

dbn.t/

dt
D i

„ ŒH; bn.t/� D �
i

„Ebn.t/C
i

„Uan.t/Wn.t/; (4.30a)

dan.t/

dt
D i

„ ŒH; an.t/�

D� i„"an.t/ �
i

„V.anC1.t/C an�1.t// � i

„Ubn.t/: (4.30b)

Since the higher-order terms are produced by a mode–mode coupling such as
anWn D an.b

�
nbn � bnb�n/, the equations become nonlinear and are hardly solved

analytically. Thus, we first solve the equations perturbatively in order to investigate
the dynamics discussed in the preceding section.

4.4.1 Perturbative Solution

Noticing that the Hamiltonian for localized photons Ha given by (Eq. 4.5a) can be
written in a quadratic form as

HaD .a�1; � � � ; a�N /

0
BBBBBBB@

" V V

V " V

: : : : : :

: : : : : :

V " V

V V "

1
CCCCCCCA

0
BBBBBBBBB@

a1

:::
:::

aN

1
CCCCCCCCCA

(4.31)

�
X
nm

a�nRnmam; (4.32)

we obtain an orthogonal matrix P to diagonalize the matrix kernel R of the
Hamiltonian as

.P�1RP /ij D „�iıij : (4.33)

Then new annihilation operators vj D P
n Pnj an and creation operator v�j DP

n Pnj a
�
n of new modes of localized photons are introduced. Here note that

the new modes are extended over a whole system since all the elements of the
diagonalization matrix P are not zero. The commutation relation of the new
operators can be given as Œvi ; v

�
j � D ıij . With the help of (Eq. 4.33) and the modes

vi , the Hamiltonian in (Eqs. 4.32) or (4.5a) is diagonalized as
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Ha D
X
j

„�j v�j vj ; (4.34)

and the localized photon–exciton interactionHint in (Eq. 4.5c) is written in terms of
vi as

Hint D „g
X
nj

Pnj .v
�
j bn C vj b

�
n/: (4.35)

In order to derive a perturbative expansion of the time evolution of an arbitrary
operator, we define the Liouvillians as

L � � � D 1

„ ŒH; � � � �; L0 � � � D 1

„ ŒH0; � � � �; Lint � � � D 1

„ ŒHint; � � � �: (4.36)

Then the Heisenberg equation of an arbitrary operatorO is written as

PO D i

„ ŒH;O� D iLO; (4.37)

and we can obtain a formal solution as

O.t/ D G.t/O.0/; (4.38)

with the time evolution operator G.t/ D eiLt that satisfies the following equation:

PG.t/ D iLG.t/ D iL0G.t/C iLintG.t/: (4.39)

Treating the interaction term Hint as a perturbation, we solve (Eq. 4.39) perturba-
tively up to the second order of the perturbation as [45]

G.2/.t/DG0.t/C i
Z t

0

G0.t � s/LintG0.s/ds

�
Z t

0

ds

Z s

0

duG0.t � s/LintG0.s � u/LintG0.u/; (4.40)

where the notationG0.t/ D eiL0t is used. Substituting (Eq. 4.40) into (Eq. 4.38) and
using (Eq. 4.36), we can obtain the time evolution of the exciton operator bn.t/ D
G.2/.t/bn. Suppose that localized photons are initially in the vacuum and hVni D 0,
then the expectation value of bn.t/ is expressed as
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hbn.t/iD e�i	t hbni C g2
NX
jD1

�j .t/

�
 

NX
mD1

Pnj Pmj .1 � ınm/hWnihbmi � P2
nj hbni

!
; (4.41)

where the notation

�j .t/De�i	t
Z t

0

dseis.	��j /
Z s

0

due�iu.	��j /

D e�i	t � e�i�j t

.	 � �j /2 C i te�i	t

	 � �j � cj .t/C idj .t/ (4.42)

is used and cj .t/ and dj .t/ represent the real and imaginary parts of �j .t/,
respectively. The expression given by (Eq.4.41) and its Hermitian conjugate provide
a time evolution of the expectation value of the dipole at an arbitrary QD site n as

hPn.t/iDhPni
0
@cos	t � g2

X
j

cj .t/P
2
nj

1
A

Cg2
X
j

X
m¤n

cj .t/PnjPmj hPmihWni: (4.43)

Corresponding to the discussion developed in Sect. 4.3.2, we set initially hPni D ın1
and obtain the perturbative solution that describes the dipole dynamics driven by a
local excitation of QD site one as follows:

hPn.t/iDın1
0
@cos	t � g2

X
j

cj .t/P
2
nj

1
A hP1i

C.1 � ın1/g2
X
j

cj .t/Pnj P1j hP1ihWni: (4.44)

In the next section we discuss the dynamic properties of the system, on the basis of
the solution given by (Eq. 4.44).

4.4.2 Dynamic Properties

As discussed in Sect. 4.3.2, we numerically examine the dynamics of the dipole of
the system depending on the initial conditions. Suppose that localized photons are
initially in the vacuum, hVni D 0 for all n, the dipole is initially set only at the first
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Fig. 4.8 Time evolution of the dipole distributions (E D 2; " D 1; V D 1). Initially all of the
sites without the first site are in the ground state, while the dipole moment is initially set only at
the first site

site as hPni D ın1, and all the populations are in the ground states except for the
first site as hWni D �.1 � ın1/. As mentioned before, all the population differences
are automatically�1 for bosonic excitons. In addition, we impose that the length of
the Bloch vector .Pn; Vn;Wn/ is normalized as

hPn.t/i2 C hVn.t/i2 C hWn.t/i2 D 1: (4.45)

In Fig. 4.8, the time evolution of the dipole distribution is plotted. The parameter
values used are the same as in Sect. 4.3.2 (E D 2, " D 1, and V D 1).

It follows from the figure that the dipole excitation of the first site moves to
the opposite site as shown in the boson case (see Fig. 4.5). The reason is that the
initial exciton density is so dilute as to validate the boson approximation. As time
advances, the amplitude of each dipole increases because the perturbative solution
violates the unitarity.

To find a new feature of fermionic excitons, we vary the initial conditions for
the population differences from hWni D �.1 � ın1/. Since the initial population
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Fig. 4.9 Time evolution of the dipole distribution (E D 2; " D 1; V D 1): the initial population
differences of sites 4, 5, and 6 are inverted from hWni D �.1� ın1/

differences at site n contribute to the perturbative solution of the dipole at the same
site, (Eq. 4.44), in a product of hWnihP1i, the following property is obtained.

Flip Property If the sign of the initial population difference of the nth site, hWn.0/i,
is inverted, then the direction of the dipole moment of the nth site at arbitrary time,
hPn.t/i, is flipped.

Since the dipoles at sites, 4, 5, and 6 in Fig. 4.8 are directed opposite to others,
we invert the sign of hWni for n D 4; 5; 6.

Figure 4.9 shows the result that the direction of the dipoles at sites, 4, 5, and 6
are flipped and that all the dipoles oscillate with the same phase but with a different
amplitude. Thus, we observe that the system is transferred from a locally excited
state to a coherently oscillating state of the dipoles, in other words, to a dipole-
ordered state. In the ordered state, the total dipole is N times larger than each
single dipole. Moreover, since radiation from an oscillating dipole is proportional to
the square of the dipole moment, we can expect a high intensity of radiation from
the dipole-ordered state. The radiation property of the system will be discussed in
Sect. 4.8.
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a b

Fig. 4.10 Schematic illustration of (a) an alternating dipole distribution (a dipole-forbidden state)
and (b) a dipole-ordered state. The state with alternating dipoles that result in the total dipole of
zero cannot be coupled by the radiation field with the dipole interaction

4.4.3 Controlling of Dipole Dynamics

It is well known that the electric interaction between molecules with no dipole
moments is weak when they are separated in a macroscopic distance and that
the interaction becomes strong when they are very close to each other. Taking
it into account, we investigate the dynamics of the system driven by localized
photons, from an initial state that alternating dipoles are set, and thus, the total
dipole of the system vanishes for an even number of sites (see Fig. 4.10a).
Such a dipole-forbidden state can be manipulated by localized photons, not by
propagating far fields.

As an initial condition, we set hPni D .�1/n, and for simplicity, localized
photons are in the vacuum, hVni D 0 and hWni D 0. The system parametersE D 2,
" D 1, and V D 1 are used as before. Figure 4.11 shows the time evolution of such
a dipole-forbidden state.

From Fig. 4.11, it follows that the system oscillates as schematically shown in
Fig. 4.10a and that it remains in the initial dipole-forbidden state. This kind of
dynamics is achieved in the system whose initial distribution of the population
differences is uniform. For example, if we set hPni D .�1/n=

p
2 and hWni D 1=

p
2

for all n, the result is the same as shown in Fig. 4.11 except for its amplitude of the
oscillation.

Next, we manipulate the distribution of the population difference nonuniformly,
so that the signs are set as opposite to those of the corresponding dipoles:

hPni D .�;C;�;C;�;C;�;C/=p2;
hWni D .C;�;C;�;C;�;C;�/=p2:

Figure 4.12 presents the result that a dipole-forbidden state as shown in Fig. 4.10a
is converted to a dipole-ordered state as illustrated in Fig. 4.10b.

Since the dipole ordering has occurred by manipulating the initial distribution
of the population differences, the result can be interpreted by the “flip prop-
erty” proposed in Sect. 4.4.2. As a collective oscillation of the dipoles occurred,
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Fig. 4.11 Time evolution of a dipole-forbidden state (alternating dipole distribution). All the
population differences are initially set as 0. We observe an oscillation of the alternating dipoles.
The system remains in the dipole-forbidden state

the system evolved from a nonradiative state to a radiative state through the localized
photon–exciton interaction.

4.4.4 Verification of Perturbation Solutions by Semiclassical
Approximations

Here we should note that the second-order perturbative solutions break the unitarity
and that the long-time behaviors of the dynamics given by the solutions are not
necessarily same as the exact ones. Thus, we have to return to the Heisenberg
equations, (Eq. 4.30a) and (Eq. 4.30b), to evaluate the time evolution of physical
observables. The Heisenberg equations are first solved by neglecting the quantum
correlations between excitons and localized photons such as hWnyni D hWnihyni,
and later the quantum correlations are estimated in Sect. 4.8.2. In this semiclassical
approximation, (Eqs. 4.30a) and (4.30b) can be converted to the following coupled
differential equations
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Fig. 4.12 Time evolution of a dipole-forbidden state (E D 2; " D 1; V D 1). The population
differences are initially set as hWni D �hPni. The system is converted from a dipole-forbidden
state to a dipole-ordered state

8<
:
@t hPni D �	hVni C ghWnihyni;
@t hVni D 	hPni � ghWnihxni;
@t hWni D g .hVnihxni � hPnihyni/ ;

(4.46)

�
@t hxni D �!hyni � v .hyn�1i C hynC1i/� ghVni;
@t hyni D !hxni C v

�hxn�1i C hxnC1i
�C ghPni; (4.47)

where the notations xn D an C a�n; yn D i.an � a�n/, and v D V=„ are used.
To check the reliability of the semiclassical approximation, we again investigate

the system examined in Sect. 4.4.2. Figure 4.13 shows the time evolution of
the dipole distribution obtained from the semiclassical approach for the system
corresponding to Fig. 4.8.

Comparing Fig. 4.13 with Fig. 4.8, we find that both profiles are the same and
that the amplitude of each dipole obtained from the Heisenberg equations is less
than 1, which means that the unitarity of the time evolution is conserved.
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Fig. 4.13 Time evolution of the dipole distribution for the system (E D 2; " D 1; V D 1)
obtained from the Heisenberg equation with semiclassical approximation. Initially all of the sites
without the first site are in the ground state

In Fig. 4.14, we show the time evolution of the dipole distribution obtained from
the semiclassical approach when the initial population differences of sites, 4, 5,
and 6 are inverted. It follows from the figure that each dipole is ordered as the flip
property predicts and that the flip property is still valid in the numerical solution of
the semiclassical Heisenberg equation.

Numerical results obtained from (Eqs. 4.46) and (4.47) with a semiclassical
approximation predict the dipole dynamics with qualitative similarities as shown
from the perturbative solution (Eq. 4.44). The flip property proposed in Sect. 4.4.2
is also verified by using the numerical solutions of (Eqs. 4.46) and (4.47) or those
of the Heisenberg equations without quantum correlations. These results show that
the approach discussed in this section, maintaining an advantage to conserve the
unitarity, qualitatively describe the dipole dynamics of the system in a similar
way as the other two approaches. The validity of the approximation employed
here, which we will examine in Sect. 4.8.2, is reported in the Dicke model that
superradiant phenomena can be described with a semiclassical approximation which
neglects quantum correlations among the atoms [2] and that the contribution from
the quantum correlations is of the order of 1=N for large N [3].
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Fig. 4.14 Time evolution of the dipole distribution for the system (E D 2; " D 1; V D 1)
obtained from the Heisenberg equation with semiclassical approximation. The initial population
differences of sites, 4, 5, and 6 are inverted

4.5 Classification of Quasi-steady States

In order to investigate the origin of the dipole ordering discussed above, we
first introduce an effective Hamiltonian to renormalize the degrees of freedom of
localized photons. Using the effective Hamiltonian, we then classify quasi-steady
states with respect to the dipole distribution.

4.5.1 Effective Hamiltonian

A unitary transformation with an anti-Hermitian operator S is applied to the
Hamiltonian (Eq. 4.4) as [6, 30, 44]

QH D e�SHeS D H C ŒH; S�C 1

2
ŒŒH; S�; S�C � � � : (4.48)
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If the Hamiltonian (Eq.4.4) is divided into the unperturbed partH0 D HaCHb and
perturbed partHint and if S is chosen to satisfy

Hint C ŒH0; S� D 0; (4.49)

the terms linear in the coupling constant g D U=„ vanish as

QH D H0 C 1

2
ŒHint; S�CO.g3/: (4.50)

The transformed Hamiltonian QH contains the terms in the second order of the
exciton-localized photon interaction that describe exciton–exciton interactions via
localized photons. Taking the expectation value of QH in terms of the vacuum of
localized photons jvaci, we obtain the effective HamiltonianHeff as

Heff D hvacj QH jvaci D Hb CHb�b; (4.51a)

Hb D
X
n

„	b�nbn; (4.51b)

Hb�b D
X
n;m

� „g2
	I � R=„

�
nm

b�nbm; (4.51c)

where the exciton energyE is denoted as „	. With the help of the components of the
Bloch vector .Pn; Vn;Wn/, the effective Hamiltonian (Eq. 4.51a) can be rewritten as

Heff D „
X
n

.	C	n/
1CWn

2
C „
4

X
n

X
m¤n

	nm.PnPm C VnVm/; (4.52)

where the interaction energy or coupling strength between excitons 	nm is
given as

	nm D
�

g2

	I � R=„
�
nm

D
X
j

g2

	 � �j PnjPmj ; (4.53)

and the abbreviation	n � 	nn is used for a special case.

4.5.2 Classification of Quasi-steady States and Controlling of
Dipole Distributions

Using the effective HamiltonianHeff, we can obtain the time evolution of the dipole
moment at site n in a similar way as discussed in Sect. 4.4.1:

hPn.t/i D hPni cosŒ.	C	n/t�C
X
m¤n

	nmthWnihPmi sin.	t/: (4.54)
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If the dipole at site 1, in particular, is only excited at t D 0, (Eq. 4.54) reads

hPn.t/iDın1hP1i cosŒ.	C	n/t�

C.1 � ın1/	n1thWnihP1i sin.	t/: (4.55)

It follows from this expression that the sign of the dipole at site n depends on
the coefficient 	n1 as well as the initial values of hP1.0/i and hWn.0/i and that
the coefficient 	n1 determines what kind of quasi-steady states of the dipole
distribution the system reaches when the initial values are fixed. Therefore, we
examine the matrix 	 to classify the quasi-steady states of the dipole distribution
of the system. First, as an example, we show the matrix elements of 	 for the
system examined in Sects. 4.3 and 4.4 whose material parameters areE D 2; " D 1,
and V D 1 as follows:

	 D

0
BBBBBBBBBBB@

1
3

2
3

1
3
� 1
3
� 2
3
� 1
3

1
3

2
3

2
3

1
3
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3
� 1
3
� 2
3
� 1
3

1
3

1
3

2
3

1
3

2
3

1
3
� 1
3
� 2
3
� 1
3

� 1
3

1
3

2
3

1
3

2
3

1
3
� 1
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� 2
3

� 2
3
� 1
3

1
3

2
3

1
3

2
3

1
3
� 1
3

� 1
3
� 2
3
� 1
3

1
3

2
3

1
3

2
3

1
3

1
3
� 1
3
� 2
3
� 1
3

1
3

2
3

1
3

2
3

2
3

1
3
� 1
3
� 2
3
� 1
3

1
3

2
3

1
3

1
CCCCCCCCCCCA

:

The matrix is symmetric and has a cyclic structure as

	nC1;mC1 D 	n;m:

This is due to the fact that the periodic boundary condition is imposed on the system
and that the Hamiltonian given in (Eq. 4.4) has translational invariance. Owing to
the symmetric structure as

.	22;	23;	24; � � � / D .	11;	12;	13; � � � /;

the dipole distribution of the system initiated by the dipole excitation at site 2
can be discussed in terms of 	1n that governs the problem driven by the site-
one excitation. In general the problem is reduced to examine the structure of the
coefficients	1n that depend on the material parameters	 and �j or E , ", and V .
Since the parameter sets crossing the resonant points (	 D �j ) change the pattern
of the dipole distribution in the system, we can classify quasi-steady states of the
dipole distribution into four groups in Table 4.1.

The system with E D 2, " D 1, and V D 1, which has been investigated in
Sect. 4.4, belongs to the first group. Since the coefficients 	1n in the first group
have different signs at sites, 4, 5, and 6 from the others, the quasi-steady state of the
dipole distribution that is predicted by the effective Hamiltonian is the one described
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Table 4.1 Classification of quasi-steady states

Group Signs of 	1n for n D 1; 2; 3; � � � ; 8
First group .�;�;�;C;C;C;�;�/; .C;C;C;�;�;�;C;C/
Second group .�;C;�;�;C;�;�;C/; .C;�;C;C;�;C;C;�/
Third group .�;�;�;�;�;�;�;�/; .C;C;C;C;C;C;C;C/
Fourth group .�;C;�;C;�;C;�;C/; .C;�;C;�;C;�;C;�/

by the second-order perturbation solution (see (Eq. 4.44) and Fig. 4.8). The third
and fourth groups are, in particular, interesting among the four groups of the quasi-
steady states. The third group corresponds to a “ferromagnetic” system, in which
all the electric dipole moments are aligned in the same direction, while the fourth
group corresponds to an “antiferromagnetic” system, where the dipoles are aligned
to have alternating signs.

Using numerical results of (Eqs. 4.46) and (4.47), we examine the dynamics
of the third and fourth groups whether they behave as predicted by the effec-
tive Hamiltonian: “ferromagnetic” or “antiferromagnetic.” The parameter set of
E D 3:01, " D 1, and V D 1 gives

	1n D .�13:1;�12:7;�12:4;�12:2;�12:2;�12:2;�12:4;�12:7/;

and thus, the system belongs to the third group. The results is shown in Fig. 4.15,
which predicts the “ferromagnetic” behavior as expected.

When the parameter set of E D 1, " D 3:01, and V D 1 is chosen, the system
corresponds to the fourth group. Figure 4.16 presents the time evolution of the dipole
distribution of the system that shows alternating changes in signs, as expected to be
similar to antiferromagnetics.

In an even site number “antiferromagnetic” system, the dipole distribution from
an initial state evolves to align the dipoles alternatingly up and down, as shown
in Fig. 4.16. On the other hand, an odd site number system becomes frustrated
because the dipole distribution cannot be perfectly aligned alternatingly. Thus, it
is interesting to examine the time evolution of the dipole distribution in an odd site
number system. The result for the N D 9 “antiferromagnetic” system is presented
in Fig. 4.17. It follows from the figure that there are ordered dipoles near the one
initially prepared at site 1 and alternating dipoles including a pair at opposite site to
site 1. Since strong frustration, for example, occurred in spin glass, should produce a
random distribution, the figure indicates that the odd site number system considered
here is not frustrated so strongly.

With the help of the flip property proposed in Sect. 4.4.2, we infer that the
distribution of the dipoles can be changed by individual manipulation of the initial
population differences and that an “antiferromagnetic” state can be transformed
into a dipole-ordered state. To verify it, the initial population differences are set
in the zigzag form as Wn D .0;�;C;�;C;�;C;�/ for the “antiferromagnetic”
system (E D 1, " D 3:01, and V D 1), and the time evolution of the dipole
distribution is examined. The result, as shown in Fig. 4.18, clearly indicates that a
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Fig. 4.15 Time evolution of the dipole distribution of the system belonging to the third group.
The initial conditions are set as hPni D ın1 and hWni D 1� ın1. All the electric dipole moments
are aligned in the same direction, and a dipole-ordered state appears

dipole-ordered state manifests itself owing to the local manipulation of the initial
population differences. It is noteworthy that the amplitude of each dipole is close
to one and that the total dipole of the system is of the order of N , whose radiation
property is investigated in the following sections.

4.5.3 Response to the Initial Input of a Localized Photon: The
Robustness of Quasi-steady States

Until now, the state of localized photons at each site was initially taken to be a
vacuum. Since localized photons in the Heisenberg equations have the different
degrees of freedom, this section examines the temporal evolution given an initial
distribution of localized photons. The initial conditions take the state given below,
in which the distribution of localized photons is given for site 1 only:

hxni D x1ın1; hyni D 0; hPni D hVni D 0; hWni D 1: (4.56)
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Fig. 4.16 Time evolution of the dipole distribution of the system belonging to the fourth group.
The initial conditions are set as hPni D ın1 and hWni D 1� ın1. The dipole distribution similar to
the “antiferromagnetic” state is shown, where the dipoles alternatingly change the directions
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Fig. 4.17 Quasi-steady state of the dipole distribution in the “antiferromagnetic” system belong-
ing to the fourth group. The total number of sites is assumed to be nine
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Fig. 4.18 Time evolution of the dipole distribution of the system belonging to the fourth group.
The initial population differences are set asWn D .0;�;C;�;C;�;C;�/. According to the flip
property, the alternating dipoles change their directions and are aligned to form a dipole-ordered
state

This state can be achieved by having the localized photons at site 1 take on a
coherent state in which the eigenvalue is a real number. The coherent state is the
eigenstate of the annihilation operator of a simple harmonic oscillator. Therefore,
the initial state satisfying the following condition needs to be established at site 1:

a1jx1i D x1jx1i x1 is real. (4.57)

The temporal evolution of the dipole distribution is examined by solving the
semiclassical Heisenberg equations (Eqs. 4.46) and (4.47) numerically with these
initial conditions for each of the systems categorized in this section. Figure 4.19
shows the dynamics for group 1 systems.

A quasi-steady state emerges that is similar to the case in which dipoles were
given as the initial condition (cf. Fig. 4.13). Figure 4.20 shows the quasi-steady
states corresponding to each of the three systems considered in this section.

These results demonstrate that the states of each group behave exactly as
predicted by the effective Hamiltonian. In other words, while the state derived for
each group originally involved a dipole (instead of a localized photon), similar states
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Fig. 4.19 The temporal evolution of the dipole distribution of the system for the first group in
which the localized photonic states are initially in the coherent state at the first site and the other
sites are in the vacuum state and all the excitonic states are in the totally inverted state

are also realized with the initial input of localized photons. On closer examination
of Fig. 4.19, it can be seen that dipoles are first induced at the site during the initial
time frame as a result of the input of localized photons. Therefore, these dipoles
established the basis for realizing quasi-steady states via a mechanism that is similar
to the case in which dipoles were the initial input. These results imply the robustness
of each quasi-steady state predicted by the effective Hamiltonian against input.

4.6 Dicke’s Superradiance

In the preceding section, we have shown that electric transition dipole moments
of the system are aligned to have a large value, depending on material parameters
of the system. It is then expected that strong radiation can be emitted due to
a large total dipole moment, and it is intriguing to examine radiation properties
of the dipole-ordered states obtained from our localized photon model. Before
such investigation, we will outline superradiance [2, 9, 11, 25, 32, 52, 73] as a
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Fig. 4.20 Quasi-steady states arise from the initial condition in which there is localized photon
excitation at a single site when the system parameters have various values (�; V; E). The results
in (a), (b), and (c) correspond to the first, third, and fourth groups, respectively

cooperative phenomenon, where radiation from N two-level systems interacting
with propagating light exceeds the sum of the one individually emitted from the
systems. More precisely speaking, a radiation pulse with a sharp width of 1=N and
an intense intensity of N2 is emitted [25]. This kind of system is called the Dicke
model and has been extensively studied in the mid-1970s since the pioneering work
of Dicke [25].

In this section, we first introduce the Dicke model and Dicke states and then
discuss superradiant states, or superradiance, following Mandel and Wolf [57]. In
order to examine how such states are dynamically obtained, master equation is
derived with the help of the projection operator method, and time evolution of
radiation is studied. Numerical solutions of Dicke master equation are presented for
a small system whose size is much smaller than the wavelength of radiation field. At
the same time, analytic solutions are obtained within a semiclassical approximation
to discuss the importance of quantum correlation. Finally we examine the effects of
the dipole–dipole interaction for an inhomogeneous system as well as the effects of
reabsorption and reemission of photons for a large system, both of which violate the
cooperative states and destroy some part of coherence in the system.
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4.6.1 Dicke States and Superradiance

4.6.1.1 N Two-Level Systems and Dicke States
The Dicke model consists of N two-level systems, as a representative of atoms or
quantum dots, coupled to radiation field. The free Hamiltonian for the two-level
systems is written as

Htwo-level D „	
NX
nD1

b�nbn; (4.58)

where „	, b�n, and bn denote the excitation energy, creation, and annihilation
operators of excitation in nth site, respectively. Those operators can be also defined
by spin operatorsR.n/i .i D 1; 2; 3/ and Bloch vectors .Pn; Vn;Wn/ as follows:

R
.n/
1 D

1

2
.bn C b�n/ D

1

2
Pn; (4.59a)

R
.n/
2 D

i

2
.bn � b�n/ D

1

2
Vn; (4.59b)

R
.n/
3 D

1

2
.b�nbn � bnb�n/ D

1

2
Wn: (4.59c)

The spin operatorsR.n/i satisfy the commutation relations

ŒR
.n/
i ; R

.n0/
j � D iınn0�ijkR

.n/

k (4.60)

with Levi-Civita’s symbol �ijk . Introducing total spin operators for the N two-level
systems as

R1 D
NX
nD1

R
.n/
1 ; R2 D

NX
nD1

R
.n/
2 ; R3 D

NX
nD1

R
.n/
3 ; (4.61)

we can rewrite the free HamiltonianHtwo-level as

Htwo-level D „	R3; (4.62)

where the total spin operators also obey the commutation relations

ŒRi ; Rj � D i�ijkRk; (4.63)

similar to (Eq. 4.60).
Let us consider a state in which N1 of the N two-level systems is in the lower

state j1i and N2 is in the excited state j2i, where

N D N1 CN2; m D 1

2
.N2 �N1/: (4.64)
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Evidently m is a measure of the total population inversion, and it is an eigenvalue
of the spin operator R3. Introducing the operator R2 D R21 C R22 C R23 and using
(Eq. 4.63), we obtain the commutation relations

ŒRi ; R
2� D 0; for i D 1; 2; 3; (4.65)

so that the collective operatorsRi obey the same algebra as the angular momentum.
Thus, there exist the states jl; miwhich are simultaneous eigenstates of bothR3 and
R2 as

R3jl; miDmjl; mi; for
1

2
N � m � �1

2
N ; (4.66a)

R2jl; miD l.l C 1/jl; mi; for
1

2
N � l � jmj: (4.66b)

The quantum number l is called the cooperation number [25] and determines the
collectivity of cooperative phenomena. For the raising and lowering operators as

RC D
NX
nD1

b�n D R1 C iR2; R� D
NX
nD1

bn D R1 � iR2; (4.67)

it follows from the well-known properties of angular momentum operators that

R˙jl; mi D
p
.l �m/.l ˙mC 1/jl; m˙ 1i; (4.68)

where the collective states jl; mi are called Dicke states.

4.6.1.2 Superradiant States
In the following, let us assume that the system size is much smaller than the
wavelength of radiation and that the long wave approximation is valid. The
interaction Hamiltonian between the two-level system and radiation in the dipole
coupling is given by Dicke [25]

HFint.t/ D ��tot.t/ �E.r D 0; t/; (4.69)

where the electric field is evaluated at the origin owing to the long wave approxima-
tion, and the total electric dipole of the system is written as

�tot D �

NX
nD1
.bn C b�n/ D �.RC CR�/: (4.70)

Here we suppose a transition from an initial state jl; mijvaci to a final state j i,
where jl; mi and jvaci represent a Dicke state and the vacuum of the radiation field,
respectively. Then the transition probability can be written as
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� h j� �E�.t/R�.t/jl; mijvaci; (4.71)

where E�.t/ is the e�i!t dependent part of the electric field E.t/. By squaring
the absolute value of the transition probability and summing over all possible final
states, the probability of emission of radiation photons wemit is given as [25, 57]

wemitD
X
 

jh j� �E.t/R�.t/jl; mijvacij2

Dhl; mjRC.t/R�.t/jl; mihvacj� �EC.t/� �E�.t/jvaci
DhRC.t/R�.t/iA D .l Cm/.l �mC 1/A; (4.72)

where (Eq. 4.68) is used for the final expression and A D hvacj� � EC.t/� �
E�.t/jvaci is identified as the Einstein A coefficient for each two-level system like
an atom or a quantum dot.

If all quantum dots are in the ground state j1i, then m D �N=2, and from
(Eq.4.66b) we must have l D N=2. Hence, from (Eq.4.72) the radiation rate wemit is
zero as expected. If all quantum dots are in the excited states j2i, thenm D N=2 and
we again have l D N=2. Hence wemit D NA, which is just what one would expect
from a group of N independently radiating quantum dots. However, the situation is
quite different if the initial state is not the completely excited state. Let us consider
a state in which half of the quantum dots are excited and half are not, so thatm D 0.
Then we have

wemit D l.l C 1/A; (4.73)

and l can have any value between 0 andN=2. The larger the value of l , the larger is
collective rate of radiation of the system. In particular, if l D N=2, then

wemit D 1

4
N.N C 2/A; (4.74)

which maximizes the value of cooperative spontaneous radiation. Since the max-
imum radiation probability is proportional to the square of the site number N , it
becomes very large for large N . This phenomenon is called superradiance, and the
state jl D N=2;m D 0i is called a superradiant Dicke state. From the definition of
the total Bloch vector .P; V;W / as P DPnhPni; V D

P
nhVni;W D

P
nhWni, it

follows that the Bloch vector for the superradiant state is on the P –V plane and its
length reaches a maximum, as shown in Fig. 4.21.

4.6.2 Dicke Master Equation and Solutions for a Small System

In this section Dicke master equation is derived for a small system to discuss
dynamic manifestation of superradiant states described in the preceding section.
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Fig. 4.21 Total Bloch vector
in a superradiant state. It is on
the P –V plane, and its length
has a maximal value

4.6.2.1 Nakajima–Zwanzig’s Method and Generalized Master Equation
According to Mandel and Wolf [57] and Agarwal [1], we outline the derivation of
a generalized master equation by projection operators to project out of the density
operator for a total system that part on which our interest is focused [50,58,91,92].
The total system can be described in the interaction representation by the Liouville–
von Neumann equation for the density operator �.t/ as

@�.t/

@t
D 1

i„ ŒHI .t/; �.t/� D �iL.t/�.t/; (4.75)

where HI .t/ is the interaction Hamiltonian and L � � � D ŒHI .t/; � � � �=„ is the
Liouvillian operator, as before. We now introduce a time-independent projection
operator P :

P2 D P; (4.76)

that is chosen so as to project out the most relevant part of �.t/. Using the
complementary operator .1 � P/, we can express �.t/ as

�.t/ D P�.t/C .1 � P/�.t/: (4.77)

On multiplying both sides of (Eq. 4.75) by P on the left and then using (Eq. 4.77) to
substitute for �.t/ on the right, we have

P
@�.t/

@t
D �iPL.t/P�.t/ � iPL.t/.1 � P/�.t/: (4.78)

Similarly, after multiplying (Eq. 4.75) by .1 � P/ on the left, we obtain

.1 � P/@�.t/
@t
D �i.1� P/L.t/P�.t/ � i.1� P/L.t/.1 � P/�.t/: (4.79)

Formally integrating the first-order differential equation (Eq. 4.79) and solving for
.1 � P/�.t/, we find
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.1 � P/�.t/D exp

�
�i.1 � P/

Z t

0

L.t 0/dt 0
�
.1� P/�.0/

�i
Z t

0

exp

�
�i.1� P/

Z t

�

L.t 0/dt 0
�

�.1 � P/L.�/P�.�/d�: (4.80)

Substitution of .1 � P/�.t/ into (Eq. 4.78) gives

P
@�.t/

@t
D �iPL.t/P�.t/

�iPL.t/ exp

�
�i.1� P/

Z t

0

L.t 0/dt 0
�
.1 � P/�.0/

�PL.t/
Z t

0

exp

�
�i.1 � P/

Z t

�

L.t 0/dt 0
�

�.1 � P/L.�/P�.�/d�: (4.81)

If we set

U.t; �/ � exp

�
�i.1� P/

Z t

�

L.t 0/dt 0
�
; (4.82)

we finally obtain Nakajima–Zwanzig’s generalized master equation [50, 58, 91, 92]
as follows:

P
@�.t/

@t
D�iPL.t/P�.t/ � iPL.t/U.t; 0/.1 � P/�.0/

�PL.t/
Z t

0

U.t; �/.1 � P/L.�/P�.�/d�: (4.83)

4.6.2.2 Application to the Dicke Problem
As an example, let us consider the application of (Eq. 4.83) to the Dicke problem,
that is, to the interaction of a group of N closely spaced, identical two-level
atoms (system) with electromagnetic field. For simplicity, we assume that two-level
atoms are at the origin, and we make the rotating wave approximation. Then the
Hamiltonian is given as [2]

HD D „	R3 C „
X
k�

!a
�

k�
ak� C „

X
k�

.gk�a
�

k�
R� C h:c:/; (4.84)

where a�
k�
.ak�/ is the photon creation (annihilation) operator specified by wave

vector k, polarization �, and frequency !, and the coupling constant gk� is given
by the formula
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gk� D
i	p
2�0„!V

.�k� � �/: (4.85)

Here �k� represents the polarization vector, and � denotes the matrix element of
the dipole moment in the two-level (atomic) system.

In the following, we are mainly interested in the two-level (atomic) system as
the relevant system and identify the “reservoir” with the radiation field, so that the
projection operator P is given by

P � � � D jvacihvacjTrF � � � ; (4.86)

where TrF means that the trace is taken over the radiation field states. As the
initial state of the coupled system, we also assume the direct product state with
the radiation field in the vacuum state

�.0/ D �A.0/˝ jvacihvacj (4.87)

with the reduced density operator defined as �A.t/ D TrF�.t/. In order to work in
the interaction picture, we transform the interaction Hamiltonian into

HFint.t/ D „
X
k�

.gk�a
�

k�
R�ei.!�	/t C h:c:/: (4.88)

Under these conditions, the first term on the right-hand side of (Eq. 4.83),
PL.t/P�.t/, can be written as

PL.t/P�.t/DjvacihvacjTrF
1

„ ŒHFint.t/; jvacihvacj�A.t/�

Djvacihvacj
0
@X

k�

gk�hvacja�
k�
jvaciR�ei.!�	/t�A.t/ � h:c:

1
A

D 0;
(4.89)

because
hvacja�

k�
jvaci D 0 D hvacjak�jvaci: (4.90)

In addition, the second term on the right-hand side of (Eq. 4.83) can be rewritten as

.1 � P/�.0/ D .1 � jvacihvacjTrF/�A.0/jvacihvacj D 0: (4.91)

Substituting (Eqs. 4.89) and (4.91) into (Eq. 4.83), we have
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P
@�

@t
D �PL.t/

Z t

0

L.�/P�.�/d�; (4.92)

where we approximateU.t; �/ 	 1 (Born approximation). Explicit use of (Eq.4.86)
yields the equation

@�A

@t
D �TrFL.t/

Z t

0

L.�/jvacihvacj�A.�/d�: (4.93)

After transforming the variable as � D t � � 0 in the last integral, we can reduce
(Eq. 4.93) to

@�A

@t
D �TrFL.t/

Z t

0

L.t � � 0/jvacihvacj�A.t � � 0/d� 0: (4.94)

Further approximation of replacing �A.t � � 0/ by �A.t/, which is known as the
Markov approximation, provides the final relation

@�A

@t
D�TrFL.t/

Z t

0

L.t � �/jvacihvacj�A.t/d�

D� 1„2TrF

Z t

0

ŒHFint.t/; ŒHFint.t � �/; jvacihvacj�A.t/��d�

D� 1„2TrF

Z t

0

fHFint.t/HFint.t � �/jvacihvacj�A.t/

�HFint.t/jvacihvacj�A.t/HFint.t � �/gd� C h:c: (4.95)

Noticing (Eq. 4.88) and the facts

hvacjak�a
�

k
0

�0

jvaci D ıkk
0ı��0 ;

hvacja�
k�
a
�

k
0

�0

jvaci D hvacjak�ak
0

�0

jvaci D hvacja�
k�
ak

0

�0

jvaci D 0; (4.96)

we have the following equation:

@�A

@t
D�

Z t

0

X
k�

jgk�j2fei.	�!/�RCR��A.t/C h:c:

�2 cos.! �	/�R��A.t/RCgd�: (4.97)

In the limit t 
 1=	, we put
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Z t

0

X
k�

jgk�j2ei.	�!/�d� � ˇ C i�; (4.98)

where ˇ is half the Einstein A coefficient and � is a frequency shift due to
the interaction. Finally we obtain the appropriate master equation describing
spontaneous emission from a collective two-level (atomic) system, which is called
Dicke master equation [2, 52, 60]:

@�A

@t
D �ˇ.RCR��A � 2R��ARC C �ARCR�/� i�ŒRCR�; �A.t/�; (4.99)

or

@�A

@t
D �ˇ.ŒRC; R��A�C Œ�ARC; R��/ � i�ŒRCR�; �A.t/�: (4.100)

4.6.2.3 Semiclassical Solutions of Dicke Master Equation
The rate of photon emission was obtained perturbatively in Sect. 4.6.1.2. In this
section, we examine time evolution of this emission rate, using Dicke master
Equation (Eq.4.99). Since the rate of energy dissipation from the two-level (atomic)
system is proportional to the emission rate, �dhR3i=dt should be evaluated.
Multiplying (Eq. 4.99) by R3 on the right and taking the trace, one finds

@

@t
hR3iDˇf�hR3RCR�i C 2hRCR3R�i � hRCR�R3ig

�i�fhR3RCR�i � hRCR�R3ig: (4.101)

In order to simplify the above equation, we use the following relations:

ŒRC; R3� D �RC; (4.102)

RCR� D R3 C 1

2
N
X
n

X
m¤n

b�nbm; (4.103)

which follow from the collective operators defined in (Eq. 4.67) and the commuta-
tion relations in (Eq. 4.63). In addition, using (Eq. 4.103), we can show

ŒRCR�; R3� D
X
n

X
m¤n

Œb�nbm;R3�

D
X
n

X
m¤n

Œb�nbm � b�nbm� D 0 (4.104)

and rewrite (Eq. 4.101) as
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@

@t
hR3i D 2ˇŒhRCR3R�i � hR3RCR�i�: (4.105)

With the help of (Eq. 4.102), this leads to the final equation

@

@t
hR3i D 2ˇŒh.R3RC �RC/R�i � hR3RCR�i�

D �2ˇhRCR�i: (4.106)

It follows from the above equation that time evolution of hRCR�i is required to
evalutate the rate of energy dissipation. Multiplying (Eq. 4.99) by RCR� on the
right and taking the trace, we then find

@

@t
hRCR�iD�2ˇfhRCR�RCR�i � hRCRCR�R�ig

�i�hŒRCR�; RCR��i
D�4ˇfhRCR�i � hRCR�R3ig; (4.107)

where we used the following relation to obtain the second line from the first line:

RCRCR�R� D RCR�RCR� � 2RCR� C 2RCR�R3: (4.108)

Neglecting the quantum correlation and putting

hRCR�R3i D hRCR�ihR3i; (4.109)

we then have
@

@t
hRCR�i D �2ˇhRCR�i.1� hR3i/: (4.110)

Simultaneously solving (Eqs. 4.106) and (4.110), one can obtain the final result. Or
putting z D hR3i, this leads to the following nonlinear equation:

Rz D �4ˇPz.1� z/: (4.111)

This allows us to evaluate the rate of energy dissipation, �d hR3i =dt D �Pz, and
thus to obtain the rate of photon emission.

Under the following initial conditions

hR3i.0/ D N=2; hRCR�i.0/ D N; (4.112)

which correspond to l.0/ D N=2 and m.0/ D N=2 in terms of Dicke states,
we solve (Eq. 4.111) numerically. The result is shown in Fig. 4.22 for the case of
ˇ D 0:05 and the site number N D 12; 15; 20. It follows from Fig. 4.22 that the
peak value of the rate of emission becomes higher and the width gets narrower, as
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Fig. 4.22 Time evolution of
the rate of photon emission
that is numerically obtained
from (Eq. 4.111) with the
initial condition of a totally
inverted state. The vertical
axis is represented in units of
the Einstein A coefficient
A D 2ˇ for ˇ D 0:05. The
dotted, dashed, and solid
curves show the results for
the site numbers N D 12, 15,
and 20, respectively

the site number becomes larger. As will be shown in the next subsection, a pulse of
radiation whose height is proportional to N2 and width is proportional to 1=N is
emitted from the two-level system prepared in the initial condition.

4.6.2.4 Analytical Solutions of Dicke Master Equation in Semiclassical
Approximation

In the preceding subsection, we have obtained simultaneously coupled equations
after neglecting the quantum correlation more than third order, for example, ap-
proximating hRCR�R3i as hRCR�ihR3i, and numerically examined the emission
rate of radiation to predict a characteristic feature. Here in this section, an analytical
solution will be given for time evolution of the emission rate after making more
approximations [3, 60, 73].

Using the polar angle � of a Bloch vector .P; V;W /, we can express the
expectation value of R3 as

hR3i D N

2
cos � (4.113)

and that of RCR� as

hRCR�i D hRCihR�i D hR1i2 C hR2i2

D hRi2 � hR3i2 D N2

4
sin2 �; (4.114)

where we neglected the quantum correlations more than second order as hRCR�i D
hRCihR�i, which is called a semiclassical approximation [2]. Substitution of
z D cos � into (Eq. 4.106) leads to

Pz D �AN
2
.1 � z2/; (4.115)



154 A. Shojiguchi et al.

where A is the Einstein A coefficient and is set to A D 2ˇ. Similarly we can rewrite
the left-hand side of (Eq. 4.110) as

@

@t

N 2

4
.1� z2/ D �N

2

2
zPz; (4.116)

and the right-hand side as

� 2AN
2

4
.1 � z2/

�
1 � N

2
z

�
' AN

3

4
.1 � z2/z; (4.117)

where we assumed N 
 1. Both results allow us to simplify (Eq. 4.110), and one
finds

zPz D �AN
2

z.1 � z2/; (4.118)

which is the same equation as (Eq. 4.115). Thus, both (Eqs. 4.106) and (4.110) can
be transformed to the same equation,

1

�

dz

1 � z2
D �dt (4.119)

with � D AN=2, and can be easily solved as

z D � tanh�.t � t0/: (4.120)

We can finally obtain the analytical solution of the emission probability as

I / �@t hR3i D �N
2
Pz D �2

A
sech2�.t � t0/; (4.121)

which represents a cowbell shape function with a width of 2:6=Nˇ and a peak
position at t D t0. This function is plotted in Fig. 4.23 for the case of ˇ D 0:05,
t0 D 3, and N D 20. Comparing the result for N D 20 in Fig. 4.22 with the current
result, one finds that a semiclassical treatment can describe radiation profile of the
Dicke model very well. However, it should be noted that there must be nonzero
total dipole moment in the initial condition in the semiclassical description because
the semiclassical approximation is not valid for the totally inverted system [3, 60],
where quantum correlation should be essentially included.

4.6.3 Effect of the Dipole–Dipole Interaction

The dipole–dipole interaction generally breaks the permutation symmetry of the
atom (two-level system)–field coupling because various atoms in the sample have
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Fig. 4.23 Time evolution of
the rate of photon emission
plotted according to the
analytic solution obtained
with the semiclassical
approximation. The vertical
axis is represented in units of
the Einstein A coefficient
A D 2ˇ. The parameters are
set to ˇ D 0:05, t0 D 3, and
N D 20, corresponding to
Fig. 4.22

different close-neighbor environments. This perturbation is analogous to an inho-
mogeneous dephasing of the dipoles, leading to a loss of dipole–dipole correlation.
In order to discuss such an effect, we employ the following interaction Hamiltonian,
instead of (Eq. 4.69):

HFint D �
NX
nD1
fEC.rn/ �P.rn/CE �.rn/ �P�.rn/g; (4.122)

where the electric field operator E is divided into the positive and negative
frequency parts EC and E� defined as

EC.rn/D i
X
k�

s
„ck
2�0V

e�ak�eik�rn ; (4.123a)

E�.rn/D .E C.rn//�: (4.123b)

The creation and annihilation operators a�
k�

and ak� act on the mode of the radiation
field with wave vector k and polarization e� and obey the boson commutation
relation. An arbitrary quantization volume is denoted as V . The dipole operator
is similarly defined as

P.rn/ D ��.b�n C bn/: (4.124)

Using this interaction Hamiltonian, we can obtain the following master equation in
Born–Markov approximation [22, 85]:

d�

dt
D �i

X
n¤m

	nmŒb
�
nbm; ���

X
nm

�nmŒb
�
nbm�C �b�nbm � 2bm�b�n� (4.125)
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with

�nmD �2	3

16
2c3�0„F.	rnm=c/; (4.126a)

	nmD� �2

16
3�0

Z 1

0

dkk3F.krnm/
P

k �	=c ; (4.126b)

F.krnm/D
Z

d	k.e � �/2eik�rnm; (4.126c)

where	 is the angular frequency corresponding to the excitation energy of the two-
level system and rmn is the absolute value of the vector rnm D rn � rm. The solid
angle 	k is defined as dk D k2dkd	k. Moreover, we have used the following
formula:

Z 1

0

cd�e˙i.kc�	/� D 
ı.k �	=c/˙ i P

k �	=c ; (4.127)

whose real and imaginary parts produce site-dependent relaxation coefficient �nm
and frequency shift	nm, respectively. The integral in (Eq. 4.126c) can be explicitly
calculated and gives [32]

F.krnm/ D 4

�
1 � .� � rnm/

2

r2nm

�
sin krnm
krnm

C 4

�
1 � 3.� � rnm/

2

r2nm

��
coskrnm
.krnm/2

� sin krnm
.krnm/3

�
; (4.128)

and one readily obtains, at the limit krnm ! 0,

„	nm D �2

4
�0r3nm

�
1 � 3.� � rnm/

2

r2nm

�
; (4.129)

which is the static or Coulombic dipole–dipole interaction.
In order to examine the effects of the dipole–dipole interactions, we evaluate

the magnitude of the total Bloch vector hR2i, which is conserved in Dicke states.
According to (Eq. 4.125), one finds [22]

d

dt
hR2iD�i

*
ŒR2;

X
n¤m

	nmb
�
nbm�

+

D�2i
X

n¤m¤l
	nmhR.m/z .b�nbl � b�l bn/i; (4.130)
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Fig. 4.24 Arrangement of
three two-level systems. Each
two-level system is
configured at the apex of an
isosceles triangle

from which it follows that hR2i is generally not conserved, but is a conserved
quantity only if the site number N is equal to 2, or only if 	nm is constant for all
suffixes [22, 84]. Therefore the state is not expressed by Dicke states, and quantum
coherence of the two-level system is destroyed by the dipole–dipole interactions.

Now we consider how the dipole–dipole interactions affect superradiance. Let
the site number be three and be arranged as shown in Fig. 4.24. For simplicity, we
assume 	12 D 	13 ¤ 	23 and �mn D � .

The following eight bases are employed to take matrix elements of (Eq. 4.125)
and to solve the simultaneous differential equations:

js1; s2; s3i .si D ˙/; (4.131)

where the sign C indicates that the upper level is occupied while the sign � means
that the lower level is occupied. Under the initial condition of hC C Cj�.0/j C
CCi D 1, we obtain the matrix elements of the density operator �.t/ at time t to
express radiation intensity

I.t/ D
X
n;m

hb�nbmi D hRCR�i: (4.132)

Using the Pauli matrices �� .� D 0; 1; 2; 3/, we can write nonzero components
of the density matrices as

P
� x���. The vector x D .x1; x2; x3/ executes fast

precession about a “torque” � D
�
2
p
2	12; 0;	23

	
(see Fig. 4.25). When we

introduce the rotation R.ˇ; O2/ which rotates about the 2 axis through an angle

tanˇ D 2
p
2	12

	23

; (4.133)

then the vector � is transformed as R.ˇ; O2/� D .0; 0; �/ with

� D
r�

2
p
2	12

	2 C	2
23:
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Fig. 4.25 Relation between
the angles ˇ and �. In the
case of pure superradiance
(	12 D 	23), the torque � is
given by �0

The solutions of the differential equations for the density matrices can be obtained
from a similar rotation of x with cos� defined as [22]

cos .�C ˇ/ D 1

3
: (4.134)

When cos� D 1 or � D 0,	12 D 	23 is satisfied and the Dicke superradiant states
become exact eigenstates while cos� D 0 gives orthogonal states to the superradiant
states. This means that the deviation of � from zero shows the inhomogeneity of the
system or a measure of the coherence properties.

According to Coffey et al. [22], we present the radiation intensity I.t/ in
Fig. 4.26, which shows the peak and tail of I.t/ become reduced and longer,
respectively, as cos� varies from one to zero corresponding to the sequence of (a),
(c), (d), and (b) in Fig. 4.26.

Tokihiro et al. also examined the effects of the dipole–dipole interaction on
superradiance, using a linear excitonic system, in which excitons can hop from one
site to its nearest neighbors via the dipole–dipole interaction [84]. They used the
following master equation in the interaction representation:

d�

dt
D�iJ

X
n

Œb�nbnC1 C b�nC1bn; ��

��ŒRCR��C �RCR� � 2R��RC�; (4.135)

where the hopping energy of an exciton and the radiation decay rate are denoted as

2„J D �2

4
�0a3

�
1 � 3.� � a/

2

a2

�
; (4.136)

�D �2	3

3
c3�0„ ; (4.137)

respectively. The first term in (Eq. 4.135) corresponds to the Hamiltonian of the XY
model in a spin system whose exact solutions are well known [54]. Taking matrix
elements of (Eq.4.135) in terms of the solutions as basis functions, they numerically
solved the master equation under the initial condition of a totally inverted system.
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Fig. 4.26 Normalized radiation intensity for three two-level systems with different 	12=	23: (a)
	12 D 	23, cos� D 1, corresponding to pure superradiance, (b) cos� D 0, (c) 	12 D 8	23,
cos� D 0:96, (d) 	12 D 	23=8, cos� D 0:63, (e) I D 3e�� t , where three two-level systems
radiate independently. The vertical axis is represented in units of the Einstein A coefficient while
the horizontal axis is represented by �t

The result, similar to that of Coffey et al. [22], shows a reduced peak intensity
with extension of the tail and a substantial deviation from Dicke’s superradiance
that is proportional to the system size N . In addition, they examined the initial
condition dependence and showed the oscillation of the radiation profile obtained
from a partially excited state [85]. This resembles the effects of reabsorption and
reemission of photons which is discussed in the next subsection.

4.6.4 Large Sample Superradiance: Reabsorbtion Effect

In the preceding section, we have discussed superradiance in a small system
whose size is much smaller than the wavelength of radiation field. Now we
consider large sample superradiance, taking into consideration a finite system size.
In such a system, inhomogeneous arrangement in the two-level system cannot
be neglected, as well as the effects of reabsorption of emitted photons. Dipole–
dipole interactions, in particular, become important for the inhomogeneous system
and correlation of dipoles in the system are degraded to result in weakened
radiation intensity [22, 84], as discussed in the preceding subsection. Reabsorption
of emitted photons causes stimulated absorption and emission of photons in the
system, which leads to oscillation of radiated pulses [9, 12]. We will analyze
this effect semiclassically, according to Banifacio et al. [9–11], and comment on
experimental observation.

As samples have a volume with linear dimensions much larger than the wave-
length of radiation, some quantitative differences appear in the dynamics of
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the system evolution due to the effects connected with the propagation of the
electromagnetic field along the emitting sample. According to Bonifacio et al., we
use laser model to describe equations of motion as

P�.t/ D �i.LAF C iƒF/�.t/; (4.138)

where LAF denotes the Liouvillian operator and ƒF is the dissipation term that
represents photons coming away from the cavity. They are defined as follows:

LAF� D 1

„ ŒHAF; ��; (4.139a)

HAF D g.aRC C a�R�/; (4.139b)

ƒFX D �fŒa�; a��C Œa; �a��g; (4.139c)

where the constants (g and � ) and the operators have usual meanings, as before.
If we multiply (Eq. 4.138) on the left by a, RC, and R3, respectively, and if we
take the trace, we obtain equations for ˛.t/ D iha.t/i, r1.t/ D hRC.t/i, and
r3.t/ D hR3.t/i as

Pr1D2g˛r3; (4.140a)

Pr3D�2g˛r1; (4.140b)

P̨ Dgr1 � �˛; (4.140c)

where we have used the semiclassical approximation to neglect quantum correla-
tions. Introducing the polar angle � of a Bloch vector as

r1.t/ D N

2
sin �; r3.t/ D N

2
cos �; (4.141)

one finds the following differential equation that shows the damped harmonic
oscillation [9, 11]:

R�.t/C � P�.t/ D Ng2 sin �.t/; (4.142)

and the equations for conservation of the magnitude of the Bloch vector R2 and
energy of the system as

@t .r
2
1 C r23 /D0; (4.143a)

@t .˛
2 C r3/D�2�˛2: (4.143b)

It follows from (Eq. 4.143b) that dissipation energy from the system per unit time
is 2�˛2, and it corresponds to radiation energy from the system. Thus, we can write
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Fig. 4.27 Time evolution of
the rate of radiation from a
large sample. The vertical
axis is represented in units of
the Einstein A coefficient as
before. The parameters used
are � D 0:1, g D 1=14, and
N D 20

radiation intensity I.t/ as

I.t/ D 2�˛2 D �

2g2
P�2: (4.144)

In Fig. 4.27, as an example, we show a numerical result obtained from
(Eqs. 4.142) and (4.144), where the parameters � D 0:1, N D 20, and g D 1=14

are used. This figure clearly illustrates an oscillation of large sample superradiance
that was first predicted by Bonifacio et al. [9, 11].

If we assume that the reabsorption of photons emitted from the system can be
negligibly small enough to drop the R�.t/ term, (Eq. 4.142) can be reduced to

P�.t/ D Ng2

�
sin �.t/: (4.145)

Multiplying sin � on the both side and setting z D cos � , we can derive

Pz D �Ng
2

�
.1 � z2/; (4.146)

which is same as (Eq. 4.115), Dicke master equation for a small system obtained
semiclassically.

At the end of this subsection, we briefly comment on experimental observation
of superradiance. Skribanovitz et al. experimentally showed large sample super-
radiance similar to Fig. 4.27, using optically pumped HF atomic gas [81]. For a
small system, radiation profile from CuCl quantum dots was shown to have a single
pulse [59].
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4.7 Dipole-Ordered States and Radiation Properties: Weak
Couling Limit

In this section we examine the radiation property of the dipole-ordered states
discussed in Sects. 4.4.2 and 4.5.2. Our model has excluded radiation fields or free
photons from the preceding discussions about the dynamics because the interaction
energies of excitons with optical near fields are much larger in our system than those
with radiation fields (weak coupling limit). This means that radiation fields are so
weakly coupled with our system as not to disturb the dynamics of it. On the basis of
such an understanding, we investigate radiation from a quantum dot system whose
dynamics is driven by optical near fields.

According to the formulation developed in Sect. 4.6, we now investigate the
radiation property of the dipole-ordered states discussed in Sects. 4.4.2 and 4.5.2.
From the expression (Eq. 4.72) the radiation intensity at time t is determined by the
radiation factor, hRCR�i D .l C m/.l � m C 1/, that is, the expectation value of
the operator

RCR� D R21 CR22 CR3 D
�
P

2

�2
C
�
V

2

�2
C W

2
; (4.147)

which indicates that there are two elements mainly contributing to the radiation
factor; one is the collectiveness of the system measured by the cooperation number
l , and the other is the total energy of the quantum dot system given by hR3i D m.
Since the dynamics of the system is driven in our system by localized photons, the
evolution of the radiation factor is also described in terms of l.t/ and m.t/ that are
developed according to the localized photon–exciton interaction.

Numerical results of (Eqs. 4.46) and (4.47) are shown in Figs. 4.28 and 4.29.
The upper parts in Fig. 4.28 show the time evolution of the radiation factors, while
the lower parts illustrate the dipole distribution when each radiation factor has a
maximal value. The total dipole in Fig. 4.28a is smaller than those in Fig. 4.28b, c,
and the peak value of the radiation factor is also smaller. It follows from the figure
that the radiation factor increases as the total dipole becomes larger. The peak values
of the radiation factor in Fig. 4.28b, c, 15 and 14, correspond to the value for the
Dicke’s superradiance, which is obtained as 20 for N D 8 from (Eq. 4.74). We thus
expect that quasi-steady states shown in Fig. 4.28b, c are close to the superradiant
states, and that the total Bloch vectors for such states are on the P –V plane.

In order to check whether the total Bloch vectors for the states belonging to the
third group in Table 4.1 (see Fig. 4.28b) are on the P –V plane or not, we examine
the time evolution of the polar angles of the Bloch vectors as well as the radiation
factors. As shown in Fig. 4.29, the polar angle of the Bloch vector takes 90ı, that
is, on the P –V plane when the radiation factor has a maximal value. Therefore, we
conclude that the system belonging to the third group in Table 4.1 are in transition
to a quasi-steady state close to the superradiant Dicke state, judging from its large
radiation factor and the polar angle of the total Bloch vector.
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In order to see the mechanism of the superradiance phenomena in our model, we
shall investigate a dependence of the localized photon–exciton couplings g on the
width of superradiant pulse. The result is shown in Fig. 4.30.

From this plot we find a relation as follows:

T / 1

g
: (4.148)
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Fig. 4.30 The dependence of the width and the peak point of superradiant pulse on localized
photon–exciton couplings g: double logarithmic plot (left) and the definitions of the pulse width
ıt , the pulse peak points TA, and the bottom point of pulse valley TB (right)

Recalling the mechanism of the oscillation of superradiant pulse in the Dicke model
explainned by Bonifasio (see (Eq. 4.142)), we know that this result means the
oscillation of superradiant pulses in our model is caused by emission and absorption
of localized photons.

Figure 4.28b, c indicates that multiple peaks appear in the radiation or that
multiple pulses are emitted from the system. One may think, as a possible origin,
that such a phenomenon stems from the recurrence inherent in an isolated system.
However, such multiple pulses may survive even if the system becomes dissipative,
which will be examined in detail in the next section.

4.8 Effect of Near-Field Couplings on Radiation Properties

We have assumed in the previous section that the radiation field is so weak as not
to disturb the exciton dynamics of a quantum dot system. When radiation pulses are
emitted from the system, however, energy has to be dissipated, and it is interesting
but not clear whether multiple pulses shown in Fig. 4.28b, c are emitted from the
system or not. In this section we thus study the radiation profile, adding a radiation
field to the system as a reservoir that does not affect the dynamics but makes the
system a dissipative one.

Suppose the Hamiltonian

H2 D HQDeff CHF CHFint; (4.149)

where HQDeff is the effective Hamiltonian given by (Eq. 4.51a) that describes
the N two-level quantum dot system interacting with localized photons. The
Hamiltonians HF and HFint describe the free radiation field and the exciton–free
photon interaction, respectively. Explicit Hamiltonians are written as
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HF D
X
k;�

„!ka
�

k;�
ak;�; (4.150)

HFint.t/ D
X
k;�

„gk;�a
�

k;�
R�ei.!k�	/t C h:c:; (4.151)

where creation and annihilation operators of a free photon with wave vector k,
polarization �, and frequency !k are denoted as a�

k;�
and ak;�, respectively. The

coupling constant between the free photon and exciton is given as

gk;� D
i	

„pV

s
„

2!k�0
� � ��

k;�
: (4.152)

where V , ��
k;�

, and �0 represent the quantization volume of the radiation field, the

unit polarization vector, and the dielectric constant in vacuum, respectively. Using
the HamiltonianH2, we write the Liouville equation as

@�.t/

@t
D 1

i„ ŒH2; �.t/� D �iL2�.t/ (4.153)

and eliminate the degrees of freedom of the radiation field with the help of a
projection operator defined as [57]

P � � � D j0ih0jTrF � � � (4.154)

with the vacuum of the radiation field j0i. Moving to the interaction representation,
we obtain equations of motion for the density operator Q�.t/ as follows:

P @ Q�
@t
D�iPL2.t/P Q�.t/ � iPL2.t/U.t; 0/.1� P/ Q�.0/

�PL2.t/
Z t

0

d�U.t; �/.1� P/L2.�/P Q�.�/; (4.155)

whereL2.t/ is the Liouville operator associated withH2.t/ and the operatorU.t; �/
is defined as

U.t; �/ D exp

�
�i.1� P/

Z t

�

L2.t
0/dt 0

�
: (4.156)

With the Born–Markov approximation applied to the third term of (Eq. 4.155), we
obtain the following equation for Q�A D P Q� as
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@ Q�A
@t
D�iLQDeff.t/ Q�A.t/

�TrFLFint.t/

Z t

0

d�UQDeff.t � �/LFint.t � �/j0ih0j Q�A.t/ (4.157)

with
UQDeff.t/ D exp

��iLQDefft
�
; (4.158)

where LQDeff and LFint are the Liouville operators associated with the Hamiltonian
HQDeff and HFint, respectively. Moreover, using the Born approximation that
neglects the exciton operators of higher than the second order [57], we approximate

UQDeff.t/ 	 1 (4.159)

to obtain a compact equation as

@ Q�A
@t
D �iLQDeff.t/ Q�A.t/C ˇ fŒR� Q�A.t/; RC�C ŒR�; Q�A.t/RC�g
�i�ŒRCR�; Q�A.t/� (4.160)

with

ˇ C i� �
Z t

0

X
k;�

jgk;�j2ei.	�!k/�d�; (4.161)

which is exactly the same form as the Lindblad’s master equation [55] describing
a general Markovian dynamics for a dissipative quantum system. Here the real and
imaginary parts of the right-hand side of (Eq. 4.161) are designated as ˇ and � ,
respectively. In the following we neglect the energy shift as � D 0, for simplicity.
Note that the second and the third terms of the right hand-side of (Eq. 4.160) are
known as the Dicke’s master equation [2, 11, 22].

4.8.1 Semiclassical Solution: Without Quantum Correlation

Neglecting quantum correlation between excitons [3], we approximate the total
density operator �A as a direct product of the density operator �n at each site n

�A D
Y
n

�n; (4.162)

and then solve (Eq. 4.160). Noticing that the dynamics governed by the original
Hamiltonian (Eq. 4.4) is not rigorously identical to the one described by the
effective Hamiltonian (Eq. 4.51a), we use an isolated system described by the
effective Hamiltonian (Eq. 4.51a) in order to clarify the dynamics governed by
(Eq. 4.160) for a dissipative system whose relevant system is described by the same
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Fig. 4.31 Time evolution of the radiation factor for dissipative systems (upper) and isolated
systems (lower). We consider the following three cases for both systems: (a) a “ferromagnetic”
case, (b) an “antiferromagnetic” case which is turned to a dipole-ordered state after manipulating
the initial population differences, and (c) a “dipole-forbidden” case discussed in Sect. 4.4.3. The
parameters ˇ D 0:05 and � D 0 are used

Hamiltonian (Eq. 4.51a). By comparing the radiation factors for the isolated system
and the dissipative system, the similarity and the difference are discussed.

Figure 4.31 shows the time evolution of the radiation factor for (a) a “fer-
romagnetic” system belonging to the third group of Table 4.1, (b) an “anti-
ferromagnetic” system that belongs to the fourth group of Table 4.1 and is turned
to a dipole-ordered state after manipulating the initial population differences, and
(c) a “dipole-forbidden” system that is converted to a dipole-ordered state by the
local manipulation discussed in Sect. 4.4.3 as hWn.0/i D �hPn.0/i. It follows
from the lower part of Fig. 4.31a that superradiance is suppressed and does not
manifest itself due to the difference between the original Hamiltonian (Eq. 4.4)
and the effective Hamiltonian (Eq. 4.51a). On the other hand, superradiant multiple
pulses are generated in the isolated system and survive in the dissipative system
for both cases shown in Fig. 4.31b, c. Therefore, we find with a semiclassical
approach that multiple pulses, as predicted for an isolated system, can be emitted
superradiantly from dipole-ordered states even in a dissipative system coupled to a
radiation reservoir.

4.8.2 Effect of Quantum Correlation: Comparison with Dicke
Model

It is well known that superradiance in the Dicke model [25] occurs from a state
where all excited states of all sites are occupied. On the other hand, the semiclassical
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Fig. 4.32 Time evolution of the radiation factor obtained with quantum correlations. The solid
curves are the results for our model, while the dashed curves represent the results for the Dicke
model. The dissipative system is assumed, and the parameters N D 4, ˇ D 0:05, and � D 0

are used. In addition, the following initial conditions are used: (a) hPni D 1 and hWni D 1, (b)
hPni D .�1/n=p2 and hWni D 1=

p
2 which correspond to a dipole-forbidden state as shown in

Fig. 4.11, and (c) hPni D .�1/n=p2 D � hWni which corresponds to a dipole-ordered state as
shown in Fig. 4.12

approach discussed above cannot predict the occurrence of superradiance of the
system when the total dipole of the system is zero as an initial condition [3]. This
means that quantum fluctuations and correlations should be properly included so
as to correctly describe the radiation properties of a system with no initial dipoles
and that the semiclassical approximation is not appropriate in this case. Thus, we
numerically solve the master equation (Eq. 4.160), taking quantum correlations into
account, and we investigate the radiation properties of the dissipative system. In
particular, we compare the results obtained from our model, that is, the localized
photon model with those obtained from the Dicke model, for which the first term of
the right-hand side is dropped from (Eq. 4.160). Some of such results are shown in
Figs. 4.32 and 4.33.

Figure 4.32a shows the time evolution of the radiation factor for the case that all
the populations are completely in the excited states and there are no dipoles as an
initial condition. The solid curves are the results for our model, while the dashed
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Fig. 4.33 Time evolution of the radiation factor (upper) and the total dipole moment (lower)
obtained with quantum correlations. The solid curves are the results for our model, while the
dashed curves represent the results for the Dicke model. The system is assumed to be dissipative
and in a dipole-ordered state evolved from a dipole-forbidden state, that is, the same as in Fig.4.32c.
The initial conditions are also the same as in Fig. 4.32c, except for the exciton–localized photon
coupling (a) g D 0:5, (b) g D 0:8, and (c) g D 1:2

curves represent the results for the Dicke model. It follows from the figure that a
single superradiant pulse is emitted in both models but that the peak value of the
superradiant pulse is reduced, while the tail is extended in our model. In Fig. 4.32b,
we present the result obtained from the initial condition as a zigzag profile of
the dipole distribution of hPni D .�1/n=p2 and flat population differences of
hWni D 1=

p
2. The system corresponds to a dipole-forbidden state as shown in

Fig. 4.11, where the total dipole is always zero. The radiation profiles obtained for
both models are qualitatively same as found as in Fig. 4.32a. The time evolution of
the radiation factor is illustrated in Fig.4.32c for the case that initially the alternating
dipole is set as hPni D .�1/n=p2 and the sign of the population difference in
each QD is set opposite to that of the corresponding dipole as hWni D �hPni.
Owing to the flip property, a dipole-ordered state emerges in this case, and a distinct
difference between the two models is observed: our model (solid curve) shows
superradiance, while the Dicke model (dashed curve) does not. Since we can infer
that the difference stems from the dipole-ordering phenomenon, we further examine
this case in order to clarify the relation between the radiation factor and the total
dipole of the system.

Figure 4.33 presents the time evolution of the radiation factor (upper) and the
total dipole (lower) by changing the exciton–localized photon coupling constant g as
(a) g D 0:5, (b) g D 0:8, and (c) g D 1:2. It is found that the frequency of the total
dipole increases as the coupling constant becomes strong. As a result, the oscillation
frequency of the radiation factor increases, and thus, multiple pulses are emitted
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Fig. 4.34 Radiation profile obtained from three different methods. The system and the initial
conditions to be considered are the same as in Fig. 4.33. The result is obtained (a) for the
isolated system by the Liouvilian dynamics of the effective Hamiltonian with the semiclassical
approximation, (b) for the dissipative system by the master equation (Eq. 4.160) with the
semiclassical approximation, and (c) for the dissipative system by the master equation (Eq. 4.160)
with quantum correlations. The parameters N D 4, ˇ D 0:05, and � D 0 are used

superradiantly from the dissipative system. Therefore, the difference between the
two models, as we expected, originates from the occurrence of a dipole-ordered
state or a collective dipole oscillation via localized photon–exciton interactions.

At the end of this section, we examine the applicability of the semi-classical
approach which has an advantage over the quantum approach that one can easily
handle a relatively large number N system. In Fig. 4.34, we show the radiation
profile obtained from three different methods. The system and the initial conditions
to be considered are the same as in Fig. 4.33. The result is obtained (a) for the
isolated system by the Liouvilian dynamics of the effective Hamiltonian with
the semiclassical approximation, (b) for the dissipative system by the master
equation (Eq.4.160) with the semiclassical approximation, and (c) for the dissipative
system by the master equation (Eq. 4.160) with quantum correlations. We find from
Fig.4.34 that multiple pulses are generated for all the cases though each frequency of
the oscillation is different. It indicates that the semiclassical approach can describe
qualitatively the radiation properties of both isolated and dissipative systems when
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xl xr1 2 3 4 5 6

Fig. 4.35 The QDs interacting with localized photons are configured in a line. At each end of the
line, we set different boundary conditions

the total dipole of the system is not zero. The strong radiation coming from the
dipole-ordering phenomenon or the nonlinearity and the collective phenomena of
the dynamics of the system considered in this chapter can be qualitatively predicted
by the semiclassical approach.

4.9 Transport Phenomena of Localized Photons

Since the semiclassical Heisenberg equations (Eq. 4.46) are nonlinear, neglecting
quantum correlations between quantum dots (QDs) and localized photons, we
expect such a system to display nonlinear or possibly chaotic phenomena. Indeed,
since a system with strong nonlinearity behaves chaotically and shows deterministic
randomness, chaotic systems represent macroscopic transport phenomena. In this
context, this section considers an open system for the localized photon model and
investigates the transportation of localized photons.

As depicted in Fig. 4.35, we lined up QDs that interact with localized photons
with a reservoir of localized photons at either end of the line.

In this setting, we investigated the transportation of localized photons through
the system.

4.9.1 Two Phases of Transportation: Switching Between Flow and
Block Mode

The numerical operator of the localized photons at site j is defined as nj D a
�
j aj

and the equation of motion for the expectation value hnj i using the semiclassical
approximation is derived as follows:

dhnj i
dt
D v

2
.hxj�1i C hxjC1i/hyj i

� v

2
.hyj�1i C hyjC1i/hxj i � g

2
.hVj i � hPj i/hyj i: (4.163)

Since the right-hand side of (Eq. 4.163) does not include the localized photon
number hnj i, the dynamics of the localized photon number are decided by the other
Heisenberg Equations (Eq. 4.46) and (Eq. 4.47). From the Heisenberg equations, it
is clear that using the semiclassical approximation, the physical quantity that can be
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Fig. 4.36 The dynamics of the distribution of localized photons of an open system with reservoirs
of localized photons in the coherent states at the zeroth and ninth sites in the first case. In this case
we observe linear propagation and the reflection of excitation of localized photons

input from both ends as a boundary condition is the coherence of localized photons
xj D aj Ca�j ; yj D i.aj �a�j / (not the localized photon number a�j aj ). Therefore,
we define the boundary condition at both ends using (Eq.4.57) to achieve a coherent
state in which the eigenvalue is a real number. This boundary condition corresponds
to the locally determined amplitude of the classical electric field oscillation (at the
boundaries). The electric field is strengthened at the left boundary and weakened
at the right boundary (xl > xr ). The emerging dynamics are then examined with
the focus on the distribution of localized photons. Consider the case where there
are eight sites and the values at sites 0 and 9 are fixed at hx0i D 1; hx9i D 0,
respectively, by assuming that a reservoir of localized photons has been attached,
with all the excitons in the initial state of excitation, and the constituent expected
values of the localized photon are set to 0 at all the other locations, except at the
boundaries. In this configuration, the temporal evolution of localized photons shows
that the resultant behavior can be broadly classified into the following two types:
Behavior 1 is shown in Fig. 4.36, in which the excitation travels linearly from left
to right. Behavior 2 is shown in Fig. 4.37, in which a structure similar to a standing
wave forms and develops over time.
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Fig. 4.37 The dynamics of the distribution of localized photons of an open system with reservoirs
of localized photons in the coherent states at the zero-th and ninth sites in the second case. In this
case, we observe the growth of a structure similar to a standing wave

In Fig. 4.36, a linear transmission wave can be observed in which excitation
emerges from the input side, travels to the right, reflects off the right boundary,
travels to the left, gets pushed back by the input on the left, and travels to the right
again. Consequently, it travels back and forth. In other words, linear behavior can be
observed in the temporal evolution of localized photons despite the nonlinear nature
of the system dynamics.

In Fig. 4.37, there is a clear division between the sites where localized photons
accumulate (peaks) and the sites where localized photons are rare (nodes). Localized
photons continue to accumulate in the system and no stationary state emerges. This
can be viewed as formation of a standing wave. Examination of the total number
of localized photons

P
nhan.t/�an.t/i in the system yields the results shown in

Fig. 4.38.
Figure 4.38 clearly distinguishes between the two types of system when looking

at the number of photons. In the system shown in Fig. 4.36, in which the transporta-
tion of localized photons follows a linear wave motion, the total number of photons
is approximately constant. In the system shown in Fig. 4.37, the total number
of localized photons increases monotonically, and localized photons continue to
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Fig. 4.38 Temporal evolution of the total localized photon number
P
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Fig. 4.39 Temporal evolution of the radiation intensity of the open systems. (a) and (b)
correspond to the systems in Figs. 4.36 and 4.37, respectively. Strong radiation occurs in the system
that is accumulating the localized photons and not in the system where there is no accumulation

accumulate in the system. The fact that the relaxation phenomenon does not occur
implies that either photons can accumulate in the system or that the system relaxes
very slowly and our calculations are insufficient for it to reach equilibrium.

Next, the radiation intensity was calculated for the two systems. Using the
arguments given in Sect. 4.7, Fig.4.39 shows the radiation intensity calculated using
(Eq. 4.147).

In the system shown in Fig. 4.37, in which a standing wave develops, a
cooperative effect close to superradiance is observed, whereas no cooperative effect
exists in the system in Fig. 4.36 that shows linear behavior. In the system shown
in Fig. 4.37, which corresponds to (b) in Fig. 4.28, if the system is opened in
this manner, a time-irreversible phenomenon is observed, in which the repeating
superradiant pulse observed in Fig. 4.28b does not emerge, and only a large single
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peak forms. This is because the system has been opened by attaching reservoirs
at both ends, which dissipate information. Moreover, because the coherence of the
whole system is lost due to the forced input at both ends, which leads to loss of the
cooperative effect caused by coherence, superradiance arises. Nevertheless, despite
the nonlinearity of the equations, it becomes clear that a statistical mechanical
transportation phenomenon does not occur as a nonequilibrium steady state, despite
the nonlinear dynamics of system. One of the causes of this is that the system’s
nonlinearity is weak. Generally, the ergodicity or mixing property strengthens
as nonlinearity increases, and relaxation is reached more quickly in the steady
state [31]. Another cause may be that chaotic characteristics in the classical sense
do not emerge because the system is currently dealt with in terms of semiclassical
quantum mechanics. However, other phenomena characteristic of a nonlinear
system should appear when nonlinearity exists in the system of equations, similar
to quantum chaotic systems in which characteristic phenomena different from those
of a regular system appear indirectly in the level statistics [33, 34]. The following
subsection contains observations regarding this point.

4.9.2 Sensitive Switching of Flow and Block: Chaotic Behavior

4.9.2.1 Dependence of the Coupling Constant g

To study the appearance of nonlinearity in this system, the dependency of the
temporal evolution of the localized photons on the coupling constant g is examined.
The temporal evolution of the total number of localized photons that accumulate in
the entire system for the case in Fig. 4.38b is plotted for various coupling constants,
g, as shown in Fig. 4.40.

Looking at the plot, there is a characteristic sudden shift in behavior from mono-
tonically increasing to oscillatory at g D 0:67, and this returns to monotonically
increasing behavior at g D 0:69. Indeed, the number of localized photons decreases
by one order of magnitude at the transition from monotonic behavior at g D 0:65

to oscillatory behavior at g D 0:67. This is nonlinear behavior. That is to say, we
can expect nonlinear, random behavior in the dependency of the total number of
localized photons on the exciton–photon coupling constant g. To examine this in
detail, Fig. 4.41 plots the dependency of the total number of localized photons on
the coupling constant g at time t D 100.

Figure 4.41 shows that the appearance of nonlinear, random behavior for the
dependency of the total number of localized photons depends on the exciton–photon
coupling constant g, for the systems in both Figs. 4.36 and 4.37. Particularly, for the
system in Fig. 4.37, in which localized photons accumulate, the fluctuation in the
dependency of the total number of photons on the coupling constant is extremely
vigorous. Examination of the Heisenberg (Eqs. 4.46) and (4.47) shows that the
coupling constant g is included in the nonlinear terms of the equations. Therefore, it
is easy to see that it is one of the parameters that measure nonlinearity. Therefore, the
dynamics of systems with boson-approximated excitons, in which nonlinear terms
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do not emerge in the equations of motion, must be examined in order to confirm that
this behavior originates from the nonlinearity of the equations.

4.9.2.2 Linear System: Effect of Nonlinearity
The Heisenberg equations of the system become the following when an exciton is
approximated by a boson:

8̂
<̂
ˆ̂:

@tPn D �	Vn � gyn;
@tVn D 	Pn C gxn;
@txn D �!yn � v.yn�1 C ynC1/ � gVn;
@tyn D !xn C v.xn�1 C xnC1/C gPn:

(4.164)

These are clearly linear equations. Since the equation of motion of the number of
localized photons han.t/�an.t/i is the same as in the case of (Eq. 4.163) discussed
above, which is obviously linear, in the boson-approximated system all the equations
of motion are linear. Solving these equations, Fig.4.42 shows the dependency of the
total number of localized photons on the coupling constant g.

Although random behavior does not appear in this case, resonating coupling
constant dependence is found. The meaning of the resonating coupling constants
is not yet clear; however, at least there is no disorderly, unpredictable behavior.
From these observations, we conclude that the disorderliness of Fig.4.41 is a chaotic
behavior originating from the nonlinearity of the dynamics.

Here, one must be cautious, because a system consisting of eight sites has many
modes, and it is possible that an apparently disorderly dependence has emerged
via the competition of different modes (e.g., the superposition of many types of
quasiperiodic behavior). Quasiperiodic behavior (Since the nonlinear behavior that
emerges here does not involve the dynamics (temporal evolution), but is the behavior
concerned with the parameter g, it needs to be differentiated from the dynamics
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of time-dependent evolution in this situation. For this purpose, we referred to the
phenomenon as “behavior.”) does not have a period either, so chaos does not exist
simply because of a lack of periodicity. In the next section, the phenomenon is
examined by simplifying the problem by reducing the degrees of freedom to the
minimal value while considering the above.

4.9.3 Intermittent Chaotic Behavior in Two-Site Open System

This section considers the nonlinear dependency on the coupling constant g
observed in the previous section in a system with two sites (four sites including the
reservoirs at the two ends) in order to simplify the problem. This is done to reduce
the degrees of freedom so as to differentiate between the disorderliness caused
by the superposition of many quasiperiodic behaviors originating from the many
modes and the nonlinearity of the dynamics of the system. Figure 4.43 shows the
dependency of the total number of localized photons on the coupling constant g for
the two-site system.

Examination of the magnified parts of the graph shows marked fluctuation in
these regions, and the fluctuations are squeezed together so tightly that the area
appears solid black. This shows that dependency on g behaves unpredictably.
Since with two sites there are few participating modes, the vigorous fluctuations
are a manifestation of chaotic behavior, reflecting the nonlinearity of the dynamic
equations. Examination of Fig. 4.43A shows that there are vigorous fluctuations
(chaotic regions) in some areas, and not in others (regular windows). In other
words, this system displays “intermittent chaos,” using the terminology to describe
the temporal evolution of chaos. Since chaotic systems display deterministic
probabilistic behavior (e.g., diffusion) [31], the number of localized photons
should obey a statistical distribution. Therefore, we examined histograms of the
number of localized photons corresponding to Fig. 4.43a–d. Figure 4.44 shows the
histograms of the numbers of localized photons in the chaotic regions of the system
corresponding to Fig. 4.43a–d in a double logarithmic graph.

This figure shows that the histograms for each individual region share a common
behavior. The double logarithmic plot of the histograms consists of two straight
lines; the first line has a slope of approximately �1. In other words, when the
distribution of localized photons n is approximated as P.n/, the distribution in the
regions of small n is given by P.n/ / 1=n. The slope is very steep in the region
where there are many photons, and the graph can be regarded as an exponential
function. In conclusion, the emergence of a common statistical distribution of
localized photons in regions (a) through (d) is the evident result of a universal
statistical law caused by the chaotic dynamics of the system. This means that the
apparent complexity does not arise merely by chance; there is a common principle
working in the background. In other words, the nonlinear dynamics of the system
indirectly cause such behavior to emerge.

As we shown above, many interesting phenomena emerge when we look at the
behavior of localized photons, including the existence of a photon storage mode and
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Fig. 4.43 The dependence of the coupling constant g on the total localized photon number of the
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Fig. 4.44 A log–log plot of the histogram of the localized photon numbers for the regions depicted
in Fig. 4.43. Figures (a)–(d) correspond to chaotic regions (a)–(d) in Fig. 4.43

the existence of chaotic dependency of the system’s mode on a system parameter.
Nevertheless, our discussion is based on a semiclassical system of equations that
ignores quantum correlations, and it remains to be determined whether these
phenomena actually occur, that is, do these phenomena survive in the case using
full quantum correlations? Therefore, we examined the behavior considering the
quantum correlation of the next order. In this case, a storage mode for photons
also exists. The fact that the behavior in the next order does not differ significantly
suggests that the semiclassical approach is sufficient.

4.10 Conclusions

In order to investigate the dynamics of the system, we presented a model of N
two-level quantum dot systems interacting with optical near fields that explicitly
expressed in terms of the localized photonic degrees of freedom that characterize
the unique property of the localization of optical near fields. At the low-density
limit, excitons (N two-level systems) are approximated as bosons, and a rigorous
solution of the Heisenberg equation is obtained. Using this solution, we examined
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the dynamics of the excitonic system and showed that the dipole moments are
transferred linearly within the system. Since the dipole moments in the system
represent the quantum coherence between any two energy levels, this phenomenon
might be applicable to a photonic device on a nanometer scale or to the transfer of
quantum information.

For fermionic excitons, the Heisenberg equation becomes nonlinear, and the
dynamics is more complicated. We obtained a perturbative solution given by
(Eq. 4.43) within the second order with respect to the localized photon–exciton
interaction, to investigate the dipole dynamics. The study revealed that several
oscillating quasi-steady states exist, depending on the material parameters. Using
the effective Hamiltonian obtained from renormalization of the localized photonic
degrees of freedom, we classified such quasi-steady states into several groups: one
is a “ferromagnetic” state with all the dipoles aligned in the same direction; the other
is an “antiferromagnetic” state with the alternating dipoles, as shown in Table 4.1.

Note that if the sign of the population difference hWn.0/i at arbitrary site n and
time t D 0 is reversed, then the dipole of the same site at arbitrary time t , hPn.t/i,
also changes sign (see (Eq. 4.44)). Using this flip property, we can transform
an arbitrary dipole distribution of the system into a dipole-ordered state after
manipulating the initial distribution of the population differences. This property is
based on the perturbative solution (Eq. 4.44), which determines the sign of hPn.t/i
according to the sign of the product of hP1.0/ihWn.0/i. It also originates from the
fermionic property of excitons, which gives the Heisenberg equations of motion for
bn (/ Pn) as

ŒHb�b; bn� D
X
m¤n

	nmWnbm: (4.165)

The right-hand side of (Eq. 4.165) is proportional to hPmihWni for fermions,
while it is proportional to hPmi for bosons. Therefore, the occurrence of this kind
of nonlinearity for fermionic excitons is a possible origin of the flip property.
Moreover, it is not trivial; this property can be applicable to results obtained from
the semiclassical Heisenberg Equations (Eq. 4.46) and (Eq. 4.47).

We examined the radiation property of our system, solving the Heisenberg
Equations (Eq. 4.46) and (Eq. 4.47) using the semiclassical approximation. In the
investigation, we treated the system as isolated since the coupling between radiation
fields and the sytem is very weak. The numerical analysis showed that dipole-
ordered states, which have large total dipole moments, show a large radiation
probability comparable to Dicke’s superradiance. In particular, it predicted that
multiple pulses are emitted from the system superradiantly. In order to verify
whether such a phenomenon is inherent in an isolated system, we solved the master
equation (Eq. 4.160) for a dissipative system using the semiclassical approximation
and found that such multiple pulses in the radiation profile can even survive in a
dissipative system coupled to a radiation reservoir.

Multiple superradiant peaks have been observed experimentally in an atomic
gas system [81] and are reported to originate from the dipole–dipole interaction
between a two-level system within the framework of the Dicke model [12]. In our
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model, excitons are coupled with one another indirectly through the interactions
with localized photons; therefore, the pulse oscillation in the radiation profile occurs
in a mechanism similar to that in the Dicke model.

We solved the master equation (Eq. 4.160), considering quantum correlations,
and compared the results with those obtained from the Dicke model. When all the
populations are initially in excited states, both models produce similar radiation
profiles. They differ qualitatively in that the peak value of the radiation pulse in
our model is reduced and the tail is extended. This tendency was examined by
comparing atomic and Frenkel exciton systems, in which excitons can hop via the
dipole–dipole interaction, and the same qualitative difference was reported [84].
Regarding the multiple-pulse generation that we obtained, the Frenkel exciton
model also predicts the possibility of the superradiance profile oscillating if the
system is initially prepared with a partial population inversion [85]. From our
model, we concluded that the superradiant peaks of multiple pulses correspond to
the occurrence of a collective dipole oscillation or a dipole-ordered state.

It is still not clear why the dipole distribution in our system has several quasi-
steady states, which was predicted in our model using the perturbative expressions,
numerical solutions of the Heisenberg equations, and the effective Hamiltonian.
Since our system has several kinds of symmetry, we expect to clarify the stability of
such quasi-steady states from the viewpoint of symmetry.

The size dependence of the radiation profile has been investigated in the Dicke
model [32]. To clarify the differences between optical near fields and propagating
fields, we should also examine such size dependence in our model. The semiclassi-
cal approach might be useful for such a qualitative study because it has an advantage
over the quantum approach with respect to computation time.

One of our main goals was to clarify the inherent characteristics in optical near
fields from the viewpoint of the coupling scheme, that is, a local coupling system
versus a global coupling system. We have shown several differences between our
model (local coupling system) and the Dicke model (global coupling system),
but further effort is required to answer the question more directly. In spite of
some common properties, we must emphasize that our model differs from the
Frenkel exciton model of Tokihiro et al., which is an extended Dicke model
that considers the dipole–dipole interaction between excitons. The similarities
of the radiation properties in our model and the Tokihiro model arise from the
similar master equations used (see (Eqs. 4.135) and (4.160)). However, our master
equation (Eq. 4.160) was derived after neglecting the product of excitons with
an order higher than two (see (Eq. 4.159)). This approximation is justified for
a dilute excitonic system. Nevertheless, the precise conditions under which this
approximation is applicable and its consistency should be investigated thoroughly.

Therefore, our localized photon model concurs with the model of Tokihiro et al.
only in the simple case, and the true dynamics in our model is more complicated.
Unfortunately, there is no straightforward way to derive a more correct equation
beyond the approximation (Eq. 4.159). The difficulty comes from how to treat
the dynamics of three different degrees of freedom: excitons, localized photons,
and radiation photons. Rigorously speaking, the difficulty arises from the fact
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that the unperturbed part H D Ha C Hb C Hint (Eq. 4.4) is made up of a
mixture of spin operators (exitons) and bosons (localized photons). However, it is
possible to consider the next order of excitons in UQDeff in (Eq. 4.157) beyond the
approximation (Eq. 4.159). To proceed to higher orders, we need to remove the time
integration in (Eq. 4.157) and may use the time-convolution-less (TCL) formulation
of the projection operator method [18, 76].

Finally, we focused on the nonlinearity of the Heisenberg equations in our system
and investigated the transport phenomena of localized photons, adding a reservoir of
localized photons to the system. Neither normal macroscopic transport phenomena
nor equilibrium states were found, which indicates that the nonlinearity of this
system is very weak, as a fully nonlinear system, such as a chaotic system, shows
statistical transport phenomena (e.g., diffusion) [27,31], and large-scale simulations
are required to find the equilibrium states. Instead, as a transient behavior, we
found a remarkable phenomenon in which the transfer of localized photons is
jammed or through flowing, depending on the system parameters as ", V , E , and
U . We called the former case the storage mode of localized photons. Moreover, the
number of localized photons stored varies drastically, depending on the localized
photon–exciton coupling constant U D „g. The dependence of the total number
of localized photons on the coupling constant g is chaotic and unpredictable.
Reduction of the system to the minimal size did not change this behavior; therefore,
the complex behavior arose from the intrinsic nonlinearity of the system, not
from the interference of many modes due to many degrees of freedom. Since the
unpredictable coupling-constant dependence had both regular windows and chaotic
regions (see Fig. 4.43), our system shows “intermittent chaos” in terms of usual
dynamic chaos. We found that the chaotic regions have similar distributions, but
the meanings of the distributions are not clear. We also checked the dynamics using
the next order quantum correlation and observed the storage and through-flowing
modes. The semiclassical treatment seems sufficient to produce these phenomena.

In summary, we found an interesting phenomenon arising from the nonlinearity
in our system. The nonlinearity of the dynamics originates from the commutation
relation of excitons which differs from that of bosons. This is true in the Dicke
model. Therefore, the Dicke model has the same nonlinearity, which is essential
for superradiance [3], and certain kinds of signatures of chaos. Indeed, it was
recently reported that the Dicke model is a quantum chaotic system [26]. The term
“quantum chaotic system” means that the distribution of the energy-level spacing
of the Hamiltonian differs from that of a regular system [33]. Since there is no
instability of orbits in a quantum system, due to the uncertainty principle, we need
new signatures of chaos for a quantum system whose classical correspondence is
also chaotic. One of the quantum signatures of chaos is the level statistics [34], and
the analysis of these level statistics remains an intriguing open problem. Since our
system has a richer structure than the Dicke model, we expect our model to produce
more fruitful properties as a quantum chaotic system. Finally, we point out that
the open system discussed using our localized photon model is one of the simplest
nano-optical structures to use to examine the optical response of nanostructures and
to discuss the susceptibilities of nanometric material systems.
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Abstract
In a nanometric light-matter coupling system, characteristic features, such as
local excitation, unidirectional energy transfer, and state-filling effect, can be
used for signal transfer and control. In this chapter, optical near-field coupling
is formulated in detail by using the second quantization, and then, switching,
logic, and some typical operations are discussed theoretically and numerically as
examples of nanophotonic functional devices the above features used. Especially,
coherence and/or decoherence of matter excitation and spatial symmetry of a
system play important roles in such device operations.

5.1 Introduction

5.1.1 Nanophotonics for Functional Devices

In recent years, explosive growth in data traffic becomes serious problem, which
is caused by expanding of internet usage and spreading mobile terminals, such
as smartphones and tablet computers [1]. Optical integrated circuits based on
nanophotonics technologies are placed more expectations on large amount of data
processing and switching, as well as green information technology (IT) with low
energy consumption [2].

For nanophotonics technologies, the light localized in a nanometric space less
than the diffraction limit of light plays important roles as signal carriers and agents
to control the signal for unique device operations which never occur in conventional
optics by using far-field light [3, 4]. The localized light, or optical near field, can
make characteristic excited states, which are inactive for far-field light, with the
help of electronic and/or phonon excitations. Such technologies using light-matter
coupled excitation are referred to as the dressed photon technologies [5]. In this
research field, some interesting progresses have been published: the NOT-gate
operation [6] and excitation up-conversion [7] with phonon degrees of freedom in a
quantum-dot system. System architectures appropriate to the nanophotonic energy
transfer have been also proposed in the applications of data processing [8] and of
certification technologies [9]. Furthermore, nanophotonics technologies have been
extended to the outside field of information processing, that are nanoscale surface
reforming with self-convergent chemical reactions such as etching and deposition
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processes [10–12], and realization of light-emitting and detection devices using
optical near-field assisted modification of material properties [13].

Fundamental physics supporting the above technological progresses would be
explained theoretically in �Chaps. 1 and �4. This chapter is devoted to concentrate
on signal propagation, control, and some functional operations in a nanophotonic
device which is driven by optical near field, and to formulate the operations by
means of quantum mechanical approach. The signal manipulation is considered
in a simplified system consists of few energy-level systems like quantum dots. In
such a system, detailed theory of light-matter interaction is necessary to describe
the device operations. Especially, treating internal degree of freedom of each
quantum system enables us to realized energy transfer via a dark state which is
inactive for far-field light. The localization feature of signal carriers in nanophotonic
devices seems to resemble electronic devices in which an electric charge always
stays within the device. However, it is strikingly different in that the energy
transfer occurs via excitation state, not electric charge. For mediating electric
charge, unidirectional energy transfer is guaranteed by applying bias voltage,
which necessarily involves thermal energy loss. While in the nanophotonic energy
transfer, unidirectionality is determined in principle by only energy dissipation from
high to low energy levels in intra-quantum system, which results in drastic low-
energy device operations. There is a similar low-energy consumptive system of
quantum-dot or molecular cellular automata [14]. Characteristic process inherent
in a nanophotonic system is that the localized field is able to leave an object
and release free photons in the far field via optical near-field interaction among
several nanometric objects [15]. Important things for designing nanophotonic
devices and nanophotonic device operations are to deal with light-matter inter-
action with a nanometric system and dissipation of matter excitation toward the
outer field, simultaneously. Since the signal is eventually detected as far-field
light, nanometric light-matter interaction also needs to control the dissipation
process.

The advantages of nanophotonic devices are not only miniaturization but also
possibilities for novel principles of functional operations that are inherent to
nanophotonics. As I mentioned above, the physics of nanophotonic devices includes
typical matter excited states due to optical near-field interaction, coupling between
near- and far-field light, and coupling between matter excitation and phonons.
Many of these characteristics have not been considered in conventional optics, and
thus, system construction method for nanophotonic devices may differ from that
for conventional devices. It is important to consider how these devices should be
designed and how nanophotonic devices can coexist with other devices, such as
conventional optical and electronic devices.

In the remainder of this section, our discussion focuses on how to use the features
inherent to nanophotonics in functional device operations, what is possible, and how
we can realize the possibilities. The next subsection will explain some characteristic
features of nanophotonics, briefly, that becomes introductory concept for realizing
the nanophotonic functional devices.

http://dx.doi.org/10.1007/978-3-642-31066-9_2
http://dx.doi.org/10.1007/978-3-642-31066-9_5
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5.1.2 Inherent Features to Nanophotonics

In general, the following features are indispensable to a functional device: prepara-
tion of appropriate input states, propagation of a signal, and control of the signal.
Nanophotonics has characteristic features for all of these, that are not observed for
far-field light: a locally excited state that cannot be created using far-field light,
unidirectional energy transfer, and a dependence on excitation number in which
coupling between discrete energy levels and the optical near field plays an important
role. These are all key features for nanophotonic device operations.

5.1.2.1 Locally Excited States
First, we will explain the difference between matter excitation of nanometric objects
using far- and near-field light. Figure 5.1a illustrates nanometric objects being
irradiated by far-field light. Since objects located in an area much smaller than
the wavelength of the light are simultaneously excited by a uniform field, it is not
possible to know the state of matter excitation in each object independently, and
the detected far-field light has no information about the state of the excitation in
each object. Optical near-field excitation can be accomplished by setting an optical
near-field probe, such as a nanometric metallic aperture, an optical fiber probe,
and a single molecule. This allows selective irradiation of individual object, and
a locally excited state can be created because of the localized light around the
probe. The excited object creates a secondary electromagnetic field that affects
the state of the neighboring object via the optical near field, and consistently
determines excited states in the two-object coupling system using optical near-
field interaction. Figure 5.1b shows a schematic illustration of optical near-field
excitation. This asymmetric excitation influences far-field light which will be
detected as an information signal.

The following describes these excited states as algebraic expressions. For
simplicity, the discussion is restricted to the coupling of two two-level systems of
excitons (see Fig. 5.2). For far-field excitation, nanometric objects are uniformly

Light source

Detector
Nanometric

objects

<< λ
Far-field light

Far-field light

Nanometric
aperture

Detector
Nanometric

objects

<< λ

Optical near field

Interaction: UFar-field light

a b

Far-field light

Fig. 5.1 Schematic illustration of nanometric matter excitation by using (a) far-field light and
(b) near-field light
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Optical near-field coupling
(resonant coupling)

E1 E1

Two-level system: A Two-level system: B

Fig. 5.2 Identical two two-level systems which are coupled via optical near-field interaction

excited; a one-exciton state, in which an exciton exists in the system, can thus be
written as

j1is D .jeiAjgiB C jgiAjeiB/=
p
2; (5.1)

where jeii and jgii represent exciton state and crystal ground state, respectively.
Subscripts i D A and B label two nanometric objects, and the meaning of subscript
s will be explained below. Equation (5.1) means that an exciton in an isolated system
cannot be distinguished because the exciton exists in both object A and object B with
equivalent probabilities.

On the other hand, as mentioned above, an optical near field allows an
exciton to be created in an individual object. The exciton prepared in this
system leaves and returns between two two-level systems for a period depending
on the strength of optical near-field coupling, referred to as near-field optical
nutation [16, 17]. However, if the pumping time is much shorter than the period of
near-field optical nutation, locally excited states can be created in this system. Such
locally excited states with an exciton in the system can be expressed by a linear
combination of coupled states that extends between two objects, as follows:

jeiAjgiB D .j1is C j1ia/=
p
2 ; (5.2)

jgiAjeiB D .j1is � j1ia/=
p
2 : (5.3)

The right-hand terms in (5.2) and (5.3) described states coupled via an optical
near field, where the subscripts s and a refer to symmetric and antisymmetric states,
respectively. It is clear that in the optical near-field excitation, there are two coupled
states, while far-field light excites only the symmetric state. Note that we did not
show the antisymmetric state in (5.1), since the state is optically inactive for far-
field light. This can be verified using the following relation: ah1jHintjgi D 0, where
jgi D jgiAjgiB and the interaction Hamiltonian refers to (5.7). Locally excited states
are quite important for functional operations in our proposed nanophotonic devices,
which are discussed in Sects. 5.3 and 5.4.
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5.1.2.2 Unidirectional Energy Transfer
For functional device operations to manipulate information carriers, an excitation
or carrier must transfer unidirectionally from the input to the output terminals. In
conventional optical devices, a unidirectional energy transfer can be accomplished
by using an optical isolator, which generally uses polarization to block reflected
light. The size of such devices is obviously restricted by light wavelength. In
electronic devices, a unidirectional signal transfer is easily attained since electrons
flow along an electrical potential. However, as electronic devices become smaller,
quantum mechanical effects arise, and electrical signals are affected by noise
because of quantum fluctuations. In a nanophotonic device, signal isolation using
light wave characteristics is impossible because of the light diffraction limit.
Moreover, a signal carrier is composed of electrically neutral quasiparticles of
electrons and holes, and thus, a static electrical potential cannot be used to drive
them. However, unidirectional exciton energy transfer can be effectively realized
using a relaxation process among quantum discrete energy levels [18]. Figure 5.3
is a schematic image of energy transfer via an optical near field in a system
that consists of two nanometric objects with two- and three-energy levels. As
I mentioned in the previous subsection, optical near-field interaction causes a
coherently coupled excited state between the E1-level in the two-level system
and the E2-level in the three-level system, which strengthens when both energies
are equal. If excitation can be dropped into the lower E1-level in the three-level
system before the radiative lifetime of E1-level in the two-level system (�1 ns),
excitation is confined to the energy level due to off-resonance, and irreversibility
in the nanometric system is guaranteed except for radiation from the energy level.
Section 5.2 provides a detailed discussion about optical near-field coupling and
energy transfer dynamics. In the three-level system, the E2-level is generally dipole
inactive for far-field light, and thus, unidirectional energy transfer can achieved by
mediating the optical near field.

Optical near-field coupling
(resonant coupling)

E1

E1

E2

Intra-sublevel relaxation
(exciton-phonon coupling)

Radiative
relaxation

Radiative
relaxation

External
excitation

External
excitation

Two-level system: A Three-level system: B

Fig. 5.3 Energy transfer between two-level and three-level systems. E2-level in the three-level
system is dipole inactive, and thus, the unidirectional energy transfer is achieved only by mediating
an optical near field
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Since external far- or near-field light can cause excitations in dipole-active levels:
the E1-level in the two-level system, and the E2-level in the three-level system
energy transfer in this system is controllable. A simple switching operation can
be constructed using the state-filling nature of excitons excited by the external
field. In Sect. 5.3, a nanophotonic switch is proposed that uses energy transfer
and state-filling, and the dynamics of excitation are evaluated both analytically and
numerically.

5.1.2.3 Dependence of Excitation Number
Although symmetric and antisymmetric states in (5.1) and (5.2) describe one-
exciton states, a quite interesting feature is evident in the two-exciton state in the
system shown in Fig. 5.2. The two-exciton state, in which two excitons completely
occupy both two-level systems, is algebraically written as

j2ip D jeiAjeiB ; (5.4)

where number 2 in the left-hand term refers to the two-exciton state. It is valuable
to investigate energies for all base states, j1is, j1ia, and j2ip. The Hamiltonian for
the two-level systems coupled via an optical near-field interaction is given by

OH D OH0 C OHint ; (5.5)

OH0 D „� OA� OAC „� OB� OB ; (5.6)

OHint D „U. OA� OB C OA OB�/ ; (5.7)

where OH0 and OHint represent the unperturbed and interaction Hamiltonian, respec-
tively. . OA�; OA/ and . OB�; OB/ are the fermionic creation and annihilation operators in
the two-level systems A and B, respectively. Since the excitations are assumed to be
fermionic excitons and the optical near-field coupling U is considered a completely
coherent process, this is explained in detail in Sect. 5.2. Energies for states are given
as follows:

sh1j OH j1is D „.�C U / ; (5.8)

ah1j OH j1ia D „.� � U / ; (5.9)

ph2j OH j2ip D 2„� : (5.10)

Equations (5.8) and (5.9) indicate that the energies of the coupled states, j1is and
j1ia, depend on the strength of optical near-field coupling, U , and differences in the
energy from the two-level system have opposite contributions in each state. In the
two-exciton states in (5.10), energy apparently degenerates because both systems
are completely filled. These properties are useful for selective energy transfer in
nanophotonic devices; sequential logic operations can be realized by using the
excitation number dependence in this system.
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Quantum mechanical operation Quantum-state selectors

Non-radiative
dissipation

Non-radiative
dissipation

Classical (dissipative) signal identification

Far or near-field
signal input

Radiative output
or interconnects

Radiative output
or interconnects

Characteristic excited states

Fig. 5.4 Conceptual structure of nanophotonic devices, which consists of a quantum mechanical
part and a classical dissipative part. Quantum mechanical part builds up characteristic excited
states, and classical dissipative part identifies certain states and connects to outer detection systems

Figure 5.4 schematically illustrates how the above selectivity represents a
concept that is fundamental to nanophotonic devices. In the device, quantum
mechanical and classical parts coexist; some characteristic excited states are created
in the quantum mechanical part, and in order to connect a signal to an outer detection
system, these states must then be selectively extracted from quantum mechanical
part to classical dissipative one. This process is key to driving the nanophotonic
device. Functional operations based on such conceptual structures are discussed in
Sect. 5.4.

5.2 Optical Near-Field Coupling

In this section, we give a full account of energy transfer between locally excited
states via an optical near field. From our theoretical treatment of optical near-field
coupling, the readers will understand why dipole-inactive energy transfer for far-
field light changes allowed transition in the case of the optical near field. Concrete
numerical results of coupling strength in a CuCl quantum-dot system are also
provided, where the coupling strength determines operation speed of nanophotonic
devices discussed in the following Sects. 5.3 and 5.4.

5.2.1 Theoretical Descriptions of an Optical Near Field

There are two ways to describe light-matter interaction theoretically: one is to
use the minimal coupling Hamiltonian p � A [19], p being the electronic mo-
mentum and A the vector potential, and the other is to use the multipolar QED
Hamiltonian [20, 21] in the dipole approximation, � �D, where � and D represent
the electric dipole moment and electric displacement field, respectively. The two
descriptions of light-matter interaction are connected by Power–Zienau–Woolley
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transformation [22], which is a unitary transformation of the Coulomb-gauge
Hamiltonian. Here, the multipolar QED Hamiltonian is used because there are
several advantages in the multipolar QED: first of all, it does not contain any
explicit intermolecular or inter-quantum-dot Coulomb interactions in the interaction
Hamiltonian, and entire contribution to the fully retarded result is from exchange of
transverse photons, while in the minimal coupling, the intermolecular interactions
arise both from exchange of transverse photons, which include static components,
and from instantaneous intermolecular electrostatic interactions [23]. Second, it
clarifies physical interpretation of the dipole-inactive transition via the optical near
field as we will discuss below.

Since our purpose of discussions is to propose and investigate nanophotonic
solid devices, in the following, nanometric objects are assumed as quantum dots
with discrete energy levels. In order to explain an extremely important feature
in nanophotonics, internal electronic structures in a quantum dot are regarded as
collection of local dipoles, which is convenient to express the interactions between
nanometric objects and an optical near field spatially distributed in nanometric
space. We can also depict a dipole in one-body problem by using an effective mass
approximation. Such theoretical approach has been already published [24] where
the enhancement of electric quadrupole coupling was pointed out by assuming steep
variation of electric field due to the optical near field. This phenomenon is equivalent
to our result of the dipole-inactive transition, but our theoretical formulation, in
which field variation is caused by the coupling between the local dipoles in the
neighboring quantum-dot pair, is easy to obtain a physical interpretation.

In the following subsections, interaction Hamiltonian is provided in the second-
quantized form in terms of electron basis functions satisfying the quantum-dot
boundary conditions, as well as transition dipole moments of excitons, and then,
optical near-field coupling is derived on the basis of the projection operator method
which is explained in Sect. 5.2.3.

5.2.2 Excitation and Transition in a Quantum-Dot

5.2.2.1 Interaction Hamiltonian
According to the dipole coupling in the multipolar QED Hamiltonian, the interaction
between photons and nanometric materials can be written as [21]

OHint D �
Z
 �.r/�.r/ .r/ � OD.r/dr ; (5.11)

where  �.r/ and  .r/ denote field operators for electron creation and annihilation,
respectively, and the dipole moment and the second-quantized electric displacement
vector at position r are expressed as �.r/ and OD.r/, respectively. In a quantum
dot, the electron field operators should be expanded in terms of basis functions
��n.r/ that satisfy the electron boundary conditions in a quantum dot that is analogy
to those in bulk materials where the Bloch functions satisfying periodic boundary
condition are used. The field operators are given by



196 S. Sangu et al.

 .r/ D
X
�Dc;v

X
n

Oc�n��n.r/ ; (5.12)

 �.r/ D
X
�Dc;v

X
n

Oc��n�
�
�n.r/ ; (5.13)

where Oc��n and Oc�n represent the creation and annihilation operators for the electrons
specified by (�;n), respectively, and the indices � D c; v denote the conduction
and valence bands. The discrete energy levels in the quantum dot are labeled
n. The basis functions satisfy the following completeness condition, as well as
orthonormalization:

X
�Dc;v

X
n

��
�n.r/��n.r

0/ D ı.r � r 0/ : (5.14)

Simultaneously, we express the electric displacement vector OD.r/ using exciton–
polariton creation and annihilation operators ( O��k, O�k), where branch suffix of the
exciton–polariton is suppressed by taking only an upper branch. We consider
exciton–polaritons because a nanometric system in a near-field optical environment
is always surrounded by macroscopic materials, such as the substrate, matrix, and
fiber probe. Previously [25, 26], we proposed an effective interaction for such
a nanometric system mediated by exciton–polaritons that exist in mixed states
between photons and macroscopic material excitations instead of free photons. We
showed that such a treatment provides a good description of the characteristics of an
optical near field [27]. Using this, the electric displacement vector OD.r/ in (5.11)
can be written as [28]

OD.r/ D i

r
2�

V

X
k

2X
�D1

e�.k/f .k/. O�keik�r � O��ke�ik�r/ (5.15)

with

f .k/ D „ckp
E.k/

s
E2.k/ �E2

m

2E2.k/ � E2
m � „2c2k2

; (5.16)

where „, V , e�.k/, and k are the Dirac constant, the quantization volume, the unit
polarization vector, and the wavevector of the exciton–polaritons, respectively. Here
we assume e�.k/ as real. The speed of light in a vacuum is c, and the exciton–
polariton energy with a wavevector k and the macroscopic material excitation
energy are E.k/ and Em, respectively. Substituting (5.12) and (5.15) into (5.11)
gives the interaction Hamiltonian in the second-quantized representation as

OHint D
X

�n�0n0k�

�
Oc��n Oc�0n0

O�kg�n�0n0k� � Oc��n Oc�0n0

O��kg�n�0n0�k�

�
(5.17)
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with

g�n�0n0k� D �i

r
2�

V
f .k/

Z
��
�n.r/.�.r/ � e�.k//eik�r��0n0.r/dr : (5.18)

5.2.2.2 Transition Matrix Element for Exciton States
In order to describe the creation and annihilation of excitons in a quantum dot, it is
convenient to use the Wannier representation in which electrons are localized in an
atomic site R. Then, the electron field operators can be expanded using the Wannier
functions w�R.r/ instead of ��n.r/,

 .r/ D
X
�Dc;v

X
R

Oc�Rw�R.r/ ;  �.r/ D
X
�Dc;v

X
R

Oc��Rw�
�R.r/ ; (5.19)

where c��R and c�R denote the creation and annihilation operators of electrons at site
R in the energy band �. These operators in the Wannier representation are written
in terms of Oc�n and Oc��n in (5.12) as follows:

Oc�R D
X
�0Dc;v

X
n

Oc�0n

Z
w�
�R.r/��0n.r/dr ; (5.20)

Oc��R D
X
�0Dc;v

X
n

Oc��0n

Z
w�R.r/�

�
�0n.r/dr : (5.21)

When we assume excitons in the weak-confinement regime, that is, an exciton Bohr
radius to be smaller than the quantum-dot size, the exciton states in a quantum dot
specified by the quantum number m and 	 can be described by superposition of the
excitons in the Wannier representation as [29]

jˆm	i D
X
R;R0

Fm.RCM/'	.ˇ/ Oc�cR0 OcvRjˆgi

D
X
R;R0

Fm.RCM/'	.ˇ/
X
n;n0

hRnR0n0 Oc�cn Ocvn0 jˆgi ; (5.22)

where Fm.RCM/ and '	.ˇ/ denote the envelope functions for the center of
mass and relative motions of the excitons, respectively. These are RCM D
.meR

0 C mhR/=.me C mh/ and ˇ D R0 � R, where me and mh are the effective
masses of the electrons and holes. The overlap integrals hRnR0n0 are defined as

hRnR0n0 D
ZZ

w�
vR.r2/wcR0.r1/�

�
cn.r1/�vn0.r2/dr1dr2 : (5.23)
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The sum of �0 in (5.20) is determined automatically as Oc�cn and Ocvn0 because
the valence band is fully occupied in the initial ground state jˆgi. Using (5.17)
and (5.22), the transition matrix element from the exciton state to the ground state
is obtained as

hˆgj OHintjˆm	i D
X
n1;n2

X
R;R0

Fm.RCM/'	.ˇ/

�
X

k

2X
�D1

� O�kgvn1cn2k� � O��kgvn1cn2�k�

�
hRn2R

0n1 ; (5.24)

where we use the following relation:

hˆgj Oc�vn1
Occn2 Oc�cn3

Ocvn4 jˆgi D ın1;n4ın2;n3 : (5.25)

In addition, with the help of the completeness and orthonormalization of ��n.r/

[see (5.14)], we can simplify the product of g and h as

X
n1;n2

gvn1cn2k�hRn2R
0n1 D �i

r
2�

V
f .k/

Z
w�

vR.r/�.r/wcR0.r/ � e�.k/eik�rdr

� �i

r
2�

V
f .k/.�cv � e�.k//eik�RıR;R0 ; (5.26)

where the transformation of the spatial integral in the first line of (5.26) into the sum
of the unit cells and the spatial localization of the Wannier functions provides ıR;R0

in the second line. The transition dipole moment for each unit cell is defined as

�cv D
Z

UC
w�

vR.r/�.r/wcR.r/dr : (5.27)

We assume that the transition dipole moment is the same as that of the bulk material,
independent of the site R, and that the electric displacement vector is uniform at
each site. Finally, (5.24) is reduced to

hˆgj OHintjˆm	i D �i

r
2�

V

X
R

X
k

2X
�D1

f .k/.�cv � e�.k//Fm.R/'	.0/

�. O�keik�R � O��ke�ik�R/ : (5.28)

Here, we note that the exciton–polariton field expanded by the plane wave with the
wavevector k depends on the site R in the quantum dot because we do not apply the
long-wave approximation that is usually used for far-field light.
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5.2.3 Optical Near-Field Coupling Between Quantum-Dot

5.2.3.1 Formulation
Until now, we have derived the transition matrix element from the exciton state to
the ground state in a quantum dot. Considering operations of nanophotonic devices,
signal carrier corresponds to the energy transfer between nanometric objects, or
quantum dots, which are electronically separated, and the speed of the energy
transfer is determined by the coupling strength of an optical near field. In this stage,
we derive the coupling strength,

„U D h‰fj OHintj‰ii ; (5.29)

where j‰ii and j‰fi represent exact initial and final states, respectively, in which
the states consist of quantum-dot states, photon fields, and some external degrees of
freedom, such as a substrate and a glass fiber probe. Since the exact states cannot
be given rigorously, we deal with the problem for taking the minimum matter
and photon states by using the projection operator method, where the theoretical
treatment in such complex system comes down to two-body problem as we have
reported in detail [26, 30].

We can rewrite the exact eigenstate as two substates which belong in a relevant
P-space and an irrelevant Q-space, which are expressed by using projection
operators P and Q as j‰P

� i D P j‰�i and j‰Q

� i D Qj‰�i, respectively, where
� D i, f. Here, P and Q are specified by the following relations: P D 1, P2 D P ,
Q2 D Q, P� D P , and Q� D Q [31]. In the case of two-quantum-dot system,
P-space is constructed from the eigenstates of OH0, that is, a combination of the
two energy levels for each quantum dot and the exciton–polariton vacuum state. In
Q-space, which is complementary to P-space, the exciton–polariton states are not
vacant. According to this notation, the exact state can be formally expressed by
using the state in P-space only as

j‰�i D OJP.P OJ � OJP /�1=2j‰P
� i; (5.30)

where
OJ D

h
1 � .E� � OH0/

�1Q OHint

i�1
; (5.31)

andE� represents the eigenenergy of the total Hamiltonian OH . Using (5.30), we can
obtain the effective interaction OHeff as

h‰fj OHintj‰ii D h‰P
f j OHeffj‰P

i i ; (5.32)

where
OHeff D .P OJ � OJP /�1=2.P OJ � OHint OJP /.P OJ � OJP /�1=2 : (5.33)

To evaluate further (5.32), we approximate operator OJ and eigenvalueE� perturba-
tively with respect to OHint; that is, OJ D 1C.EP

0 �EQ
0 /

�1 OHintC� � � . Since the lowest
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order is h‰P
f jP OHintP j‰P

i i D 0, (5.32) is rewritten within the second order as

„U D
X
m

h‰P
f j OHintjmQihmQj OHintj‰P

i i
 

1

EP
0i �EQ

0m

C 1

EP
0f �EQ

0m

!
; (5.34)

where EP
0i , EP

0f , and E
Q
0m represent the eigenenergies of the unperturbed

Hamiltonian for the initial and final states in P-space and the intermediate state
in Q-space, respectively. Since we focus on the interdot interaction of (5.34),
we set the initial and final states in P-space to j‰P

i i D jˆA
m	ijˆB

g ij0i and
j‰P

f i D jˆA
g ijˆB

m0	0

ij0i. Then, the intermediate states in Q-space that involve
exciton–polaritons with the wavevector k are utilized for the energy transfer
from one quantum dot to the other, according to jmQi D jˆA

g ijˆB
g ijki and

jˆmA	ijˆB
m0	0

ijki. The superscripts A and B are used to label two quantum dots.
Substituting (5.28), one can rewrite (5.34) as

„U D 'A
	 .0/'

B�
	0

.0/

ZZ
F A

m .RA/F
B�
m0

.RB/

�.YA.RA �RB/C YB.RA �RB//dRAdRB ; (5.35)

where the sum of R˛ (˛ D A, B) in (5.28) is transformed to the integral form. The
functions Y˛.RAB/, which connect the two spatially isolated two envelope functions
F A

m .RA/ and F B
m.RB/, are defined as

Y˛.RAB/ D � 1

4�2

2X
�D1

Z
.�A

cv � Oe�.k//.�B
cv � Oe�.k//f 2.k/

�
�

eik�RAB

E.k/C E˛ C
e�ik�RAB

E.k/� E˛
�

dk ; (5.36)

where RAB D RA �RB is used.
In order to obtain an explicit functional form of Y˛.RAB/, we apply the effective

mass approximation to the exciton–polaritons,

E.k/ D „
2k2

2mp
C Em ; (5.37)

where mp is the exciton–polariton effective mass. Using this approximation, (5.36)
can be transformed into
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Y˛.RAB/ D .�A
cv � �B

cv/"
W˛Ce�
˛C

RAB

�

2
˛C

RAB
C 
˛C

R2AB
C 1

R3AB

�

�W˛�e�
˛�

RAB

�

2˛�

RAB
C 
˛�

R2AB
C 1

R3AB

�#

�.�A
cv � ORAB/.�

B
cv � ORAB/

"
W˛Ce�
˛C

RAB

�

2˛C

RAB
C 3
˛C

R2AB
C 3

R3AB

�

�W˛�e�
˛�

RAB

�

2˛�

RAB
C 3
˛�

R2AB
C 3

R3AB

�#
; (5.38)

where RAB and ORAB are the absolute value jRABj and the unit vector defined by
RAB=RAB, respectively. The weight coefficientsW˛˙ and decay constants
˛˙ are
given by

W˛˙ D Ep

E˛

.Em �E˛/.Em C E˛/
.Em �Ep � E˛/.Em ˙E˛/� E2

m=2
; (5.39)


˛˙ D 1

„c
q
Ep.Em ˙ E˛/ ; (5.40)

where the exciton–polariton effective mass is rewritten as Ep D mpc
2. Since the

dipole moments �A
cv and �B

cv are not determined as fixed values, we assume that they
are parallel, and take a rotational average of (5.38). Therefore, h.�A

cv � ORAB/.�
B
cv �ORAB/i D 	A

cv	
B
cv=3 with 	˛cv D j�˛

cvj, and we obtain the final form of the function
Y˛.RAB/ as

Y˛.RAB/ D 2	A
cv	

B
cv

3RAB
.W˛C
2

˛Ce�
˛C

RAB �W˛�
2
˛�e�
˛�

RAB/ : (5.41)

Equation (5.41) is the sum of two Yukawa functions with a short and long interaction
range (heavy and light effective mass) given in (5.40). We can estimate the coupling
strength between two quantum dots from the analytic form of the interaction
potential given by (5.35) and (5.41), and we can show the existence of dipole-
forbidden energy transfer driven by the optical near-field coupling, as discussed in
the following.

5.2.3.2 Numerical Results
In this subsection, we give typical values of the coupling strength of „U in (5.35)
using an example of CuCl quantum cubes embedded in a NaCl matrix. Due to the
effect of size confinement, the center of mass motion and relative motion for an
exciton in a CuCl quantum cube are [29]
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F ˛
m.R˛/ D

�
2

L˛

�3=2
sin

�
�mxx˛

L˛

�
sin

�
�myy˛

L˛

�
sin

�
�mzz˛
L˛

�
; (5.42)

'1s.r/ D 1p
�a3

e�r=a ; (5.43)

respectively, where the atomic site and the quantum number are represented by
R˛ D .x˛; y˛; z˛/ with ˛ D A, B and m D .mx;my;mz/ with mx;my;mz D
1; 2; 3; � � � . The variables L˛ and a denote a width of the quantum cube and the
Bohr radius of the exciton, respectively. Here, we assume relative motion in the 1s
state. The coupling strength is obtained numerically by substituting (5.41) and (5.42)
into (5.35). In Fig. 5.5a, the calculation results are plotted as a function of the
intercube distance. The curve with square dots represents the coupling between
the dipole-active exciton levels, that is, m D m0 D .1; 1; 1/, in two quantum
cubes. When we set the intercube distance and a width of the quantum cubes as
d D 5 nm and LA D LB D 10 nm, respectively, the coupling strength is about
89�eV (U�1 D 7:4 ps). The curve with circular dots is the result for m D .1; 1; 1/
and m0 D .2; 1; 1/. For conventional far-field light, m0 D .2; 1; 1/ is the dipole-
inactive exciton level, and it follows that the optical near-field interaction inherently
involves such a transition because of the finite interaction range. Figure 5.5b is a
schematic illustration of the dipole-inactive transition, in which the optical near field
enables to excite the local dipoles at the near side in a quantum dot with dipole-
inactive level for far-field light. This coupling strength is estimated from Fig.5.5a as
„U D 37�eV (U�1 D 17:7 ps) for d D 5 nm, and „U D 14�eV (U�1 D 46:9 ps)
for d D 15 nm, where the cube sizes are set as LA D 10 nm and LB D 14:1 nm to
realize resonant energy transfer between the exciton state in QD-A and the first exci-
ton excitation state in QD-B. The coupling strength (m ¤ m0) is approximately half
that of m D m0 at the same intercube distance, but it is strong enough for our pro-
posed nanophotonic devices. For functional operations, the difference between the
coupling strengths is important to divide the system into two parts, that is, a quantum
mechanical part and a classical dissipative part, as already illustrated in Fig. 5.4.

5.2.4 Summary

In this section, we formulate an optical near-field coupling by using appropriate
bases which are constructed form typical excitonic states in a quantum dot and
exciton–polariton state in a surrounding system, and not using the long-wave
approximation which often applies to a conventional optical interaction in an
atomic system. Although we have derived the coupling in the lowest order as
given in (5.34), our formulation would be exact if we take rigorous eigenstate of
exciton–polaritons as the intermediate states, instead of the simple effective mass
approximation which is applied in the above discussion. However, in the following
sections, our interests are characteristic functional operations of nanophotonic
devices on the basis of certain coupling strength of the optical near field, rather than
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Fig. 5.5 (a) Coupling strength of the optical near field between pairs of CuCl quantum cubes
embedded in a NaCl matrix. The curves shown with square and circular dots correspond to
quantum numbers for the exciton center of mass motion m D m0 D .1; 1; 1/, m D .1; 1; 1/,
and m0 D .2; 1; 1/, respectively. The energy level m0 D .2; 1; 1/ is a dipole-inactive state for
conventional far-field light. The parameters are set as EA D EB D 3:22 eV, Em D 6:9 eV,
	A

cv D 	B
cv D 1:73� 10�2 eV, LA D 10 nm, LB D 10 and 14:1 nm (m0 D .1; 1; 1/ and .2; 1; 1/),

and a D 0:67 nm. (b) Schematic illustration of a transition between dipole-active and dipole-
inactive states via the optical near-field coupling. Steeply gradient optical near field enables to
excite near side local dipoles in a quantum dot with dipole-inactive .2; 1; 1/-level

to understand fundamental properties of optical near-field coupling. More rigorous
description of the optical near-field coupling will be discussed elsewhere.

From numerical results shown in Fig. 5.5, the coupling strength of optical near
field depends on the interdot distance, which is one of key features for nanophotonic
device operations. By using this, we can control the dynamics of energy flow in
nanometric space and develop some functional operations inherent to nanophotonic
devices. Furthermore, we showed that dipole-inactive energy transfer can occur
when a distance between isolated quantum systems becomes enough small, which
is related to the energy states in nanometric objects as well as steeply gradient
spatial distribution of the optical near field. Especially, the dipole-inactive energy
transfer between the states with different quantum numbers enables to realize
unidirectional energy transfer in a nanometric system with the help of fast relaxation
of exciton sublevels. This is a quite important feature for signal isolation in
nanophotonic devices. In Sects. 5.3 and 5.4, we discuss operation principles of
various functional devices by using such features of the optical near-field coupling
skillfully.

5.3 Nanophotonic Switch Based on Dissipation Control

In the previous section, we had theoretically explained that an exciton in a dipole-
inactive energy level can be excited by using an optical near field. A relaxation time
of the exciton in the dipole-inactive level, the higher energy sublevel, is generally
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Fig. 5.6 A nanophotonic switch consisting of three quantum cubes with discrete energy levels
showing the (a) off- and (b) on-states

in the order of a few ps because of the strong coupling between an exciton and a
phonon reservoir in a surrounding system [32]. Since the coupling strength of the
optical near field corresponds to about subhundred ps, which has been estimated in
Sect. 5.2, the intra-sublevel relaxation is enough faster than energy transfer between
two quantum dots. Therefore, unidirectional energy transfer can be realized in a
two or more quantum-dot system by mediating the intra-sublevel relaxation. On the
other hand, we can create and annihilate an exciton in an exciton ground state by
using external pumping light. More than two excitons in a nanometric quantum-dot
system induce exciton-exciton interaction, that is qualitatively regarded the exciton
as fermionic particles, which is of course exact. When the lowest energy sublevel is
occupied, the exciton population cannot drop into the lowest energy level, and thus,
we can change the dissipation path selectively by arranging several quantum dots.
This selectivity reads the origin of a nanophotonic switching operation.

In this section, we investigate our proposed nanophotonic switch, which is a
basic element of nanophotonic devices [33]. Figure 5.6 illustrates a switch that
consists of three quantum dots (cubes) with discrete exciton energy levels depending
on the quantum-dot size. The one-side lengths of these cubes are chosen in the
ratio 1:

p
2:2, so that the adjacent quantum dots have resonant energy levels. The

principle of operation of the switch is as follows: as shown in Fig. 5.6a, an exciton
or population is created at the .1; 1; 1/-level in QD-I as an initial condition. Then,
the population is transferred to QD-O and QD-C as a result of an optical near-field
coupling. Owing to the fast relaxation between sublevels in each dot via exciton–
phonon coupling, the population is transferred to lower energy levels and finally
collected at the lowest .1; 1; 1/-level in QD-C. This corresponds to the off-state of
the switch, and, consequently, we obtain no output signals from the output port, that
is, the .1; 1; 1/-level in QD-O. By contrast, in the on-state of the switch (Fig. 5.6b),
the .1; 1; 1/-level in QD-C is initially filled by the control light, isolating QD-C from
the other two quantum dots. The input population only reaches the .1; 1; 1/-level in
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QD-O and can be detected as output signals, either by the optical near-field coupling
to the detector or by far-field light emitted with electron-hole recombination.

From the above explanation, we understand that the key parameters determining
the response time of the device are the coupling strength between two quantum
dots via an optical near field, and that between excitons and a phonon reservoir.
In Sect. 5.3.1, dynamics of exciton population is formulated on the basis of
quantum mechanical density matrix formalism, where we consider the phonon field
as well as the optical near field discussed in Sect. 5.2, and roles of some key
parameters in such a quantum-dot system are numerically clarified. This allows us
to discuss the temporal dynamics of our proposed nanophotonic. We evaluate the
response time of the CuCl quantum-cube system as a numerical example, which
has been extensively examined in experimental and theoretical studies of quantum
dots [29, 32, 34, 35]. Section 5.3.2 devotes to evaluate switching operations in a
three-quantum-dot system as shown in Fig. 5.6, where the effect of state-filling is
introduced phenomenologically. Furthermore, faster iterative switching operations
can be achieved in the order of 100 ps, when we apply appropriate control light pulse
for utilizing stimulated absorption and emission effectively, which will be discussed
by means of numerical analysis in Sect. 5.3.3.

5.3.1 Dynamics in a Two-Quantum-Dot System with Dissipation

As mentioned above, relaxation in the exciton sublevels guarantees the unidi-
rectional energy transfer in a system with several quantum dots. The relaxation
originates from coupling between exciton excited state and lattice vibrations in a
quantum dot and surrounding matter which are regarded as a phonon reservoir. In
order to understand energy transfer dynamics in such a quantum-dot system, which
goes through a dissipative process, we first examine a two-quantum-dot system
coupled to the phonon reservoir.

5.3.1.1 Formulation
In Fig. 5.7, we schematically illustrate a considered two-quantum-dot system and a
phonon reservoir system, in which all energy transfer paths are depicted except for
the coupling to far-field light because of different time scales. The Hamiltonian of
the system is modeled as

OH D OH0 C OHint C OHSR ; (5.44)

and

OH0 D „�2
OA� OAC „�1

OB�
1
OB1 C „�2

OB�
2
OB2 C „

X
n

!n Ob�n Obn ; (5.45)

OHint D „U. OA� OB2 C OB�
2
OA/ ; (5.46)
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Fig. 5.7 Two-quantum-dot
system. QD-A and QD-B are
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coupled with the phonon
reservoir

OHSR D „
X
n

.gn Ob�n OB�
1
OB2 C g�

n
Obn OB�

2
OB1/ : (5.47)

When we assume that initial and final states are constructed only in terms of
one-exciton states, the creation (annihilation) operators of excitons can be written
as follows: OA� D Œjeihgj�A ( OA D Œjgihej�A), OB�

1 D Œjeihgj�B1 , ( OB1 D Œjgihej�B1),
and OB�

2 D Œjeihgj�B2 , ( OB2 D Œjgihej�B2). We can readily understand the following
commutation relations: Œ OB�

i ;
OBj � D ıi;j .Œjeihej�Bi � Œjgihgj�B/ and Œ OBi ; OBj � D

Œ OB�
i ;
OB�
j � D 0 (i; j D 1; 2). Therefore, the operators are neither bosonic nor

fermionic. Bosonic operators . Ob�n; Obn/ are for the phonons with eigenenergy„!n. For
simplicity, the rotating wave approximation is used in the interaction Hamiltonian
OHint as . OA C OA�/. OB2 C OB�

2 / � OA� OB2 C OA OB�
2 . Phonon reservoir is assumed to

be a collection of multiple harmonic oscillators labeled n. Note that the exciton–
polariton degrees of freedom have already been traced out, and thus, the coupling
strength of the optical near field, „U , appears in (5.46). Dynamics of an exciton in
this system is given by the following Liouville equation [36, 37]:

PO.t/ D � i„ Œ
OH; .t/� ; (5.48)

where .t/ represents the density operator, which traced out the exciton–polariton
degrees of freedom. In order to express the second-order temporal correlation
clearly, the formal solution of (5.48) in the integral form is again substituted into
the right-hand side of (5.48), and thus,

POI .t/ D � i„ Œ
OHint C OHI

SR.t/; OI .0/�

� 1„2
Z t

0

Œ OHint C OHI
SR.t/; Œ

OHint C OHI
SR.t

0/; OI .t 0/��dt 0 ; (5.49)

where the superscript I means the interaction picture and the relation OHI
int.t/ DOHint is used [36]. Since we are interested in the exciton population in the
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two-quantum-dot system, we take a trace with respect to the degrees of freedom of
the phonon reservoir as OIS.t/ D TrRŒ OI .t/�. Here, the density operator is assumed
to be a direct product of the quantum-dot system part OIS.t/ and the reservoir system
part OIR.t/. If the reservoir has a very large volume, deviation from the initial value
can be neglected, and the density operator is approximated as

OI .t/ D OIS.t/ OIR.t/ � OIS.t/ OR.0/ ; (5.50)

which corresponds to the Born approximation [36]. Taking a trace on both sides
of (5.49) about the reservoir operator, we obtain

POIS.t/ D �iU.r/Œ OA� OB2 C OB�
2
OA�

�
X
n

n.!n; T /Œ.f OC OC�; OIS .t/g � 2 OC� OIS.t/ OC/˝ � r
n.t/

�iŒ OC OC�; OIS.t/�˝ � i
n.t/�

�
X
n

Œ1C n.!n; T /�Œ.f OC� OC; OIS.t/g � 2 OC OIS.t/ OC�/˝ � r
n.t/

CiŒ OC� OC; OIS .t/�˝ � i
n.t/ ; (5.51)

where the curly brackets f�g represent the anti-commutation relation and the notation
˝ designates the convolution integral. In order to avoid verbose expression, we
make the following replacement: OC� D OB�

2
OB1 and OC D OB�

1
OB2. Since we assume

that the reservoir system is at equilibrium, the terms including TrRŒ Ob�n OR.0/� and
TrRŒ Obn OR.0/� disappear in (5.51). The number of phonons in the equilibrium state
is written as n.!n; T / D TrRŒ Ob�n Obn OR.0/�, and it follows Bose–Einstein statistics as

n.!n; T / D 1

e„!n=kBT � 1 : (5.52)

The real and imaginary parts of function

�n.t/ D jgnj2ei.
!�!n/t (5.53)

with „! D „.�2 � �1/ are represented as � r
n.t/ and � i

n.t/, respectively, and are
related to the relaxation (real part) and energy shift (imaginary part) of the energy
level in QD-B that is originated from the coupling to the phonon reservoir. The
convolution integral in (5.51) expresses a memory effect due to time delay in the
phonon reservoir. However, if the dynamics of the reservoir system are much faster
than those of the two-quantum-dot system, one can approximate the density operator
of the two-dot system as OIS.t � t 0/ D OIS .t/ (a Markov approximation). Using this
approximation and rewriting the summation as

P
n D

R1
0
D.!/d!, with D.!/
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Fig. 5.8 Three bases of the
single-exciton state in a
two-quantum-dot system

being the density of states for each phonon, we can express the convolution integral
analytically as

X
n

n.!n; T / OIS.t/˝ �n.t/

D OIS.t/
Z 1

0

n.!; T /D.!/jg.!/j2
�Z t

0

ei.
!�!/t 0dt 0
�

d!

� OIS.t/
�
�n.
!; T /D.
!/jg.
!/j2

CiP
Z 1

0

n.!; T /D.!/jg.!/j2

! � ! d!

�
: (5.54)

Here, we extend the upper limit of the time integration to infinity. The equation of
motion for the dot system is finally reduced to

POIS.t/ D iU.r/Œ OA� OB2 C OB�
2
OA; OIS .t/� � n�.f OC OC�; OIS.t/g � 2 OC� OIS.t/ OC/

�.1C n/�.f OC� OC ; OIS.t/g � 2 OC OIS.t/ OC�/ ; (5.55)

where n � n.
!; T / and � � �D.
!/jg.
!/j2. The terms indicating the energy
shift are neglected in (5.55) because the shift is usually small in the case of weak
coupling between the quantum-dot system and phonon reservoir.

Let us consider one-exciton dynamics in the system, using three bases, as
illustrated in Fig. 5.8. The equations of motion for the matrix elements are then
read in the Schrödinger picture as

P11.t/ D iU.r/Œ12.t/ � 21.t/�; (5.56)

P12.t/ � P21.t/D2iU.r/Œ11.t/�22.t/��.1C n/�Œ12.t/�21.t/�; (5.57)

P22.t/ D �iU.r/Œ12.t/ � 21.t/� � 2.1C n/�22.t/C 2n�33.t/; (5.58)

P33.t/ D 2.1C n/�22.t/ � 2n�33.t/ ; (5.59)

where mn.t/ � hˆmj OS.t/jˆni is employed. When the temperature, T , equals
zero (n D 0), (5.57) can be solved analytically. The diagonal parts representing
the population probability for each energy level in QD-A and QD-B, as well as the
off-diagonal parts representing quantum coherence, are given as
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11.t/ D 1

Z2
e��t

h�
2

sinh.Zt/CZ cosh.Zt/
i2
; (5.60)

22.t/ D U 2

Z2
e��t sinh2.zt/ ; (5.61)

33.t/ D 1 � Œ11.t/C 22.t/� ; (5.62)

12.t/ D �21.t/ D i
U

Z2
e��t sinh.Zt/

h�
2

sinh.Zt/CZ cosh.Zt/
i
; (5.63)

where Z � p
.�=2/2 � U 2, and initial conditions 11.0/ D 1 and 12.0/ D

21.0/ D 22.0/ D 33.0/ D 0 are used. We define the state-filling time �S as
33.�S/ D 1 � e�1, which corresponds to the time for the excitation energy transfer
from QD-A to the lower energy level in QD-B. From (5.60), it follows that the
temporal evolution of the population is quite different at U > �=2 and U < �=2.
Although (5.60) seems to be undefined at U D �=2 (Z D 0), taking a limit
value, there is a definite solution regardless of whether Z ! or �0 is taken. In
Fig. 5.9, the state-filling time �S is plotted as a function of the ratio of �=2 to U .
For U > �=2, population shows damped oscillation with envelope function e��t ;
thus, �S is determined by the relaxation constant � , that is, �S � ��1. By contrast,
for U < �=2, 22.t/ decays monotonically. At first glance, as �=2 increases, we
expect �S to decrease monotonically, because the population flows into the lower
energy level more quickly; nevertheless, �S increases again, as shown in Fig. 5.9.
This occurs because the upper energy level in QD-B becomes effectively broad with
increasing � , which results in a decrease in the resonant energy transfer between
the quantum dots. When the ratio �=2U is sufficiently large, �S increases linearly,
as seen in Fig. 5.9. Therefore, the state-filling time is determined not only by the
coupling strength between two quantum dots via the optical near field but also by
the coupling strength to the phonon reservoir system. From Fig. 5.9, it follows that
the fastest energy transfer is obtained when �=2 � U is satisfied.
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The term 2�n33.t/ on the right-hand side of (5.58) indicates that the finite
temperature effect due to the finite number of phonons (n ¤ 0) induces back
transfer of the excitation energy from the reservoir to the two-quantum-dot system.
Within the Born approximation adopted in (5.50), this term incoherently increases
population 22.t/. As population 33.t/ increases, the back transfer becomes large
and gives residual populations 11.t/ and 22.t/ in the upper levels in both
quantum dots.

5.3.1.2 Numerical Results
Using (5.57) and (5.60), we present numerical results for the dynamics of exciton
population for zero and finite temperatures in order to verify the theoretical
consideration just presented and to estimate the state-filling time for some practical
cases. Suppose that the system consists of two CuCl quantum cubes embedded in a
NaCl matrix. The quantum cube size is set as a:

p
2a, so that the .1; 1; 1/-level of

QD-A is resonant with the .2; 1; 1/-level of QD-B. The variable parameters are the
coupling strength „U or the intercube distance, the relaxation constant � , and the
temperature T of the phonon reservoir system.

In Fig. 5.10a and b, the E2- and E1-level populations 22.t/ and 33.t/ in
QD-B are plotted for the coupling strengths of the optical near field, „U D 100,
60, and 40�eV (U D 1:51 � 10�1, 0:90 � 10�1, and 0:60 � 10�1 ps�1). In order
to investigate a behavior of the dynamics around the critical condition U D �=2,
appropriate coupling strengths are chosen, though these are a little strong compared
with the estimated values in Sect. 5.2. The relaxation constant � is assumed to be
.1 ps/�1 from the experimental study [32], and the temperature is T D 0K. The
exciton populations for all three cases in Fig.5.10a show monotonic decays, because
U < �=2 is satisfied. From Fig. 5.10b, the state-filling time �S is estimated for the
coupling strength „U D 100, 60, and 40�eV as 22, 60, and 140 ps, respectively.
This indicates that an energy transfer time of less than 100 ps can be realized when
the coupling strength is larger than about 50�eV.

Figure 5.11 shows the result for ��1 D 10 ps, which corresponds to weaker
coupling between an exciton and the phonon reservoir. Damped oscillation due
to nutation between two resonant levels is clearly seen for „U D 100�eV in
Fig. 5.11a, where U > �=2 is satisfied. Although U > �=2 is also satisfied for
„U D 60 and 40�eV, we cannot observe the oscillation because of the small
amplitudes. From Fig. 5.11b, the state-filling time �S for the three cases is estimated
as 12, 18, and 25 ps, respectively. Compared with Fig. 5.10b, the state-filling speed
becomes faster in Fig. 5.11b in spite of the decrease in � because U is nearly equal
to �=2. Figures 5.10 and 5.11 indicate that the intercube distance should be adjusted
so that the optical near-field coupling is of the same order as the exciton–phonon
coupling in order to obtain the fastest energy transfer in the system.

Figure 5.12a and b show the temperature dependence of populations 22.t/ and
33.t/, respectively. The temperature is set as either T D 50 or 100K. These
results are obtained by using a Laplace transform of (5.57), where singular points
are derived numerically for the given numerical parameters. As mentioned in the
beginning in Sect. 5.3, a finite temperature induces the incoherent back transfer
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Fig. 5.11 Temporal evolution of (a) E1-level population 22.t/ and (b) E2-level population
33.t/, where the relaxation time � and temperature are set as .10 ps/�1 and 0K, respectively.
The solid, dashed, and dotted curves represent the cases for coupling strengths, „U D 100, 60,
and 40 �eV, respectively

of energy, and this results in residual populations at the upper energy levels in
both quantum cubes. Figure 5.12a shows that the E2-level population in QD-B
converges on a finite temperature-dependent value that can be derived numerically
and is denoted by the horizontal dotted lines in Fig. 5.12a. As shown in Fig. 5.12b,
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Fig. 5.12 Temperature dependence of (a) E1-level population 22.t/ and (b) E2-level population
33.t/, when „U D 100�eV and � D .1 ps/�1 . The solid and dashed curves represent the cases
for temperature T D 50 and 100K, respectively. The two dotted lines denote the limit values of
E1-level population for both temperature at infinite time

however, the time evolution of the E1-level population is almost independent of
the temperature, except for a decrease in the amplitude because of the residual
populations at upper energy levels.

5.3.1.3 System Tolerance and Further Discussion
So far, the theoretical modeling of the population dynamics in a two-quantum-
dot system has assumed an ideally perfect resonance condition, which may be too
tight to fabricate such a system with definite size ratios. In order to release the
resonance condition, we estimate allowable tolerance, or size deviation of quantum
dots from designed values. When the deviation from the resonant energy „
� in
QD-B is introduced, the factor on the right-hand side in (5.61) is modified, and the
ratio of that in off-resonance to on-resonance is approximately proportional to
�2=.�2 C 
�2/ (�=2 	 U ). Therefore, we can achieve efficiency more than
50 % even if the deviation 
� < � is introduced. When the dot size and
relaxation constant are set as 7:1 nm (D 5

p
2 nm) and „� D 3meV, respectively,

approximately 10% deviation of the dot size can be allowed. As the size of quantum
dots is larger, the tolerable deviation is more relaxed. It is feasible to make such
quantum dots by the recent advancement of nanofabrication techniques [38, 39]. In
fact, experimental results in our research group [40] show the consistent population
dynamics as we discussed above.

Our results and discussion might be valid within the Born–Markov approxima-
tion. Even if the Born approximation is admitted because of the large volume of
the phonon reservoir, the Markov approximation may not be guaranteed at low
temperature, as assumed in the transformation in (5.54). Therefore, we might need to
deal with it more carefully, since it has been pointed out that non-Markov behavior



5 Theory and Principles of Operation of Nanophotonic Functional Devices 213

(1,1,1)

(1,1,1)

(1,1,1)

(2,1,1)

(2,1,1)

(2,2,2)

U' U'

U

QD-I
(Input)

QD-C
(Control)

QD-O
(Output)

γi

Γo

Γ'c

Γ''c

γc
γo

Γc

Control
pulse

U'

Fig. 5.13 Theoretical model of a nanophotonic switch

manifests itself at low temperature [36,41]. The effects of non-Markov behavior on
the dynamics are now under investigation.

We focused our attention on the energy transfer process in the nanometric regime,
but it is quite important to investigate signal control and to manipulate the electronic
states of the components in a nanophotonic device, where we must deal with a two-
exciton state, as shown in Fig. 5.6b. In the following, we show numerical results
of exciton population dynamics with signal manipulation in a three-quantum-dot
system, which is formulated by the same manner except for phenomenological
insertion of control light pulse.

5.3.2 Nanophotonic Switch

5.3.2.1 Switching Operations
In Fig.5.13, we show a theoretical model of the nanophotonic switch, in which each
neighboring pair of quantum dots has a resonant energy level that is determined
by setting the size as 1.I/:2.C/:

p
2.O/, and thus, the system consists of two-

level, three-level, and five-level quantum dots depending on the size ratios. In
Sect. 5.3.1, we ignore radiative relaxation in the exciton ground levels because
the radiative relaxation time is the order of 1 ns which is enough longer than the
non-radiative one. However, for an iterative switching operation discussed here,
exciton population has to be swept out to the external field and return into the
initial state. This radiative relaxation, that is, spontaneous emission of photons, is
described in the same manner in (5.55) based on the Born–Markov approximation
for a surrounding photon reservoir, where the radiative relaxation constants are
much smaller than the non-radiative ones. In Fig. 5.13, the notations of radiative
and non-radiative relaxation constants are distinguished by the Greek characters �
and � , respectively, where the subscripts of the relaxation constants represent the
terminal quantum dots for the input, output, and control. For simplicity, we assume
that photon and phonon reservoirs are both empty (T D 0), where the effect of
temperature is just lowering the signal contrast and does not affect the dynamics
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in the nanophotonic switch. In a switching device, we require another important
element, that is, injection of external control signal to change the on- and off-states.
Rigorous modeling of the external exciton excitation is quite difficult since matter
coherence presents. Here, we assume weak excitation in which optical nutation or
Rabi oscillation due to the control pulse does not appear and approximately regards
the excitation as an incoherent process. Thus, the external excitation can be also
written by using the Born–Markov approximation with the very large number of
photons. Adding the external excitation in (5.55), a phenomenological equation of
motion for the density operator reads

PO.t/ D � i„ Œ
OH0 C OHint; O.t/�

C (non-radiative relaxation part)C (radiative relaxation part)

CApump.t/. OC1 O.t/ OC�
1 C OC�

1 O.t/ OC1/ ; (5.64)

where OC�
1 and OC1 represent the creation and annihilation operators of an exciton at

the energy sublevel in QD-C, and the other verbose descriptions for the radiative
and non-radiative relaxations are omitted. Apump.t/ / nph (nph: photon number) is
a time-dependent pumping rate of the control light pulse.

The operation of this switch is as follows: an input signal creates an exciton
at the .1; 1; 1/-level in QD-I, and this transfers to the resonant energy levels of
the adjacent two quantum dots via an optical near-field coupling [25]. While some
energy levels with even total quantum numbers are optically (dipole) forbidden and
are not directly excited by far-field light, the optical near field allows such transition
because their spatial localization resolves the wave function of adjacent nanometric
quantum dots far beyond light diffraction limits. The on- or off-state of the switch
corresponds whether the lowest .1; 1; 1/-level in QD-C is unoccupied or occupied,
respectively. When this energy level is occupied (state-filling), the initial excitation
in QD-A ultimately reaches the .2; 1; 1/-level in QD-C or the .1; 1; 1/-level in
QD-O, leading to an output signal. The lowest energy level in each quantum dot
is coupled to a free photon reservoir to sweep out the excitation energy radiatively
and to a laser photon reservoir to control this device by using a light pulse.
Intra-sublevel transitions in QD-C and D guarantee unidirectional energy transfer
in the three-quantum-dot system.

By using this model, we derived equations of motion for density matrix elements
for possible one- and two-exciton states similar to (5.57) and calculated the exciton
dynamics numerically. As an initial exciton population, a steady state is prepared,
where the .1; 1; 1/-level in QD-I is excited weakly and continuously. The output
signal (luminescence intensity) is proportional to the .1; 1; 1/-level population in
QD-O. Figure 5.14 shows the temporal evolution of the exciton population in QD-O
after an incoherent short pulse (10 ps) is applied to QD-C. This situation corresponds
to transition from the off-state to the on-state. When state-filling is achieved
instantaneously, the exciton population in QD-O increases and fast vibration appears
as shown in Fig. 5.14. The vibration manifests itself only for the state-filling
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Fig. 5.14 Temporal
evolution of the .1; 1; 1/-level
population in QD-O from the
initial steady state. The
adjustable parameters are set
as follows: optical near-field
coupling
U D U 0 D .130 ps/�1 ,
radiative relaxation constants
�i D .16:8 ns/�1 ,
�c D .2:1 ns/�1 , and
�o D .5:9 ns/�1 , and
non-radiative relaxation time
�c D .20 ps/�1 ,
� 0

c D .10 ps/�1 ,
� 00

c D .30 ps/�1 , and
�o D .20 ps/�1

condition. This is apparently caused by nutation between the .2; 1; 1/ - and .1; 1; 1/
levels in QD-C and QD-O, since the intra-sublevel transition in QD-C is prevented
due to the state-filling. In this case, the switching speed from the off to on-states
is about 2 ns, which is not so fast. However, as discussed in Sect. 5.3.1, we expect
that the fastest switching time about sub-100ps can be obtained, when the coupling
strength of the optical near field is designed as the same order of non-radiative
relaxation constant.

The readers may notice that the relaxation time in the later stage over 2 ns is
very slow, which is approximately twice of an isolated quantum dot, and the switch
seems to spend much time for recovery to the initial state. This long relaxation
time is caused by the coherence between QD-C and QD-O during the state-filling in
QD-C. Thus, the phenomenon cannot be reproduced using incoherent rate equation
approach and is a negative property in the nanophotonic switch. One way to realize
fast recovery time is that another larger quantum dot which has fast relaxation time
is located near QD-C to break the state-filling condition. We also have another
interesting idea to use stimulated absorption and emission process for the recovery
of the system, which is discussed in the following subsection.

5.3.2.2 Operation Using Stimulated Absorption and Emission
For switching and recovery operations in this system, we have found an important
feature related to spontaneous absorption and emission process. At first glance, it
seems that the switching device does not return the initial off-state unless it spends
very long time depending on the radiative lifetime as demonstrated in Fig. 5.14.
However, the exciton population in the system actually decays less than that of the
initial steady state during control light injection and reaches another stable state,
where the transition time from the initial state to the second steady state is much
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Fig. 5.15 Temporal
evolution of the .1; 1; 1/-level
population in QD-O from the
initial steady state. The
applied control pulse width is
set as 2 ns. The same
adjustable parameters in
Fig. 5.6 are adopted

faster than the spontaneous emission lifetime as shown in Fig.5.15. The effect can be
explained by the stimulated absorption and emission in QD-C. For the control light
injected, the exciton population in the lower energy sublevel in QD-C approaches
by force a half of a unit value due to the stimulated absorption and emission. In the
initial steady state, the exciton population in the level is beyond a half value, and
thus, the stimulated emission dominantly operates to decrease the population less
than the initial steady state, leading to the stable state with lower population. When
we stop the control light injection, the exciton population increases beyond that of
the beginning steady state with the fast transition time depending on the coupling
strength via the optical near field. Using this stimulated absorption and emission
process, the fast and iterative switching operations can be achieved.

Figure 5.16 is one of the calculated results, where two control light pulses with
500 ps pulse width are applied. We observe that the transition from on- to off-
states takes only a few 100 ps. With further optimization of the intercube distance,
quantum-dot size, and surrounding materials of photon reservoir, we can obtain a
switching time (off to on, and on to off) less than 100 ps, which is in the order of the
inverse of optical near-field coupling strength and is fast enough for our proposed
highly integrated nanophotonic devices.

5.3.3 Summary

In this section, at first, we have formulated exciton dynamics in a two-quantum-dot
system coupled to phonon reservoir, that is, two-level and three-level quantum-
dot systems, where energy transfer occurs between energy sublevels with different
quantum numbers. Such energy transfer is inactive for far-field light and is not
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Fig. 5.16 Demonstration of
the switching operation using
two control light pulses with
500 ps pulse width. The solid
and dashed curves represent
the population at the
.1; 1; 1/-level in QD-O and
the temporal profile of the
control light pulses,
respectively. The same
adjustable parameters in
Fig. 5.6 are adopted

realized unless using the optical near-field interaction. Moreover, owing to the
fast relaxation via exciton–phonon coupling, unidirectional energy transfer can be
realized in nanometric space, which is difficult in conventional optical devices
when miniaturization of the device progresses. With the help of density operator
formalism, temporal evolution can be solved analytically for zero temperature. As
a result, we have found that an optimal condition exists for the fast switching
operation; the coupling strength of an optical near field is comparable to the intra-
sublevel relaxation constant. On the other hand, for finite temperature, the excitation
from lower sublevels to upper sublevels occurs, and the signal contrast in this switch
becomes lower. In order to improve the signal contrast, a mechanism to sweep out
the population compulsorily from the output energy level is required. Although we
have not mentioned in Sect. 5.3.1, stimulated absorption and emission process may
be one of useful phenomena for an improvement of the signal contrast, which has
been described as another viewpoint in Sect. 5.3.2.

A fundamental switch is generally a three-terminal device for input, output, and
control signals. We have investigate a three-quantum-dot system numerically as a
nanophotonic switch. The energy transfer dynamics is almost the same as a two-
quantum-dot system, except for control excitation. When the control light pulse is
applied, there are two excitons in the switch, and energy transfer path of an exciton
changes due to a state-filling effect. For iterative operation of the nanophotonic
switch, a mechanism to sweep out the exciton population is again required. We
can use spontaneous emission for this, but the spontaneous lifetime is not so fast
as in the order of 1 ns. Here, we have found that the stimulated absorption and
emission process is valuable for the fast iterative operations, because the time for
sweeping out the exciton population is free from the spontaneous emission lifetime
and is determined by the coupling strength of the optical near field. By using
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these process and optimizing the coupling strength of the optical near field, we
have roughly estimated the switching time of sub-100 ps. Such a nanophotonic
switch has been already demonstrated experimentally in our research group by using
CuCl quantum cubes embedded in a NaCl matrix [40], where they searched out
appropriate quantum-dot trio with the ratios of 1:

p
2:2 by means of a spectroscopic

method.
With further progress in nanofabrication techniques, any quantum dots will

be aligned at desired positions, and thus, a highly integrated optical information
processing device which consists of the nanophotonic switch can be realized.
Furthermore, novel type of devices, which does not operate in a conventional way,
should be proposed in the next stage. Our imagined form of such nanophotonic
functional devices is composed by a quantum mechanical information processing
part as well as a classical dissipative information processing part. In the next section,
such type of nanophotonic devices, in which coherently coupled states due to several
quantum dots are positively utilized, will be explained analytically. We expect that
the reader will feel a large possibility in nanophotonics and future nanophotonic
device technologies.

5.4 Nanophotonic Functional Devices Using Coherently
Coupled States

As we mentioned in Sect. 5.1, characteristic coupled states via an optical near-field
interaction can be generated in a system without dissipation, such as symmetric and
antisymmetric states. These states extend two or more quantum systems with matter
coherence as explained in Sect. 5.1.2 and have different energies in relation with
the coupling strength of the optical near field. When we prepare another quantum
system which interacts with these states, the energy difference affects resonant
conditions of energy transfer via the optical near field. Therefore, the coherently
coupled states can be utilized to pick up some information signal selectively.

In this section, we propose some nanophotonic functional devices, which consist
of several quantum dots coupled via an optical near field. Such devices have two key
operation parts: one is a coherent operation part or a quantum mechanical operation
part and the other is a dissipative output part (see Fig. 5.4 in Sect. 5.1). As we
mentioned in the previous sections, unidirectional energy transfer is indispensable
in any functional devices for identification of a final state or an output signal,
which can be guaranteed by using intra-sublevel relaxation due to exciton–phonon
coupling. The dissipative output part includes such unidirectional irreversibility with
the help of the energy sublevels in quantum dots. On the other hand, in the coherent
operation part, an exciton excitation exists at the resonant energy levels in several
quantum dots mediating the optical near field, where the coherently coupled states
survive for a short period of time, before the excitation decays in the dissipative
output part [42]. This section focuses on taking full advantage of these coherent
operation parts and dissipative output parts to realize functional operations based on
nanophotonic inherent features [43]. In the former part of this section, as a typical
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Fig. 5.17 Illustration of a
three-quantum-dot system
that consists of two identical
two-level dots (QD-A and
QD-B) and a three-level dot
(QD-C). Since the coupling
between QD-A and QD-B is
stronger than that between
QD-A and QD-C (QD-B and
QD-C), the system is divided
into two parts: a coherent
operation part with optical
nutation, and a dissipative
output part with non-radiative
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example, we consider a three-quantum-dot system illustrated in Fig. 5.17. In this
system, two identical quantum dots (QD-A and QD-B) are resonantly coupled with
each other via an optical near field that consists of the coherent operation part, and a
third quantum dot with larger size than the other two corresponds to the dissipative
output part.

Various authors have investigated the coupling properties and dynamics in a
pair of quantum dots. For example, the energy shift due to exciton–exciton or
Coulomb interactions between electrons and holes has been evaluated theoretically
to process quantum information [44, 45], and a controlled-NOT-logic gate has
been proposed using the energy shift [46]. In these studies, excitons or qubits
were controlled by two-color laser pulses of far-field light. As a similar subject
to this section, Quiroga and Johnson [47] theoretically discussed the dynamics
in two- and three-quantum-dot systems and presented a way to prepare both
quantum Bell and Greenberger–Horne–Zeilinger entangled states, by using far-field
light, which allows only global excitation of two and three quantum dots with
spatially symmetric arrangement. By contrast, we deal with coupled quantum-dot
systems arranged symmetrically and asymmetrically, which are individually excited
by the optical near field, and the intra-sublevel relaxation is also considered for
the unidirectional energy transfer. Note that the excitation in each quantum dot
can be prepared individually owing to the spatial localization of the optical near
field. The exciton dynamics driven by the optical near field has been investigated
in the case of a coupled two-quantum-dot system with a relaxation process in
Sect. 5.3.1. The energy transfer between two quantum dots is expressed as a Förster-
like process [16], and the nutation of excitation occurs in the strongly coupled or
resonant energy levels, corresponding to the coherent operation part in our system.
For the short period before relaxation, certain coherently coupled states appear in
the coherent operation part, depending on the initial excitation. In order to prepare
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the initial excitation, the shorter excitation time in the individual quantum dot
than the energy transfer time between two identical quantum dots is necessary,
where the excitation time is inversely proportional to the optical near-field intensity.
The energy transfer time or coupling strength via an optical near field can be
controlled by adjusting interdot distance. The population in the coherently coupled
states can be transferred to the third quantum dot (QD-C) if the energy level of QD-
C is adjusted to couple resonantly with the entangled states in the coherent operation
part. If this happens, QD-C operates as the dissipative output part, which involves
an intra-sublevel relaxation process due to the exciton–phonon interaction. In this
manner, unidirectional energy or signal transfer is satisfied.

This section is organized as follows. First of all, we formulate the simplest case
of three-quantum-dot system by using the density matrix formalism in Sect. 5.4.1.
Here, to choose appropriate bases, which reflect symmetry of excited states, helps
us to catch the physical meanings of the selective energy transfer, and also shows
that the selective energy transfer can be controlled by adjusting spatial symmetry
of quantum-dot arrangement. In Sect. 5.4.2, we provide concrete AND- and XOR-
logic operations in symmetrically arranged quantum-dot systems. Moreover, when
the number of quantum dots, which form the coherent operation part, increases, the
degrees of freedom for selective energy transfer are extended. As an example, we
numerically demonstrate controlled-type logic operations in Sect. 5.4.3, in which
three identical quantum dots are utilized in the coherent operation part. Spatial
symmetry is a key parameter in such a nanophotonic device using coherently
coupled quantum dots because we can realize some strange operations mediating
via so-called “dark state” [48]. Section 5.4.4 devotes to propose a nanophotonic
buffer memory by using a spatially asymmetric system, which is an extremely
interesting device because the device controls dissipation into a far-field photon
reservoir. Furthermore, we show a device for identification of quantum-entangled
state in Sect. 5.4.5. Note that these logic and functional operations are in the
irreversible process, although quantum-entangled states are partially mediated to
sort out information about initial excitations. This resembles quantum informa-
tion processing; however, we do not require long coherence time as a quantum
computation. In regard to quantum information processing with dissipation or
decoherence, there are several reports that discussed tolerance and decoherence-free
operations [49, 50].

5.4.1 Dynamics in a Coherently Coupled Quantum-Dot System

In order to examine, conditions of selective energy transfer from the coherent
operation part to the dissipative output part, we derive analytic form of equations
of motion in a simplest three-quantum-dot system, where two quantum dots are
coherently coupled and a larger third quantum dot is assigned as the dissipative
output part.
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5.4.1.1 Symmetric and Antisymmetric States
Before a discussion about exciton population dynamics in a nanophotonic functional
device using coherently coupled states, we explain several appropriate bases in a
three-quantum-dot system, which reflect spatial symmetry among the three quantum
dots. In such a system, we obtain a clear perspective of exciton dynamics by
choosing the bases of the coupled states rather than those of isolated quantum-dot
states which have been used in Sect. 5.3. From the symmetry of the system, the
following bases are suitable for describing the dynamics of the one-exciton states
using the smallest number of density matrix elements [51]:

j1is D 1p
2
.jeiAjgiBjg; giC C jgiAjeiBjg; giC/ ; (5.65)

j1ia D 1p
2
.jeiAjgiBjg; giC � jgiAjeiBjg; giC/ ; (5.66)

j1iph D jgiAjgiBje; giC ; (5.67)

j1ipl D jgiAjgiBjg; eiC ; (5.68)

where ji; j iC (i; j D g; e) represents the isolated quantum-dot states in QD-C
with upper energy level i and lower energy level j . One-exciton state describes
the condition whereby an exciton exists in either one of the three quantum dots.
The crystal ground state and exciton state in each quantum dot, which is written
as jˆ˛g i and jˆ˛m.1s/i in Sect. 5.2, are given by simplified form, such as jgiA and
jeiA, respectively. Similarly, a two-exciton state indicates that two excitons stay in
the system. The suitable bases for the two-exciton states without occupation of the
lower energy level in QD-C are expressed as

j2ish D 1p
2
.jeiAjgiBje; giC C jgiAjeiBje; giC/ ; (5.69)

j2iah D 1p
2
.jeiAjgiBje; giC � jgiAjeiBje; giC/ ; (5.70)

j2iph D jeiAjeiBjg; gi ; (5.71)

and those with occupation of the lower energy level are expressed as

j2isl D 1p
2
.jeiAjgiBjg; eiC C jgiAjeiBjg; eiC/ ; (5.72)

j2ial D 1p
2
.jeiAjgiBjg; eiC � jgiAjeiBjg; eiC/ ; (5.73)

j2ipl D jgiAjgiBje; ei ; (5.74)
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where jnis and jnia (n D 1, 2) represent symmetric and antisymmetric states in the
coherent operation part, respectively, and the numbers 1 and 2 on the left-hand sides
in (5.65), (5.69), and (5.72) denote the one- and two-exciton states, respectively.
In the following, first, we use these bases to investigate the exciton dynamics in
a symmetrically arranged three-quantum-dot system. Then, we describe how to
realize logic operation devices by using the symmetrically arranged quantum dots.
Our discussion can expand into some interesting functional devices using spatial
asymmetry of the system, which can be caught by the above characteristic bases.

5.4.1.2 Master Equation
By tracing out the photon degrees of freedom in the optical near-field coupling,
which is formulated in Sect. 5.2, a model Hamiltonian for the three-quantum-dot
system OH is given by

OH D OH0 C OHint ; (5.75)

where

OH0 D „�A OA� OAC „�B OB� OB C „
2X
iD1

�Ci
OC�
i
OCi ; (5.76)

OHint D „UAB. OA� OB C OB� OA/
C„UBC. OB� OC2 C OC�

2
OB/C „UCA. OC�

2
OAC OA� OC2/ ; (5.77)

where the definitions of the creation and annihilation operators, . OA�; OA/, . OB�; OB/,
and . OC�

i ;
OCi/, are shown schematically in Fig. 5.18. We assume that these are

fermionic operators to give the effect of exciton–exciton interaction phenomeno-
logically in the same energy level, but we neglect the exciton–exciton interaction
between sublevels in QD-C. The eigenfrequencies for QD-A and QD-B are repre-
sented by �A and �B, and the optical near-field couplings among three quantum
dots are denoted as UAB, UBC, and UCA. The equation of motion for the density
operator of the quantum-dot system, O.t/, is expressed by using the Born–Markov
approximation [36] as

PO.t/ D � i„ Œ
OH0 C OHint; O.t/�

C�
2

n
2 OC�

1
OC2 O.t/ OC�

2
OC1 � OC�

2
OC1 OC�

1
OC2 O.t/ � O.t/ OC�

2
OC1 OC�

1
OC2
o
; (5.78)

where the non-radiative relaxation constant due to exciton–phonon coupling is
denoted as � . The radiative relaxation due to exciton–photon coupling is omitted
because the time scale of the optical near-field coupling and the exciton–phonon
coupling is much faster than the radiative lifetime, which is in the order of
a few nanoseconds. Taking matrix elements of (5.78) in terms of (5.65) after
substituting (5.75) and (5.76) into (5.78), we obtain the following simultaneous
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Fig. 5.18 Schematic drawing of exciton creation and annihilation operators and the energy
transfer process in a three-quantum-dot system. The optical near-field coupling for the quantum-
dot pairs are represented by UAB for QD-A and B, UBC for QD-B and C, and UCA for QD-C
and A. The non-radiative relaxation constant due to exciton–phonon coupling is denoted by �

differential equations for the one-exciton states:

Ps1;s1 .t/ D i
p
2 NU 0.s1;ph1 .t/ � ph1;s1 .t//

Ci
�AB.s1;a1 .t/ � a1;s1 .t// ; (5.79)

Ps1;ph1 .t/ D
�

i.
� � U /� �
2

	
s1;ph1 .t/

Ci
p
2 NU 0.s1;s1 .t/ � ph1;ph1 .t//

�i
p
2
U 0s1;a1 .t/ � i
�ABa1;p0

1
.t/ ; (5.80)

Pph1;s1 .t/ D
�
�i.
� � U /� �

2

	
ph1;s1 .t/

�i
p
2 NU 0.s1;s1 .t/ � ph1;ph1 .t//

Ci
p
2
U 0a1;s1 .t/C i
�ABp0

1;a1
.t/ ; (5.81)

Pph1;ph1 .t/ D ��ph1;ph1 .t/ � i
p
2 NU 0.s1;ph1 .t/ � ph1;s1 .t//

�i
U 0.ph1;a1 .t/ � a1;ph1 .t// ; (5.82)

Pa1;ph1 .t/ D
�

i.
�C U /� �
2

	
a1;ph1 .t/

�i
p
2
U 0.a1;a1 .t/ � ph1;ph1 .t//
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Ci
p
2 NU 0a1;s1 .t/ � i
�ABs1;p0

1
.t/ ; (5.83)

Pph1;a1 .t/ D
�
�i.
�C U /� �

2

	
ph1;a1 .t/

Ci
p
2
U 0.a1;a1 .t/ � ph1;ph1 .t//

�i
p
2 NU 0s1;a1 .t/C i
�ABph1;s1 .t/ ; (5.84)

Ps1;a1 .t/ D �i2Us1;a1 .t/ � i
p
2 NU 0p0

1;a1
.t/ � i

p
2
U 0s1;ph1 .t/

Ci
�AB.s1;s1 .t/ � a1;a1 .t// ; (5.85)

Pa1;s1 .t/ D i2Ua1;s1 .t/C i
p
2 NU 0a1;ph1 .t/C i

p
2
U 0ph1;s1 .t/

�i
�AB.s1;s1 .t/ � a1;a1 .t// ; (5.86)

Pa1;a1 .t/ D i
p
2
U 0.ph1;a1 .t/ � a1;ph1 .t//

�i
�AB.s1;a1 .t/ � a1;s1 .t// ; (5.87)

where the density matrix element ˛hnj O.t/jniˇ is abbreviated ˛n;ˇn.t/ and the
parameters, which have a dimension of frequency and characterize the dynamics
in this system, are defined as 
� D �C2 � .�A C �B/=2, 
�AB D �A � �B,
NU 0 D .UBCCUCA/=2, and
U 0 D .UBC�UCA/=2. The optical near-field coupling

between QD-A and QD-B, which is in a coherent operation part, is rewritten as
U D UAB. Similarly, in the case of two-exciton states described in (5.69), we obtain

Psh2;sh2 .t/ D ��sh2;sh2 .t/C i
p
2 NU 0.sh2;ph2 .t/ � ph2;sh2 .t//

Ci
�AB.sh2;ah2 .t/ � ah2;sh2 .t// ; (5.88)

Psh2;ph2 .t/ D
�
�i.
�C U /� �

2

	
sh2;ph2 .t/

Ci
p
2 NU 0.sh2;sh2 .t/ � ph2;ph2 .t//

Ci
p
2
U 0sh2;ah2 .t/ � i
�ABah2;ph2 .t/ ; (5.89)

Pph2;sh2 .t/ D
�

i.
�C U /� �
2

	
ph2;sh2 .t/

�i
p
2 NU 0.sh2;sh2 .t/ � ph2;ph2 .t//

�i
p
2
U 0ah2;sh2 .t/C i
�ABph2;ah2 .t/ ; (5.90)

Pph2;ph2 .t/ D �i
p
2 NU 0.sh2;ph2 .t/ � ph2;sh2 .t//

Ci
p
2
U 0.ph2;ah2 .t/ � ah2;ph2 .t// ; (5.91)
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Pah2;ph2 .t/ D
�
�i.
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ah2;ph2 .t/

Ci
p
2
U 0.ah2;ah2 .t/ � ph2;ph2 .t//

Ci
p
2 NU 0ah2;sh2 .t/ � i
�ABsh2;ph2 .t/ ; (5.92)

Pph2;ah2 .t/ D
�

i.
� � U /� �
2

	
ph2;ah2 .t/

�i
p
2
U 0.ah2;ah2 .t/ � ph2;ph2 .t//

�i
p
2 NU 0sh2;ah2 .t/C i
�ABph2;sh2 .t/ ; (5.93)

Psh2;ah2 .t/ D .�i2U � �/sh2;ah2 .t/

�i
p
2 NU 0ph2;ah2 .t/C i

p
2
U 0sh2;ph2 .t/

Ci
�AB.sh2;sh2 .t/ � ah2;ah2 .t// ; (5.94)

Pah2;sh2 .t/ D .i2U � �/ah2;sh2 .t/

Ci
p
2 NU 0ah2;ph2 .t/ � i

p
2
U 0ph2;sh2 .t/

�i
�AB.sh2;sh2 .t/ � ah2;ah2 .t// ; (5.95)

Pah2;ah2 .t/ D ��ah2;ah2 .t/ � i
p
2
U 0.ph2;ah2 .t/ � ah2;ph2 .t//

�i
�AB.sh2;ah2 .t/ � ah2;sh2 .t// : (5.96)

From (5.79) and (5.88), we can attract three important features with regard
to energy transfer from the coherent operation part to the dissipative output part.
Comparing (5.80) with (5.83), where the diagonal elements represent the transition
probability, opposite contributions appear in the first terms, that is, 
� � U
and 
� C U . These correspond to the difference of resonance conditions for
symmetric and antisymmetric states, respectively. The resonance conditions are
easily interpreted by considering the energies for the symmetric and antisymmetric
states, which can be derived from (5.75) and (5.76) as

hs1j OH js1i D „. N�AB C U / ; (5.97)

ha1j OH ja1i D „. N�AB � U / ; (5.98)

where N�AB D .�AC�B/=2. Figure 5.19a is the schematic illustration that explains
relation between isolated quantum-dot states and coherently coupled states. A filled
circle indicates that an exciton occupies the corresponding energy level, while a
semicircle indicates that an exciton exists in the energy level in either QD-A or
QD-B with a certain probability. The first feature is that we can select the symmetric
and antisymmetric states by adjusting the energy level in QD-C, where the energy
shift 
� is determined by the strength of the optical near-field coupling U .
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Fig. 5.19 Schematic explanation of a relation between isolated quantum-dot states and coupled
states for (a) one- and (b) two-exciton states. The left and right illustrations represent the initial
and final states, respectively, and the center figures denote the coupled states for input and output.
The energy transfer between symmetric states jnis and output statesjniph, where n D 1, 2, occurs
via coupling strength „U 0 and that between asymmetric states jnia and output states jniph does via
„
U 0

The second feature is also observed from the second terms in (5.80) and (5.83).
These terms determine the strength or the speed of resonant energy transfer between
the coherent operation part and dissipative output part. The difference is as follows:
the symmetric state resonantly couples to the upper energy level in QD-C, that is,
j1iph-state, by mediating the averaged coupling strength NU 0, while the antisymmetric
state does by mediating the difference between two coupling paths, 
U 0. When
the three quantum dots are arranged symmetrically in nanometric space, the energy
transfer between j1ia-state and j1iph-state is forbidden because of 
U 0 D 0, in
other words, phh1j OHintj1ia D 0. Therefore, we can control the energy transfer or
signal flow by using spatial symmetry in the system.

The third feature is related to the exciton numbers in the system, which is
interpreted by comparing (5.80) and (5.89), or (5.83) and (5.92). Similar to the
first feature, the resonance conditions for the energy transfer from the coherent
operation part to the dissipative output part indicate opposite contribution, that is,

� � U and 
�U for one- and two-exciton states, respectively. In Fig. 5.19b, the
correspondence of isolated quantum-dot states and coupled states are schematically
drawn, where we can see the inversion of the resonance conditions. The difference of
the resonance conditions is applicable to two input logic operations discussed below.
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Note that the first two features, which are discussed for only one-exciton state, are
reversed in the case of two-exciton state as you observed in (5.88).

5.4.2 Nanophotonic Logic Gates

In order to realize well-known AND- and XOR-logic operations, we assume
spatially symmetric quantum-dot system, and thus, the related differential equations
in (5.79) and (5.88) are restricted, which decouples the antisymmetric j1ia- and j2ia-
states from the above. In this case, the dynamics can be solved analytically with the
help of Laplace transforms for typical initial conditions. The output population for
the one-exciton state can be written as

pl1;pl1 .t/ D �
Z t

0

ph1;ph1 .t
0/dt 0

D 1

2
C 4U 02

!2C � !2�
e�.�=2/t

�fcos�C cos.!Ct C �C/ � cos�� cos.!�t C ��/g (5.99)

with

!˙ D 1p
2

�
.
� � U /2 CWCW�

˙
q
f.
�� U /2 CW 2Cgf.
�� U /2 CW 2�g

�1=2
;

�˙ D tan�1
�
2!˙
�

�
;

W˙ D 2
p
2U 0 ˙ �

2
; (5.100)

for the initial condition s1;s1 .0/ D a1;a1 .0/ D s1;a1 .0/ D a1;s1 .0/ D 1=2,
which corresponds to the condition AhejBhgjChg; gj O.t/jeiAjgiBjg; giC D 1 and
otherwise zero. The notation of optical near-field coupling is rewritten as U 0 D NU 0
because the coupling strengths between QD-B and QD-C, and QD-C and QD-A are
equivalent for symmetrically arranged system, that is, U 0 D UBC D UCA. The first
line in (5.99) denotes the irreversible process of non-radiative relaxation, which is
easily interpreted from the temporal sequence of the one-exciton state illustrated in
Fig. 5.20a.

Analytic solutions for two-exciton states can be obtained from an equation
similar to (5.99), except for the sign of U , that is, with the resonance conditions
inverted. The probability of an exciton occupying the lower energy level in QD-C is
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with

! 0̇ D 1p
2

�
.
�C U /2 CWCW�

˙
q
f.
�C U /2 CW 2Cgf.
�C U /2 CW 2�g

�1=2
;

� 0̇ D tan�1
�
2! 0̇

�

�
; (5.102)

where the factor 2 in (5.101) comes from the initial conditions for the two-exciton
state, that is, ph2;ph2 .0/ D 1 and otherwise zero. As you can see from the right-
hand side in the first line in (5.101), there are two final output states: j2isl and
j2ipl. However, the previous excited state, j2ish, only contributes to the output
population, because the state j2ipl is made from j2isl, and thus, the total population
does not change, which is illustrated in Fig. 5.20b. In both of (5.99) and (5.101),
the second terms with the denominators !2C � !2� and !0C

2 � !0�
2, respectively,

contribute to the increase of population in the output energy levels. When we set
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� D U , efficiency of energy transfer is dominant for the one-exciton state because
!2C �!2� becomes minimum, while that is dominant for the two-exciton state in the
case of 
� D �U . These are analytical descriptions of resonant energy transfer
depending on the number of input excitons and a basic idea for logic operation. In
the following, we explain AND- and XOR-logic operations schematically and show
concrete calculated results of them.

5.4.2.1 AND-Logic Operation
When the upper energy level in QD-C is negatively shifted, which corresponds to
„.��U /, we can realize an AND-logic gate. Figure 5.21 represents energy diagram
in the system with negative detuning in QD-C. As you can see from Fig. 5.21a, the
resonant energy transfer occurs only for the two-exciton state via the symmetric
state in QD-A and QD-B, while the energy transfer for the one-exciton state does
not because the energy level in QD-C is resonant to the antisymmetric state which
is dipole-inactive state for the symmetrically arranged quantum-dot system. This
characteristic selective energy transfer assures an AND-logic operation.

The temporal evolution of the exciton population on the lower energy level in
QD-C, which is analytically derived in (5.99) and (5.101), is plotted in Fig. 5.22,
where the strengths of optical near-field coupling, „UD89�eV and „U 0D14�eV,
referred to the estimated values in Sect. 5.2 for CuCl quantum cubes embedded in
NaCl matrix. As we discussed above, the coupling to far-field light is neglected
because our interests are fast population dynamics due to the optical near-field
coupling, which is in the order of sub-100ps. In Fig. 5.22, the exciton population
is almost occupied at about 100 ps for the two-exciton state, which is determined
by the coupling strength „U 0 between QD-A and QD-C (QD-B and QD-C). The
negative energy shift is also set as 89�eV, and the non-radiative relaxation is 10 ps.

From Fig. 5.22, the output population can be observed only for the two-exciton
state as we expected, because the coupling occurs via the symmetric state. On the
other hand, in the case of the one-exciton state, the population increases very slowly.
This is caused by the weak coupling between the symmetric state in the input side
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Fig. 5.22 Temporal
evolution of exciton
population on the lower
energy level (output level) in
QD-C. The solid and dashed
curves represent the cases for
one- and two-exciton states,
respectively. The coupling
strength between QD-A and
QD-B is set as „U D 89�eV,
and that between QD-B and
QD-C (QD-A and QD-C) is
U 0 D 14�eV

and the output state. The state-filling time is much longer than spontaneous emission
lifetime, and thus, the exciton population for the one-exciton state does not affect
the output signal, that is, off-level. In this manner, these operations for the one-
and two-exciton states surely correspond to the AND-logic gate whose size is much
smaller than light diffraction limits.

5.4.2.2 XOR-Logic Operation
Opposite to the AND-logic gate, suppose a system in which the upper energy level
in QD-C is positively shifted, that is, „.� C U /. Energy diagram in this system is
illustrated in Fig. 5.23. In this case, the symmetric and antisymmetric states for one
and two excitons satisfy the conditions for an XOR-logic gate. The energy transfer
from the input system to the output system allows when an exciton is excited in
either QD-A or QD-B, while, for the two-exciton state, the antisymmetric state in
the output system is dipole inactive against the input state in the symmetrically
arranged quantum-dot system.

Figure 5.24 shows analytic curves of the temporal evolution for the one- and
two-exciton states. The given parameters, such as the coupling strength via the
optical near-field, non-radiative relaxation time, are completely the same as those
in Fig. 5.22. In Fig. 5.24, the output population appears for the one-exciton state,
and the state-filling time is determined by the coupling strength U 0 between
QD-A and QD-C (QD-B and QD-C), which is the same as the AND-logic gate.
The readers immediately put the question why the exciton population reaches a half
of the maximum for the one-exciton state in the XOR-logic gate. This is because
a one-side quantum dot is locally excited as an initial condition, in which both
the symmetric and antisymmetric states are simultaneously excited with the same
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occupation probability as described in (5.65) and (5.66). On the other hand, we can
observe slow increase of exciton population for the two-exciton state (off-level) in
Fig. 5.22, which is as twice fast as that for the AND-logic gate. This also originates
from the initial excited state; the symmetric state in the input system is occupied a
half of the maximum at the initial time because of local excitation, while a full of
the initial population for the two-exciton state can couple to QD-C in the case of
positive energy shift.

The above behavior that the output population is detected when a one-side
quantum dot in the input system is initially excited corresponds to an XOR-logic
gate as a stochastic meaning. This means that the fully occupied output state cannot
achieve for a single-exciton process.
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Table 5.1 Relationship
between the input and output
populations for the energy
difference 
� D ˙U

Input Output: C

A B 
� D �U 
� D U

0 0 0 0
1 0 0 0.5
0 1 0 0.5
1 1 1 0

Here, we summarize the operation of our proposed AND- and XOR-logic gates
in Table 5.1, which are inherent operations in nanophotonic devices using typical
coherent and dissipative process. The system behaves as an AND-logic gate when
the energy difference is set to 
� D �U , and the system provides an XOR-
like-logic operation when 
� D U . It is noteworthy that these operations are
different from the quantum logic operation, because long quantum coherence time
is unnecessary. The critical limit of these logic gates is determined by the following
condition; the energy transfer time from the coherent operation part to the dissipative
output part, which is estimated about 50 ps for the CuCl quantum-cube system, is
enough shorter than the radiative lifetime (�1 ns) of excitons in each quantum dot.

5.4.2.3 Signal Contrast
The steepness of the resonance determines the contrast of the output signal. In order
to discuss how to obtain high contrast signal, dependence of the exciton population
on the energy shift 
� in the above symmetrically arranged quantum-dot system
is plotted in Fig. 5.25. The longitudinal axis is the population at t D 100 ps,
which is the time until energy transfer almost finishes under resonance conditions

� D ˙U and is analytically derived from (5.99) and (5.101). We clearly find
that two types of switching operations, that is, AND- and XOR-logic operations,
can be realized by choosing the energy shift as
� D ˙U . Here, the peak width of
both curves in Fig. 5.25 is given by the productWCW� in (5.100) or (5.102), which
corresponds to a balance between the coupling strength U 0 between the coherent
operation part and the dissipative output part and the non-radiative relaxation
constant � . Therefore, narrow peaks are obtained when the conditions W 
 1 and
W� D 0, that is, 2

p
2U 0 � �=2
 1, are satisfied. In this case, the highest contrast

of the logic operations can be achieved.

5.4.2.4 Effects of Asymmetry
It is valuable to examine the exciton dynamics in an asymmetrically arranged
quantum-dot system to estimate the fabrication tolerance for the system described
above and to propose further functional operations inherent to nanophotonic devices
which we will be discussed in Sects. 5.4.4 and 5.4.5. Here, we investigate the
effects of asymmetry numerically. In addition, we comment on a positive use of
these effects. When the three quantum dots are arranged asymmetrically, we must
consider the dynamics of all density matrix elements given in (5.79) and (5.88),
because the exciton population leaks to the antisymmetric states, which decouples
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Fig. 5.25 Variation in the
output populations at a fixed
time of t D 100 ps as a
function of the energy shift

�. The solid and dashed
curves represent the one- and
two-exciton states,
respectively. The optical
near-field coupling strengths
„U and „U 0, and the
non-radiative relaxation
constant � have the same
values as in Fig. 5.22

in the case of symmetrically arranged system. In the asymmetrically arranged
system, the exciton dynamics between states jnis and jniph do not change from
the symmetrically arranged system, where the coupling strength is replaced by the
average value NU 0. The main difference is that the matrix elements for states jnia can
couple with states jnis and jniph in the asymmetrically arranged system, while these
are decoupled in the symmetrically arranged system. Two types of coupling emerge
in the asymmetric system: one originates from the energy difference
�AB between
QD-A and QD-B, and the other comes from the arrangement of the three quantum
dots, which is expressed using the parameter 
U 0. Previously [17], we discussed
the influence of the energy difference on the exciton dynamics in a two-quantum-
dot system that mainly degrades the signal contrast. Here, we focus on the effects
of asymmetry due to the spatial arrangement of each quantum dot, by assuming

�AB D 0.

In order to examine the effects of the quantum-dot arrangement, the average
coupling strength NU 0 is fixed so that states jnis and jniph maintain the same temporal
evolution that was found in the symmetrically arranged system. Then, the difference
between the coupling strengths 
U 0 varies from 0 to ˙U , where the exciton
dynamics are independent of the sign of 
U 0. Therefore, an asymmetry factor is
defined by the ratio of j
U 0j to NU 0, varying from 0 (symmetry) to 1 (maximum
amount of asymmetry).

Figure 5.26 presents the temporal evolution of the output population for the
energy shift 
� D �U (an AND-logic gate case) with and without an asymmetric
arrangement. For the one-exciton state (Fig. 5.26a), the asymmetric arrangement
strongly affects the exciton dynamics, and the off-state in the AND-logic gate
operation is no longer valid because the off-resonance condition for the energy
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Fig. 5.26 Temporal evolution of the output populations where the energy difference is set to

� D �U („U D 89�eV). Parts (a) and (b) show the populations for one- and two-exciton
states, respectively. The solid, dashed, and dotted curves represent the results for asymmetry
factors 
U 0= NU 0 D 0, 0:5, and 1:0, respectively, where the average coupling strength is set to
„ NU 0 D 14�eV. In part (b), the three curves are almost identical

transfer between states j1is and j1iph acts oppositely to the resonance condition
between states j1ia and j1iph. This is evident in (5.79), for example, by comparing
the matrix elements s1;ph1 .t/ with a1;ph1 .t/. Therefore, in the one-exciton state, the
exciton population is very sensitive to the asymmetric arrangement. By contrast, the
two-exciton state is not influenced by the quantum-dot arrangement (see Fig.5.26b).
We also observe small- and high-frequency oscillations for the dashed and dotted
curves (j
U 0j= NU 0 D 0:5 and 1:0) in Fig. 5.26a. These come from the coherence
between states j1is and j1ia which can be seen in the equations of motion of s1;a1 .t/

and a1;s1 .t/. Since the coherence is always excited by mediating state j1iph and
the state j1iph has a short lifetime dominated by the relaxation constant � , the
oscillations have no relation to the population dynamics. Figure 5.27 shows the
variation in the output population at t D 100 ps as a function of the asymmetry
factor j
U 0j= NU 0. From this figure, it follows that the asymmetry only affects the
one-exciton state, where it breaks the off-state in the logic gate, as shown by the
curve with squares, and the signal contrast decreases with increasing asymmetry.

Conversely, for the XOR-logic gate (
� D U ), the two-exciton states corre-
spond to the off-resonant states in the symmetric system. Therefore, the excitation
is transferred to the output energy level in QD-C as the asymmetry factor increases,
as shown in Fig. 5.28b. Similarly, the variation in the output population with the
asymmetry factor is plotted in Fig. 5.29, where the time is fixed at t D 100 ps.
The figure shows that the XOR-logic operation in the symmetric system is reversed
when the asymmetry factor exceeds 0:5 because a one-exciton state can occupy
the initial state of j1is with a probability of 1=2, as shown above. Consequently,
the output population also reaches a probability of 1=2. This is also valid in the
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Fig. 5.28 Temporal evolution of the output populations for an the energy difference of 
� D U

(„U D 89�eV). Parts (a) and (b) show the populations for the one- and two-exciton states,
respectively. The solid, dashed, and dotted curves represent the results for asymmetry factors

U 0= NU 0 D 0, 0:5, and 1:0, respectively, where the average coupling strength is set to „ NU 0 D
14�eV

asymmetric system. However, the asymmetric arrangement enables coupling of the
two-exciton states, j2iph and j1iah. State j2iph can be fully excited in the initial stage,
so the output population reaches a unit value via states j2iah. This exceeds the output
population 0:5 for a one-exciton state with a larger amount of asymmetry.
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Fig. 5.29 Variation in the
output populations at the
fixed time of t D 100 ps as a
function of the asymmetry
factor, where the energy
difference is set to 
� D U

(„U D 89�eV) and an
average coupling strength of
„ NU D 14 �eV is used. The
curves shown with square
and circular dots represent
the one- and two-exciton
states, respectively. The
exciton population in the
two-exciton state exceeds that
of the one-exciton state when
the asymmetry factor

U 0= NU 0 exceeds 0:5, so the
XOR-logic operation is
reversed

Although spatial asymmetry decreases the signal contrast for the above logic
operations by using a symmetrically arranged system, while this has hidden
potential toward nanophotonic inherent functions. As mentioned above, the effect
of asymmetry is based on coupling to states jnia in an asymmetrically arranged
system, which are so-called “dark states” [48]. If we create such dark states by using
optical near-field interaction just as we intended, which cannot be excited by far-
field light, confinement of photons in a nanophotonic device can be realized, which
is discussed in the following. Furthermore, in such an asymmetrically arranged
system with via coherent excitations, the symmetric and antisymmetric states can be
excited partially, where both states are expressed by the superposition of eigenstates
in isolated (noninteracting) quantum dots. Therefore, a system composed of three
quantum dots cannot only select information that depends on the initially prepared
excitations but also information that reflects the initial quantum-entangled states
in the coherent operation part. From this perspective, such nanophotonic devices
are useful in connecting quantum devices as a detector and interface devices which
identify occupation probability of the quantum-entangled states in an input signal.

5.4.3 Nanophotonic Controlled Logic Gates

Up to this point, we have instructively discussed the simplest system with three
quantum dots. Focused on a coherent operation part, the readers easily understand
that more coupled states can be prepared when the number of quantum dots
increases; for example, the coherent operation part which consists of three identical
quantum dots, that is, a four-quantum-dot system illustrated in Fig. 5.30a, has three
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p
2U for the one- and two-exciton states in the input state and

for the two- and three-exciton states in the output state

coupled states:

j1isu D 1

2
.jeiAjgiBjgiC C

p
2jgiAjeiBjgiC C jgiAjgiBjeiC/ ; (5.103)

j1ia D 1p
2
.jeiAjgiBjgiC � jgiAjgiBjeiC/ ; (5.104)

j1isl D 1

2
.jeiAjgiBjgiC �

p
2jgiAjeiBjgiC C jgiAjgiBjeiC/ (5.105)

for the one-exciton states, and

j2isu D 1

2
.jeiAjeiBjgiC C

p
2jeiAjgiBjeiC C jgiAjeiBjeiC/ ; (5.106)

j2ia D 1p
2
.jeiAjeiBjgiC � jgiAjeiBjeiC/ ; (5.107)

j2isl D 1

2
.jeiAjeiBjgiC �

p
2jeiAjgiBjeiC C jgiAjeiBjeiC/ (5.108)

for the two-exciton states. A three-exciton state is degenerated since the energy
levels in all three quantum dots are occupied. By using these coupled states, we can
propose a characteristic functional device, which is named controlled AND- and
XOR-logic gates. Although equations of motion for density matrix elements build
up in a similar manner to (5.79) and (5.88), it is tedious to describe differential
equations for all density matrix elements. Here we explain energy transfer property
by using schematic illustration. The energy diagram is illustrated in Fig. 5.30b,
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Fig. 5.31 Variation in the
output populations at a fixed
time of t D 300 ps as a
function of the energy
difference 
�. The solid,
dashed, and dotted curves
represent the one-, two-, and
three-exciton states,
respectively. The optical
near-field coupling strengths
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non-radiative relaxation
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3:3�eV, and .50 ps/�1 ,
respectively

where the energies for one- and two-exciton states are divided into three levels
with eigenenergies, „� C p2, „�, and „� � p2 due to the optical near-field
coupling. Note that the coupled state with middle energy is dipole-inactive state in a
symmetric arranged system (Fig. 5.30a). The left side in the diagram corresponds
to the input (initial) state, where only the three-exciton state is degenerated,
while the right denotes the output state in which the three-exciton state becomes
nondegenerated since an exciton stays in QD-D without going back to the coherent
operation part because of fast intra-sublevel relaxation.

In Fig. 5.31, we show the result of output population at 300 ps as a function of
the energy shift 
�, where initial states are set as .1; 0; 0/, .1; 1; 0/, and .1; 1; 1/,
the notation corresponding to the quantum-dot label of .A;B; C /. In order to obtain
clear energy splitting (sharp resonance) for the one-, two-, and three-exciton states,
the strength of optical near-field coupling is set as a suitably optimized value
of „U D 66�eV (10 ps). This seems somewhat strong as compared with the
previously estimated value for CuCl quantum cubes embedded in a NaCl matrix.
Therefore, we require some optimization in materials and size of quantum dots to
realize this controlled logic devices. From Fig. 5.31, we understand that only two-
exciton states can be coupled to the output state, when we choose the upper energy
level in QD-D equivalent to the middle energy level in the coupled states, no energy
shift being applied. Regarding to the input terminals as QD-A and QD-B, the exciton
population transfers to the output terminal of QD-D differently, whether the control
terminal of QD-C is excited or not. In other words, QD-C plays a role to exchange
the AND- and XOR-logic operations.

In the following, we discussed temporal evolution of exciton population on the
output energy level in QD-D, which is numerically derived by using bases of isolated
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Fig. 5.32 Temporal
evolution of the output
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quantum dots. Figure 5.32 shows the results of calculation for all possible initial
excitations in the symmetrically arranged four-quantum-dot system. The parameters
are set as the same values in Fig. 5.31. At first, we focus on the exciton dynamics
when the population in QD-C (control dot) is empty at the initial time. In this case,
an exciton which is prepared in QD-A or QD-B cannot move to the output energy
level in QD-D. The reason is as follows: a locally excited state in QD-A is expressed
as a superposition of the coupled states, jeiAjgiBjgiC D .j1isuC

p
2j1iaC j1isl/=2,

where the output energy level is resonant for the state j1ia and off-resonant for
the states j1isu and j1isl as you can see in Fig. 5.30. However, the state j1ia is
dipole inactive for the symmetrically arranged system, and thus, the energy transfer
does not occur for the one-exciton state as we can observe the curves labeled as
.1; 0; 0/ and .0; 1; 0/ in Fig. 5.30. On the other hand, when both of QD-A and QD-B
are initially excited, that is, .1; 1; 0/, the output signal appears because three pairs
of energy levels in the input and output states are completely resonant. Here we
emphasize that the states j2iajgiD and j1iajeiD can also couple with each other
because they have same symmetries.

Second, we pay attention to the case that an exciton is initially prepared in
QD-C. In this case, the output population only appears when either QD-A or QD-
B is initially excited, which shows similar dynamics to the initial condition of
.1; 1; 0/. The readers notice that the curves for the initial .0; 1; 1/- and .1; 0; 1/-states
are slightly different. This is caused by the symmetry of the .1; 0; 1/-state, while the
.1; 1; 0/-state is asymmetric. When both of QD-A and QD-B are excited, that is, the
three-exciton state labeled as .1; 1; 1/, the signal becomes enough small, which is
the off-level in this logic gate. The above operations are summarized in Table 5.2.
We clearly understand that the four-quantum-dot system operates as AND- and
XOR-logic gates in the cases without and with the control signal, respectively.
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Table 5.2 Relationship
between the input and output
populations for the
four-quantum-dot system

Input Control Output
A B C D

0 0 0 0
1 0 0 0
0 1 0 0
1 1 0 1
0 0 1 0
1 0 1 1
0 1 1 1
1 1 1 0

Such a nanophotonic device is quite interesting because two types of operations
are carried out in a same quantum-dot system, which has large advantages to avoid
complex nanofabrication process, and lowering the number of device elements in an
integrated nanophotonic circuit.

5.4.4 Nanophotonic Buffer Memory

As mentioned in Sect. 5.4.2.4, we discuss realization of characteristic nanophotonic
devices in the remaining sections, in which the coupling features of antisymmetric
states. Since the antisymmetric states have no total dipole, it cannot be excited
by far-field light and also cannot radiate far-field light. Using this dipole-inactive
feature, we can realize an interesting operation, in which exciton–polariton or
incident photon energy is retained in the system for a long time. We refer to this
type of device as photon storage or photon buffer memory.

The three-quantum-dot system is the simplest configuration to obtain a com-
pletely antisymmetric state for the photon buffer memory, which is illustrated in
Fig. 5.33. The upper energy level in QD-C is positively shifted by 
�DU , which
is the resonance condition between the input and output parts in the asymmetrically
arranged quantum-dot system. For this system, the antisymmetric state for the
one-exciton state is not directly excited, because both of the symmetric and
antisymmetric states are simultaneously excited. However, if the two-exciton state
is initially excited in the input part, we can create completely antisymmetric state.
This is explained by using temporal sequence of the energy states as illustrated in
Fig. 5.34. According to (5.88), the energy transfer from the two-exciton states j2iph

to j2iAh is active when QD-C is asymmetrically located and the upper energy level
in QD-C is positively shifted by 
� D U . An exciton transfers into the upper
energy level in QD-C, resonantly, where the rest exciton in the coherent operation
part completely stays in the antisymmetric state. Then, the exciton on the upper
energy level in QD-C drops into the lower energy level via intra-sublevel relaxation
with leaving the antisymmetric state in QD-A and QD-B. The lower energy level in
QD-C is dipole-active state for far-field light; therefore, the exciton annihilates due
to spontaneous emission, which spends several ns, while the antisymmetric state
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does not couple to far-field light because the total dipole moment in a coherent
operation part is zero. Moreover, the antisymmetric one-exciton state is off-resonant
to the upper energy level in QD-C, and thus, very long lifetime is expected. In this
manner, a complete antisymmetric state for one-exciton state can be obtained in
such a maximally asymmetric system.

Figure 5.35 represents a numerical result of the time evolution derived by
using (5.79) and (5.88). The solid curve in Fig. 5.35 corresponds to the sum of
exciton population for the states j1ia, j2iah, and j2ial, which holds zero total dipole
moment for far-field light. On the other hand, the sum of exciton population in the
states, j1is, j2ish, and j2isl is plotted by the dashed curve in Fig.5.35, which is almost
zero value since the initial stage. Actually, the far-field radiation cannot be restrained
completely in this system because the weak coupling from the antisymmetric state
to the symmetric state exists, where the energy transfer depends on the average
coupling strength NU 0 and the difference of the couplings 
U 0 as shown in (5.79).
The oscillating behavior is observed for both curves in Fig. 5.35, which is also
caused by the coupling between the antisymmetric and symmetric states. Although
we have neglected the coupling to far-field light in this calculation, the slow
exponential decay could be observed in the antisymmetric state when we take into
account the far-field coupling.

The above discussion is devoted to a writing process in the photon buffer
memory, or how to prepare an antisymmetric state in a coupled quantum-dot
system. However, in a general system, we need to consider a mechanism for reading
information in addition to the writing process, which will be discussed elsewhere.



5 Theory and Principles of Operation of Nanophotonic Functional Devices 243

5.4.5 Nanophotonic Signal Splitter for Quantum Entanglement

In the above section, we have focused on realization of conventional functional
devices in nanometer space. Note that our proposed functional devices consist of
two parts: coherent operation part with matter coherence and dissipative output part
as illustrated in Figs. 5.17 or Fig.5.4. The matter coherence in the coherent operation
part is maintained for the period that exciton population moves to the dissipative out-
put part. In other words, the output quantum dot acts as a selector to identify a certain
quantum state by using resonant energy transfer and spatial symmetry in a quantum-
dot system. Therefore, such a system is useful for detecting some information about
quantum entanglement. In this section, we propose a special signal splitting device
regarding to quantum-entangled states. To use quantum mechanical and classical
dissipative process, simultaneously, is a novel concept inherently originating from
nanophotonics.

Figure 5.36 shows schematic illustration of the device, in which two output
terminal quantum dots, QD-C and QD-D, exist. The QD-C is located symmetrically
regarding to two identical quantum dots, and the upper energy level is set with
a positive shift by U . The QD-D is configured maximally asymmetrically with
a negative energy shift 
� D �U . From the resonance conditions, QD-C can
extract exciton population from the coherent operation part via the symmetric state,
while QD-D resonantly selects the antisymmetric state, where resonant energy
transfer is allowed because symmetry breaking (see Fig. 5.35). Therefore, this
system can distinguish an initial quantum-entangled state, j�i D c1j1is C c2j1ia,
and information of weight coefficients c1 and c2 is converted to optical frequency
or wavelength of far-field light, which is released after the spontaneous lifetime
(several ns) of excitons.

Numerical results of the exciton population dynamics in the above system are
given in Fig. 5.37, which is calculated by using the density matrix formalism.
Figure 5.37a is the time evolution in the case of jc1j2 D 2=3 and jc2j2 D 1=3

as an initial condition, and Fig. 5.37b is that of jc1j2 D 1=3 and jc2j2 D 2=3.
Such initial quantum-entangled states can be established by using asymmetrically
located optical near-field source against QD-A and QD-B, or by connecting to
some quantum computing devices. Both cases in Fig. 5.37 show that the exciton
population on the energy levels in QD-C and QD-D well reflects the initial weight
coefficients, where the horizontal gray lines in Fig. 5.37 indicate the expected
values. Note that the deviation from the expected values becomes large, as the
weight coefficient of symmetric state c1 increases. This is caused that the off-
resonant energy transfer from symmetric state to the output state slightly occurs
in the asymmetrically arranged quantum-dot system. In contrast, the off-resonant
energy transfer from antisymmetric state to the output state is completely forbidden,
since QD-C is located symmetrically. Therefore, a part of the exciton population
that should flow into symmetrically arranged system, moves into asymmetri-
cally arranged QD-D. This results in the difference depending on these weight
coefficients.
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Fig. 5.37 Temporal evolution of exciton population on the lower energy level in QD-C (solid
curve) and that in QD-D (dashed curve). (a) Left and (b) right figures represent the weight
coefficients jc1j2 D 2=3, jc2j2 D 1=3, and jc1j2 D 1=3, jc2j2 D 2=3, respectively. The coupling
strength between QD-A and QD-B is set as „U D 89 �eV, and that between QD-B and QD-C
(QD-A and QD-C, QD-A and QD-D, QD-B and QD-D) is „U 0 D 14�eV

To use quantum mechanical and classical process is one of characteristic device
operations inherent to nanophotonic devices. We suppose there are further useful
applications to be realized. Progressive investigation will be expected from the
system architecture viewpoint.
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5.4.6 Summary

In this section, we have discussed nanophotonic functional devices in which a
coherently coupled state between optical near field and nanometric quantum dots
are utilized. For a theoretical aspect, we have derived equations of motion for
excitons by using the bases of appropriate coupled states, that is, symmetric
and antisymmetric states, while we had solved them by using those of isolated
quantum-dot states in Sect. 5.3. As a result, a principle and conditions for se-
lective energy transfer from the coherently coupled states to the output state
have been analytically shown. The selective energy transfer originates from two
important factors: one is whether the coherently coupled state is symmetric or
antisymmetric, where the two states have different eigenenergies. In addition, it
is a characteristic feature that optical near field can access the antisymmetric
state, which is impossible for far-field light to excite because the antisymmetric
state has dipole-inactive nature. The other is that we can control exciton energy
transfer by designing spatial arrangement of several quantum dots; in the case
of symmetrically arranged system antisymmetric state is dipole inactive, while
in asymmetrically arranged system, the exciton population in the antisymmetric
state can be attracted intently by adjusting the system asymmetry. By using these
factors and preparing a larger quantum dot for an output terminal, some functional
operations can be realized. As an analytical demonstration, we have proposed
AND- and XOR-logic gates and investigated their dynamics and system tolerance
due to spatial asymmetry. Consequently, the AND-logic gate can be achieved by
shifting the output energy level negatively, while the XOR-gate can by shifting
that positively, where the energy shifts are determined by the optical near-field
coupling strength, that is, ˙U . When the number of quantum dots increases, we
can realize higher-degree functional devices, although the selectivity or resonance
conditions become more critical. As an example, we have proposed a controlled-
type logic gate by using four quantum dots, in which the AND- and XOR-logic
operations are exchanged in the same device depending on the number of incident
excitons.

The above logic operations have been achieved by designing the system com-
pletely symmetrically and adjusting the output energy level to the resonance
conditions. A system with spatial asymmetry is very interesting from the following
viewpoints: we can create a characteristic state which decouples from far-field light.
Such a state expects to have longer population lifetime than usual exciton lifetime
time (spontaneous emission time), and thus, we can store photon energy or exciton–
polariton energy in the system. It is useful for a buffer memory which directly
stores photon energy. We have shown the operation to create a pure antisymmetric
state by using a maximally asymmetrically arranged three-quantum-dot system.
For another viewpoint, we can realize an information processing device in which
mixed states between symmetric and antisymmetric states are utilized. We have
proposed a device which identifies quantum-entangled states by using the spatial
symmetry and resonance conditions. This kind of device is different from simple
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quantum information processing devices. Both of quantum mechanical and classical
information processing can be applied in suitable situations, which is one of inherent
operations in nanophotonic devices.

In Sect. 5.3, although we had discussed a nanophotonic switch (equivalent to
an AND-logic gate), where only energy states or resonance conditions have been
considered, nanophotonic functional operations discussed in this section are realized
by intentionally using the spatial degree of freedom, which is one of key features in
nanophotonics. With future progress of nanofabrication techniques, where we can
control materials, size, and position arbitrarily in nanometric space, nanophotonics
and its device architecture have a large possibility for expanding optical and
electronic device technologies. We expect that the readers notice a part of such
possibility in nanophotonics from discussions in this section.

5.5 Conclusions

In this chapter, we have theoretically investigated operation principles of typical
nanophotonic devices and their dynamics as well as formulated characteristic
interaction between nanometric objects and nanometric light. The nanophotonic
devices discussed here are based on several nanophotonic inherent features, such as
local excited states, unidirectional energy transfer, and exciton number dependence.
In Sect.5.2, we have formulated energy transfer between two quantum dots by using
exciton–polariton picture and estimated strength of optical near-field coupling and
energy transfer time. Moreover, we theoretically proved that the optical near-field
interaction enables to excite a dipole-inactive energy level for far-field light. The
energy transfer rate or optical near-field coupling strength can be expressed by the
overlap integral of envelope functions for two quantum dots and spatial spreading
of the optical near field which is described by a Yukawa function in the lowest
perturbation. Therefore, we find that the dipole-inactive state can excite easier as
inter-quantum-dot distance becomes smaller.

Using the results in Sect. 5.2, characteristic nanophotonic devices, which consist
of several quantum dots, have been proposed in Sects. Sect. 5.3 and Sect. 5.4, and
we have formulated and analyzed exciton dynamics by using quantum mechanical
density matrix formalism. In Sect. 5.3, a nanophotonic switch has been numerically
demonstrated. In the switch, we use resonant and unidirectional energy transfer,
and the unidirectional energy transfer path changes due to a fermionic interaction of
excitons in the lowest energy level, that is, a state-filling. Our numerical estimation
shows that the state-filling time is sub-100ps for a CuCl quantum-cube system.
Furthermore, recovery time to the initial conditions can be improved in the same
order of the inverse of the optical near-field coupling by using stimulated absorption
and emission process for coupling to the far-field reservoir. In other words, fast
recovery time is achieved by adjusting illumination power and pulse width of control
light, which is independent of spontaneous emission lifetime.

In addition to the operation principles in Sect. 5.3, we have proposed other kinds
of nanophotonic devices which adopt symmetry of exciton excited states as well
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as spatial arrangement of quantum dots as a novel degree of freedom. In such
devices, the signal can be selectively extracted by adjusting the energy level in
the output quantum dot, as the output energy level is resonant to the coherently
coupled states in the input system with several quantum dots. These are useful for
a multi-input computation. We have shown realization of AND- and XOR-logic
gates by using a symmetrically arranged three-quantum-dot system. In these device
operations, it is a key feature that the resonance conditions are different depending
on the exciton number. Based on the similar principle, we show possibility for
a higher-degree functional device, such as a controlled-type AND- and XOR-
logic gates, by using more number of quantum dots. On the other hand, resonant
energy transfer via an antisymmetric state becomes possible in an asymmetrically
arranged system. Although the antisymmetric state cannot be excited by far-field
light, simultaneously, this is also the state which cannot radiate the far-field photons.
We have shown that the antisymmetric state is intentionally created by using
the optical near-field coupling and its spatial asymmetry. This indicates that the
photon energy can be stored in the system as the form of an exciton–polariton. In
principle, a photon buffer memory can be realized by this mechanism. To extract
the symmetric and antisymmetric states selectively is equivalent to identify some
quantum-entangled states, since the bases are superposition of several quantum-dot
excitations. Therefore, the asymmetry of the system is useful for an interface device
which manipulates quantum-entangled states. As an example, we have numerically
demonstrated that quantum-entangled states with the symmetric and antisymmetric
states can be separately detected in the symmetrically and asymmetrically arranged
quantum dots, which means that the quantum-entangled states are distinguished
by the output photons with different energies. Although in the field of quantum
information processing only parallel information processing is attracted, a device,
which intentionally lowers the coherence or partially uses it, has large possibility to
extend a viewpoint in conventional device technologies.

In the above, our discussions have been focused in the theoretical aspects.
Experimental studies for nanophotonic devices have been intensively advanced.
A nanophotonic switch discussed in Sect. 5.3 has already verified experimen-
tally [40]. Our theoretical study has been used for fitting into the experimental
data and for evaluation of physical constant, such as the strength of optical near-
field coupling. Furthermore, some interesting devices have been also proposed and
investigated, for example, the so-called nanofountain [52], which a nanophotonic
summation device has been successfully demonstrated, and in such device, the
unidirectional energy transfer is utilized. Moreover, the other types of nanophotonic
devices, NOT-gate [6] and energy up-convertor [7, 53], that we have not discussed
here have been reported. Operation principles for these devices are based on energy
shift due to exciton state-filling and phonon-assisting process. On the other hand,
a device, in which coherently coupled states are used, has not been reported as far
as we know. However, there are some fundamental studies related to the coherently
coupled state; for example, presence of anomalous long lifetime, which originates
from an antisymmetric state, has been discussed theoretically and experimen-
tally [54, 55]. For realization of such a device using s spatial degree of freedom
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in nanometric space, further progress of nanofabrication technology is required.
However, nanofabrication technology has been developed recently [56, 57].

Finally, we spare the remaining for the future perspective. All of our investi-
gations about nanophotonic devices are based on the quantum mechanical density
matrix formalism, which is the manner to describe averaged dynamics with respect
to the photon degree of freedom. We anticipate that an ultimate operation of
nanophotonic devices should be done by the energy consumption with single or
a few photon level. In order to realize such a device, theory for nanophotonic device
operations must be rewritten in the form including a photon statistics rigorously,
which is an interesting problem to be solved in the near future.
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Abstract
Quantum theoretical description of optical near fields is discussed from the
viewpoint of effective photon–matter interactions and localized photons. On the
basis of experimental data of photodissociation of molecules, a phonofs role is
emphasized in light-matter interacting system at the nanoscale. After the brief
introduction of localized and delocalized phonon modes, a simple extended
model for a pseudo one-dimensional optical near-field probe system is presented
in order to discuss the mechanism of photon localization in space as well as the
role of phonons at the nanoscale.

6.1 Introduction

Optical near fields have been used in high-resolution microscopy/spectroscopy for
a variety of samples [1], especially for a single molecules [2] and a single quantum
dots [3], as well as nanofabrication [4–6]. These applications are based on the
fact that optical near-field probes, whose tips are sharpened to a few nanometers,
can generate a light field localized around the apex of the same order. The spatial
localization is, of course, independent of the wavelength of incident light, and the
size of the localization is much smaller than the wavelength. It means that optical
near-field probes are one of the essential elements in the applications.

In fabricating nanophotonic devices [7–10] with such probes, for example, it is
critical to control the size and position of the nanostructures, which requires efficient
control and manipulation of the localization of light fields. If one could control and
manipulate the localization of light field at will, one would necessarily obtain more
efficient and functional probes with higher precision, which will be applicable to
predict quantum phenomena. It is true not only in a probe system but also in an
optical near-field problem, in general. In these respects it is very important to clarify
the mechanism of spatial localization of optical near fields on a nanometer scale.

From a theoretical viewpoint, self-consistency between light field and induced
electronic polarization fields is crucial on the nanometer scale, and the importance
of quantum coherence between photon and matter fields is pointed out [11–14]. On
the basis of such a viewpoint, superradiance, as a cooperative phenomenon, of a
quantum-dot chain system excited by an optical near field [15, 16], and excitation
transfer to a dipole-forbidden level in a quantum-dot pair system [17,18] have been
investigated.

Recently experimental results on superradiance using a collection of quantum
dots have been reported [19]. Moreover, experiments on photodissociation of
diethylzinc (DeZn) and zinc-bis (acethlacetonate) or Zn(acac)2 molecules and
deposition of Zn atoms using an optical near field have been conducted for
nanostructure fabrication, as will be discussed in the next section. The experimental
results show that the molecules illuminated by the optical near field are dissociated
even if the energy of incident light is lower than the dissociation energy, which is
impossible when a far field with the same energy and intensity is used. A simple
analysis indicates that data cannot be explained by conventional theories based on
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the Franck–Condon principle or the adiabatic approximation for nuclear motions in
a molecule and suggests that phonons in an optically excited probe system might
assist the molecular dissociation process in a nonadiabatic way [20–22].

In this situation, it is necessary to study the photon–phonon interaction as well as
the photon-electronic excitation interaction in a nanometer space and to clarify the
phonon’s role in the nanometric optical near-field probe system, or more generally
in light-matter interacting system on a nanometer scale. Then a quantum theoretical
approach is appropriate to describe an interacting system of photon and matter
(electronic excitation and phonon) fields. It will allow us not only to understand
an elementary process of photochemical reactions with optical near fields but also
to explore phonon’s role in nanostructures interacting with localized photon fields.

6.2 Quantum Theoretical Approach to Optical Near Fields

A “photon,” as is well known, corresponds to a discrete excitation of electromag-
netic modes in a virtual cavity, whose concept has been established as a result
of quantization of a free electromagnetic field [23]. Different from an electron, a
photon is massless, and it is hard to construct a wave function in the coordinate
representation that gives a photon picture as a spatially localized point particle as an
electron [24]. However, if there is a detector such as an atom to absorb a photon in an
area whose linear dimension is much smaller than the wave length of light, it would
be possible to detect a photon with the same precision as the detector size [25, 26].
In optical near-field problems, it is required to consider the interactions between
light and nanomaterials and detection of light by another nanomaterials on a
nanometer scale. Then it is more serious for quantization of the field how to define
a virtual cavity, or which normal modes to be used, since there exits a system
composed of an arbitrary shape, size, and material on the nanometer region.

In this section, we describe a theoretical approach to address the issue. Then
photodissociation of molecules is discussed, as an example of applications using
optical near fields, which is an essential part of nanofabrication to construct
nanophotonic devices.

6.2.1 Localized Photon Model

Effective Interaction and Localized Photons. Let us consider a nanomaterial
system surrounded by an incident light and a macroscopic material system, which
are electromagnetically interacting one another in a complicated way, as schemat-
ically shown in Fig. 6.1. Using the projection operator method, we can derive an
effective interaction between the relevant nanomaterials in which we are interested,
after renormalizing the other effects [9, 13, 27, 28]. It corresponds to an approach to
describe “photons localized around nanomaterials” as if each nanomaterial would
work as a detector and light source in a self-consistent way. The effective interaction
related to optical near fields is hereafter called a near-field optical interaction.
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Macroscopic
material system

Dipole-dipole interaction

Nanomaterials

Renormalized

Effective interaction
Incident
light

Fig. 6.1 Schematic drawing of near-field optical interactions. The effects from the irrelevant
system in which we are not interested are renormalized as the effective interaction between
nanomaterials

As discussed in Refs. [9, 13, 27, 28] in detail, the near-field optical interaction
potential between nanomaterials separated by R is given as follows:

Veff D exp .�aR/
R

; (6.1)

where a�1 is the interaction range that represents the characteristic size of nano-
materials and does not depend on the wavelength of light. It indicates that photons
are localized around the nanomaterials as a result of the interaction with matter
fields, from which a photon, in turn, can acquire a finite mass. Therefore, we might
consider as if the near-field optical interaction would be produced via the localized
photon hopping [15, 29, 30] between nanomaterials.

In an example, let us look at an optically excited probe system whose apex is
sharpened on a nanometer scale, where the radius of curvature of the probe tip,
r0, is regarded as a characteristic size of the light-matter interacting system. The
probe system is coarse-grained in terms of r0, and then photons are localized at each
coarse-grained point with interaction range r0, which causes the localized photons
to hop the nearest neighbor points.

In experiments, the above explanation can be applied to usual near-field imaging
and spectroscopy. In addition, the near-field optical interactions between semicon-
ductor quantum dots [17, 31, 32], between semiconductor nanorods [33], as well
as light-harvesting antenna complex of photosynthetic purple bacteria [34, 35],
have been observed by using the optically forbidden excitation energy transfer.
Moreover, the near-field optical interactions are used in nanofabrication, which will
be discussed in the following subsection.
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Fig. 6.2 Experimental setup for chemical vapor deposition using an optical near field. The DEZn
bottle and CVD chamber were kept at 7 and 25 ıC, respectively, to prevent the condensation of
DEZn on the sapphire substrate. During deposition, the partial pressure of DEZn was 100 mTorr
and the total pressure in the chamber was 8 Torr

6.2.2 Photodissociation of Molecules and EPP Model

We review the nanofabrication technique using the optical near field, and discuss the
unique feature found in the results of photodissociation experiments, using a simple
model (exciton–phonon polariton (EPP) model).

Experimental. As schematically illustrated in Fig. 6.2, optical near-field chemical
vapor deposition (NFO-CVD) is used to fabricate a nanometer-scale structure
while controlling position and size [4, 5]. Incident laser light is introduced into an
optical near-field probe, that is, a glass fiber that is chemically etched to have a
nanometric sized apex without metal coating usually employed. The propagating
far field is generated by light leaking through the circumference of the fiber,
while the optical near field is mainly generated at the apex. This allows us to
investigate the deposition by an optical near field and far field simultaneously.
The separation between the fiber probe and the sapphire (0001) substrate is kept
within a few nanometers by shear-force feedback control. By appropriately selecting
reactant molecules to be dissociated, NFO-CVD is applicable to various materials
such as metals, semiconductors, and insulators. In the following, however, we
concentrate on diethylzinc (DEZn) and zinc-bis (acetylacetonate) (Zn(acac)2) as
reactant molecules, at 70–100 mTorr at room temperature.

In order to investigate the mechanism of the photochemical process, deposition
rates depending on photon energy and intensity have been measured with several
laser sources: for DEZn molecules,
1. The second harmonic of an ArC laser („! D 5:08 eV, corresponding wavelength
� D 244 nm), whose energy is close to the electronic excitation energy (5 eV) of
a DEZn molecule
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Substrate

Deposited Zn

Zn atom

Optical near field

Incident light

a

b

c

Fig. 6.3 Schematic drawing of NFO-CVD and experimental results. Incident photon energies
used are (a) 3.81 eV, (b) 2.54 eV, and (c) 1.81 eV

2. An He-Cd laser („! D 3:81 eV, corresponding wavelength � D 325 nm), whose
energy is close to Eabs � 4:13 eV [36, 37] corresponding to the energy of the
absorption band edge

3. An ArC laser („! D 2:54 eV, corresponding wavelength � D 488 nm), whose
energy is larger than the dissociation energy of the molecule (2.26 eV), but much
smaller than the electronic excitation energy and Eabs

4. A diode laser („! D 1:81 eV, corresponding wavelength � D 684 nm), whose
energy is smaller than both the dissociation and electronic excitation energies, as
well as Eabs.

And for Zn(acac)2:
1. An ArC laser („! D 2:71 eV, corresponding wavelength � D 457 nm), whose

energy is much smaller than the electronic excitation energy andEabs � 5:17 eV.
Shear-force topographical images are shown in Fig. 6.3 after NFO-CVD at photon
energies listed above. In conventional CVD using a propagating light, photon
energy must be higher than Eabs because dissociative molecules should be excited
from the ground state to an excited electronic state, according to the adiabatic
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approximation [38,39]. In contrast, even if photon energy less thanEabs is employed
in NFO-CVD, the deposition of Zn dots are observed on the substrate just below
the apex of the probe used. Much more interested, photons with less energy than
the dissociation energy can resolve both DEZn and Zn(acac)2 molecules into a
composite atoms and deposit them as a nanometric dots [20, 40].

One possibility inferred from the results is a multiple photon absorption process,
which is negligibly small because the optical power density used in the experiment
was less than 10 kW/cm2 that is too low for the process. The other possibility is a
multiple step transition via an excited molecular vibrational level that is forbidden
by the Franck–Condon principle, but allowed in a nonadiabatic process. In order to
clarify the unique feature of NFO-CVD, we will give a simple model to discuss the
process below.

EPP Model. We propose a quasiparticl (exciton–phonon polariton) model as a
simple model of an optically excited probe system, in order to investigate the
physical mechanisms of the chemical vapor deposition using an optical near field
(NFO-CVD) [21]. We assume that exciton–phonon polaritons, the quanta of which
are transferred from the optical near-field probe tip to both gas and adsorbed
molecules, are created at the apex of the optical near-field probe. Here it should
be noted that the quasiparticle transfer is valid only if the molecules are very close
to the probe tip because the optical near field is highly localized near the probe
tip, which will be discussed in Sect. 6.4.4. The optical near field generated on the
nanometric probe tip, which is a highly mixed state with material excitation rather
than the propagating light field [13,28], is described in terms of the following model
Hamiltonian:

H D
X
p

„
�
!pa

�
pap C !ex

p b
�
pbp C

i�c

2

�
a�pbp � b�pap

��

C
X
p

„�pc
�
pcp C

X
p;q

h
i„M .p � q/ b�pbq

n
cp�q C c�q�p

o
C h:c:

i

D
X
p

„!pol
p B

�
pBp C

X
p

„�pc
�
pcp

C
X
p;q

h
i„M 0 .p � q/B�

pBq

n
cp�q C c�q�p

o
C h:c:

i
; (6.2)

where the creation (annihilation) operators for a photon, an exciton (a quasipar-
ticle for an electronic polarization field), a renormalized phonon (whose physical
meanings will be discussed in Sect. 6.4.3), and an exciton polariton are, respec-
tively, denoted by a�p.ap/, b

�
p.bp/, c

�
p.cp/, and B�

p.Bp/, and their frequencies are

!p; !
ex
p ; �p; and !pol

p ; respectively. The subscripts p and q indicate the momenta
of the relevant particle in the momentum representation such as a photon, an exciton,
a renormalized phonon, an exciton polariton, or an exciton–phonon polariton.
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Each coupling between a photon and an exciton, a phonon and an exciton, and an
exciton polariton and a phonon is designated as �c , M.p � q/, and M 0.p � q/;
respectively. The first line of this description expresses the Hamiltonian for a
photon-exciton interacting system and is transformed into the exciton–polariton
representation as shown in the third line [41], while the second line represents
the Hamiltonian for a phonon–exciton interacting system. Note that electronic
excitations near the probe tip, driven by photons incident into the fiber probe, cause
mode-mode couplings or anharmonic couplings of phonons and that they are taken
into account as a renormalized phonon; therefore, multiple phonons as coherently
squeezed phonons in the original representation can interact with an exciton or
an exciton polariton simultaneously. In the model, quasiparticles (exciton–phonon
polaritons) in bulk material (glass fiber) are approximately used, and thus their
states are specified by the momentum. Strictly speaking, momentum is not a good
quantum number to specify the quasiparticle states at the apex of the probe, from
the symmetry consideration, and they should be a superposition of such momentum-
specified states with different weights. Instead of this kind of treatment, we simply
assume that the quasiparticles specified by the momentum are transferred to a vapor
or adsorbed molecule that is located near the probe tip, utilizing highly spatial
localization of the optical near field to be discussed in Sect. 6.4.4 in detail.

Now we assume that exciton polaritons near the probe tip are expressed in the
mean field approximation as

D
B
�

k0

E
D hBk0i D

s
I0 .!0/ V

„!0d : (6.3)

Here I0 .!0/ is the photon intensity inside the probe tip with frequency !0 and
momentum „k0 and V represents the volume to be considered while the probe tip
size is denoted by d . Using the unitary transformation as

�
Bp

cp�k0

�
D
 
iv0
p u0

p

u0
p iv0

p

!�
�.�/p
�.C/p

�
; (6.4)

we can diagonalize the Hamiltonian in the exciton–phonon polariton representa-
tion [42] as

H D
X
p

„!pol
p B�

pBp C
X
p

„�pc
�
pcp

C
X
p

8<
:i„

s
I0 .!0/ V

„!0d M 0 .p � k0/
�
B�
pcp�k0 C Bpc�p�k0

�9=
;

D
X
p

X
jD˙
„! .p/ ��jp�jp; (6.5)
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where the creation (annihilation) operator for an exciton–phonon polariton and
the frequency are denoted by ��jp

�
�jp
	

and !.p/, respectively. The suffix .�/ or
.C/ indicates the lower or upper branch of the exciton–phonon polariton. The
transformation coefficients u0

p and v0
p are given by

u
02
p D

1

2

0
B@1C �q

�2 C .2Q/2

1
CA ; v

02
p D

1

2

0
B@1 � �q

�2 C .2Q/2

1
CA ; (6.6)

where the detuning between an exciton polariton and a phonon is denoted by
� D !

pol
p � �p�k0 ; and the effective coupling constant is expressed as Q Dp

I0 .!0/ V= .„!0d/M 0 .p � k0/ : Therefore, in this model, a molecule located near
the probe tip does absorb not simple photons but exciton–phonon polaritons whose
energies are transferred to the molecule, which excite molecular vibrations as well
as electronic transitions. In the following sections, we will discuss how phonons
work in the optically excited probe system in detail.

6.3 Localized Phonons

In this section, lattice vibrations in a pseudo one-dimensional system are briefly
described and then quantized. We examine the effects of impurities or defects in
such a system to show that the localized vibration modes exist as eigenmodes, and
those energies are higher than those of delocalized ones.

6.3.1 Lattice Vibration in Pseudo One-Dimensional System

Owing to the progress in nanofabrication, the apexes of optical near-field probes
are sharpened on the order of a few nanometers. In this region, the guiding modes
of light field are cut off and visible light cannot propagate in a conventional way.
Therefore, it is necessary to clarify the interactions among light, induced electronic,
and vibrational fields on the nanometer space such as the optically excited probe
tip, and the mechanism of localization (delocalization) of light field as a result of
self-consistency of those interacting fields. As the first step, we examine the lattice
vibrations themselves in this section.

Let us assume a pseudo one-dimensional system for the probe tip, as schemat-
ically illustrated in Fig. 6.4. The system consists of a finite number (N ) of atoms
or molecules, which will be representatively called molecules. Each molecule is
located at a discrete site and is connected with the nearest-neighbor molecules by
springs. The size of each molecule and the spacing between the molecules depend
on how the system is coarse-grained. In any case, the total site number N is finite,
and the wave number is not a good quantum number because the system breaks
the translational invariance [43]. That is why we begin with the Hamiltonian of
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Fig. 6.4 A pseudo
one-dimensional system for a
NFO probe tip

the system to analyze vibrational (phonon) modes, instead of the conventional
method using the dynamical matrix [44]. By denoting a displacement from an
equilibrium point of a molecule by xi and its conjugate momentum by pi , the model
Hamiltonian is given by

H D
NX
iD1

p2
i

2mi

C
N�1X
iD1

1

2
k .xiC1 � xi /

2 C 1

2
kx21 C

1

2
kx2N ; (6.7)

where mi is the mass of a molecule at site i , and k represents the spring constant.
Both edges (i D 1 and i D N ) are assumed to be fixed, and longitudinal motions in
one-dimension are considered in the following.

The equations of motion are determined by the Hamilton equation as

d

dt
xi D @H

@pi

;
d

dt
pi D � @H

@xi
: (6.8)

If one uses a matrix form defined by

MD

0
BBB@
m1

m2

: : :

mN

1
CCCA ; � D

0
BBBB@

2 �1
�1 2

: : :

: : :
: : : �1
�1 2

1
CCCCA ; (6.9)

one can obtain the following compact equations of motion:

M
d2

dt2
x D �k�x; (6.10)

with transpose of the column vector x as

xT � .x1;x2; � � � ;xN / : (6.11)

Multiplying the both hand sides of (6.10) by
p
M

�1
with .

p
M/ij D ıij

p
mi , we

have
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d2

dt2
x0 D �kAx0 ; (6.12)

where the notation x0 D pMx and A D pM �1
�
p
M

�1
are used. Since it is

symmetric, the matrix A can be diagonalized by an orthonormal matrix P as follows:

ƒ D P�1AP ; or .ƒ/pq D ıpq
�2
p

k
: (6.13)

Substitution of (6.13) into (6.12) leads us to equations of motion for a set of
harmonic oscillators as

d2

dt2
y D �kƒy ; or

d2

dt2
yp D ��2

pyp ; (6.14)

where y is set as y D P�1x0. There are N normal coordinates to describe the
harmonic oscillators, each of which is specified by the mode numberp. The original
spatial coordinates x are transformed to the normal coordinates y as

x D pM �1
Py ; or xi D 1p

mi

NX
pD1

Pipyp : (6.15)

6.3.2 Quantization of Vibration

In order to quantize the vibration field described by (6.14), we first rewrite the
Hamiltonian (6.7) in terms of normal coordinates yp and conjugate momenta �p

as

H .y;�/ D
NX
pD1

1

2
�2
p C

NX
pD1

1

2
�2
py2p : (6.16)

Then the commutation relation between Oyp and O�q as


 Oyp; O�q

� D i„ıpq ; (6.17)

is imposed for quantization. When we define operators Obp and Ob�p as

Obp D 1p
2„�p

� O�p � i�p Oyp

	
; (6.18a)

Ob�p D
1p
2„�p

� O�p C i�p Oyp
	
; (6.18b)
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they satisfy the boson commutation relation

h Obp; Ob�q
i
D ıpq : (6.19)

The Hamiltonian describing the lattice vibration of the system, (6.16), can then be
rewritten as

OHphonon D
NX
pD1
„�p

�
Ob�p Obp C

1

2

�
; (6.20)

and it follows that Obp. Ob�p/ is the annihilation (creation) operator of a phonon with
energy of „�p specified by the mode number p.

6.3.3 Vibration Modes: Localized Versus Delocalized

In this subsection, we examine the effects of impurities or defects in the system.
When all the molecules are identical, that is, mi D m, the Hamiltonian (6.7), or the
matrix A can be diagonalized in terms of the orthonormal matrix P whose elements
are given by

Pip D
r

2

N C 1 sin

�
ip

N C 1�
�
; .1 � i; p � N/ ; (6.21)

and the eigenfrequencies squared are obtained as follows:

�2
p D 4

k

m
sin2

�
p

2.N C 1/�
�
: (6.22)

In this case, all the vibration modes are delocalized, that is, they are spread over the
whole system. On the other hand, if there are some doped impurities or defects with
different mass, the vibration modes highly depend on geometrical configuration and
mass ratio of the impurities to the others. In particular, localized vibration modes
manifest themselves when the mass of the impurities is lighter than that of the
others, where vibrations with higher frequencies are localized around the impurity
sites [45–48].

Figure 6.5a, b illustrate that the localized vibration modes exist as eigenmodes
in the one-dimensional system due to the doped molecules with different mass in
the chain, and eigenenergies of localized modes are higher than those of delocalized
ones. In Fig. 6.5a, phonon energies are plotted as a function of the mode number
when the total number of sites is 30. The squares represent the eigenenergies of
phonons in the case of no impurities, and the circles show those in the case of six
impurities, where the doped molecules are located at site 5, 9, 18, 25, 26, and 27.
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Fig. 6.5 (a) Eigenfrequencies of all phonon modes with/without impurities (depicted with the
circles/squares), in the case of N D 30, and (b) the first and second localized phonon modes
and the lowest delocalized phonon mode (represented by the solid, dashed, and dotted curves).
Impurities are doped at site 5, 9, 18, 25, 26, and 27. The mass ratio of the host molecules to the
impurities is set as 1 to 0.5, and „p

k=m D 22:4meV is used for both (a) and (b)

It follows from the figure that phonon energies of the localized modes are higher
than those of the delocalized modes, where the mass ratio of the doped molecules
to the others is 1=2, and the parameter „pk=m D 22:4meV is used. Figure 6.5b
shows the vibration amplitude as a function of the site number. The solid curve
with squares and the dashed curve with circles represent two localized modes with
the highest and the next highest energies of phonons, respectively, while the dotted
curve with triangles illustrates the delocalized mode with the lowest energy. In the
localized modes, the vibration amplitudes are localized around the impurity sites.
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In the next section, we will discuss the interactions between photons and inhomo-
geneous phonon fields on the nanometer scale, since we have found inhomogeneous
phonon fields in the one-dimensional system with impurities.

6.4 Model

In this section, we propose a simple model for a pseudo one-dimensional optical
near-field probe system to discuss the mechanism of photon localization in space
as well as phonon’s role. In order to focus on the photon-phonon interaction, the
interacting part between photon and electronic excitation is first expressed in terms
of a polariton and is called a photon in the model. Then the model Hamiltonian,
which describes the photon and phonon interacting system, is presented. Using
the Davydov transformation [43, 49, 50], we rewrite the Hamiltonian in terms of
quasiparticles. On the basis of the Hamiltonian, we present numerical results on
spatial distribution of photons and discuss the mechanism of photon localization
due to phonons.

6.4.1 Optically Excited Probe System

We consider an optical near-field probe, schematically shown in Fig. 6.4, as a
system where light interacts with both phonons and electrons in the probe on a
nanometer scale. Here the interaction of a photon and an electronic excitation is
assumed to be expressed in terms of a polariton basis [28] as discussed in Sect. 6.2.2
and is hereafter called a photon so that a special attention is paid on the photon-
phonon interaction. The system is simply modeled as a one-dimensional atomic or
molecular chain coupled with photon and phonon fields. The chain consists of a
finite N molecules (representatively called) each of which is located at a discrete
point (called a molecular site) whose separation represents a characteristic scale of
the near-field system. Photons are expressed in the site representation and can hop
to the nearest neighbor sites [15] due to the short-range interaction nature of the
optical near fields (see (6.1)).

The Hamiltonian for the above model is given by

OH D
NX
iD1
„! Oa�i Oai C

(
NX
iD1

Op2i
2mi

C
N�1X
iD1

k

2
. OxiC1 � Oxi /2 C

X
iD1;N

k

2
Ox2i
)

C
NX
iD1
„	 Oa�i Oai Oxi C

N�1X
iD1
„J

�
Oa�i OaiC1 C Oa�iC1 Oai

�
; (6.23)

where Oa�i and Oai correspondingly denote the creation and annihilation operators of a
photon with energy of „! at site i in the chain, Oxi and Opi represent the displacement
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and conjugate momentum operators of the vibration, respectively. The mass of a
molecule at site i is designated bymi , and each molecule is assumed to be connected
by springs with spring constant k. The third and the fourth terms in (6.23) stand for
the photon–vibration interaction with coupling constant 	 and the photon hopping
with hopping constant J , respectively.

After the vibration field is quantized in terms of phonon operators of mode p and
frequency�p , Ob�p and Obp , the Hamiltonian (6.23) can be rewritten as

OH D
NX
iD1
„! Oa�i Oai C

NX
pD1
„�p
Ob�p Obp C

NX
iD1

NX
pD1
„	i;p Oa�i Oai

� Ob�p C Obp
�

C
N�1X
iD1
„J

�
Oa�i OaiC1 C Oa�iC1 Oai

�
; (6.24)

with the coupling constant 	i;p of a photon at site i and a phonon of mode p. This
site-dependent coupling constant 	i;p is related to the original coupling constant
	 as

	i;p D 	Pip

s
„

2mi�p

; (6.25)

and the creation and annihilation operators of a photon and a phonon satisfy the
boson commutation relation as follow:

h
Oai ; Oa�j

i
D ıij ;

h Obp; Ob�q
i
D ıpq ;


 Oai ; Oaj � D
h
Oa�i ; Oa�j

i
D 0 D

h Obp; Obq
i
D
h Ob�p; Ob�q

i
;

h
Oai ; Obp

i
D
h
Oai ; Ob�p

i
D
h
Oa�i ; Obp

i
D
h
Oa�i ; Ob�p

i
D 0 : (6.26)

The Hamiltonian (6.24), which describes the model system, is not easily handled
because of the third order of the operators in the interaction term. To avoid the
difficulty, this direct photon-phonon interaction term in (6.24) will be eliminated by
the Davydov transformation in the following section.

6.4.2 Davydov Transformation

Before going into the explicit expression, we discuss a unitary transformation OU
generated by an anti-Hermitian operator OS defined as
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OU � e OS ; with OS� D � OS ; (6.27a)

OU � D OU�1 : (6.27b)

Suppose a Hamiltonian OH that consists of a diagonalized part OH0 and a non-
diagonal interaction part OV as

OH D OH0 C OV : (6.28)

Transforming the Hamiltonian in (6.28) as

QH � OU OH OU � D OU OH OU�1 ; (6.29)

we have

QH D OH C
h OS; OHiC 1

2

h OS; h OS; OHiiC � � �
D OH0 C OV C

h OS; OH0

i
C
h OS; OV iC 1

2

h OS; h OS; OH0

ii
C � � � : (6.30)

If the interaction OV can be perturbative, and if the operator OS is chosen so that the
second and the third terms in (6.30) are canceled out as

OV D �
h OS; OH0

i
; (6.31)

the Hamiltonian (6.30) is rewritten as

QH D OH0 � 1
2

h OS; h OS; OH0

ii
C � � � ; (6.32)

and can be diagonalized within the first order of OV .
Now we apply the above discussion to the model Hamiltonian (6.24),

OH0 D
NX
iD1
„! Oa�i Oai C

NX
pD1
„�p
Ob�p Obp ; (6.33a)

OV D
NX
iD1

NX
pD1
„	i;p Oa�i Oai

� Ob�p C Obp
�
; (6.33b)

tentatively neglecting the hopping term. Assuming the anti-Hermitian operator OS as

OS D
X
i

X
p

fip Oa�i Oai
� Ob�p � Obp

�
; (6.34)
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we can determine fip from (6.31) as follows:

fip D 	ip

�p

: (6.35)

This operator form of OS leads us to not the perturbative but the exact transformation
of the photon and phonon operators as

Ǫ �i � OU � Oa�i OU D Oa�i exp

8<
:�

NX
pD1

	ip

�p

� Ob�p � Obp
�9=
; ; (6.36a)

Ǫ i � OU � Oai OU D Oai exp

8<
:

NX
pD1

	ip

�p

� Ob�p � Obp
�9=
; ; (6.36b)

Ǒ�
p � OU � Ob�p OU D Ob�p C

NX
iD1

	ip

�p

Oa�i Oai ; (6.36c)

Ǒ
p � OU � Obp OU D Obp C

NX
iD1

	ip

�p

Oa�i Oai : (6.36d)

These transformed operators can be regarded as the creation and annihilation
operators of quasiparticles – dressed photons and phonons – that satisfy the
same boson commutation relations as those of photons and phonons before the
transformation:

h
Ǫ i ; ˛�j

i
D OU �

h
Oai ; a�j

i OU D ıij ; (6.37a)

h Ǒ
p; ˇ

�
q

i
D OU �

h Obp; b�q
i OU D ıpq : (6.37b)

Using the quasiparticl operators, we can rewrite the Hamiltonian (6.24) as

OH D
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iD1
„! Ǫ�i Ǫ i C

NX
pD1
„�p

Ǒ�
p
Ǒ
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NX
iD1

NX
jD1
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pD1
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Ǫ�i Ǫ i Ǫ �j Ǫj

C
N�1X
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� OJi Ǫ �i Ǫ iC1 C OJ �i Ǫ �iC1 Ǫ i

�
; (6.38)

with

OJi D J exp
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:

NX
pD1

�
	i;p � 	iC1;p

	
�p

� Ǒ�
p � Ǒp

�9=
; ; (6.39)
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where it is noted that the direct photon-phonon coupling term has been eliminated
while the quadratic form ONi ONj with the number operator of ONi D Ǫ �i ˛i has
emerged as well as the site-dependent hopping operator (6.39). The number states of
quasiparticles are thus eigenstates of each terms of the Hamiltonian (6.38), except
the last term that represents the higher order effect of photon-phonon coupling
through the dressed photon hopping. Therefore, it is a more appropriate form to
discuss the phonon’s effect on photon’s behavior as localization.

6.4.3 Quasiparticle and Coherent State

In the previous section, we have transformed the original Hamiltonian by the Davy-
dov transformation. In order to grasp the physical meanings of the quasiparticles
introduced above, the creation operator Ǫ �i is applied to the vacuum state j0i . Then
it follows from (6.36a)

Ǫ �i j0i D Oa�i exp

8<
:�

NX
pD1

	ip

�p

� Ob�p � Obp
�9=
; j0i ;

D Oa�i exp
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pD1

1

2

�
	ip

�p

�29=
; exp

8<
:�

NX
pD1

	ip

�p

Ob�p

9=
; j0i ; (6.40)

where a photon at site i is associated with phonons in coherent state, that is, a photon
is dressed by an infinite number of phonons. This corresponds to the fact that an
optical near field is generated from a result of interactions between the photon and
matter fields.

When ˇ�p is applied to the vacuum state j0i , we have

ˇ�p j0i D b�p j0i ; (6.41)

and it is expressed by only the bare phonon operator (before the transformation)
in the same p mode. Therefore, we mainly focus on the quasipartile expressed by
( Ǫ �i , Ǫ i ) in the following section. Note that it is valid only if the bare photon number
(the expectation value of Oa�i ai ) is not so large that the fluctuation is more important
than the bare photon number. In other words, the model we are considering is
suitable for discussing the quantum nature of a few photons in an optically excited
probe system.

The coherent state of phonons is not an eigenstate of the Hamiltonian, and thus
the number of phonons as well as energy is fluctuating. This fluctuation allows
incident photons into the probe system to excite phonon fields. When all the phonon
fields are in the vacuum at time t D 0, the excitation probability P.t/ that a photon
incident on site i in the model system excites the phonon mode p at time t is
given by
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Fig. 6.6 Temporal evolution
of the excitation probability
of a localized (delocalized)
phonon mode that is
represented by the solid
(dashed) curve. The system is
initially excited by a photon
at the impurity site 26. The
coupling constant 	 D 10:0

(fsec�1 nm�1) and the
parameter
„p

k=m D 22:4meV are
used, while other parameters
are the same as those in
Fig. 6.5

P .t/ D 1 � exp

(
2

�
	ip

�p

�2 �
cos�pt � 1

	)
; (6.42)

where the photon-hopping term is neglected for simplicity. The excitation probabil-
ity oscillates at frequency of 2�=�p, and has the maximum value at t D �=�p. The
frequencies of the localized phonon modes are higher than those of the delocalized
ones, and the localized modes at the earlier time are excited by the incident photons.

Figure 6.6 shows the temporal evolution of the excitation probability Pp0.t/
calculated from

Pp0 .t/ D
"
1 � exp

(
2

�
	ip0

�p0

�2 �
cos�p0t � 1

	)#

� exp

8<
:
X
p¤p0

2

�
	ip

�p

�2 �
cos�pt � 1

	
9=
; ; (6.43)

where a specific phonon mode p0 is excited while other modes are in the vacuum
state. In Fig. 6.6, the solid curve represents the probability that a localized phonon
mode is excited as the p0 mode, while the dashed curve illustrates how the lowest
phonon mode is excited as the p0 mode. It follows from the figure that the localized
phonon mode is dominantly excited at the earlier time.

6.4.4 Localization Mechanism

In this section, we discuss how phonons contribute to the spatial distribution of
photons in the pseudo one-dimensional system under consideration. When there are
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no interactions between photons and phonons, the frequency and hopping constant
are equal at all sites, and thus the spatial distribution of photons are symmetric. It
means that no photon localization occurs at any specific site. However, if there are
any photon-phonon interactions, spatial inhomogeneity or localization of phonons
affects the spatial distribution of photons. On the basis of the Hamiltonian (6.38),
we analyze the contribution from the diagonal and off-diagonal parts in order to
investigate the localization mechanism of photons.

Contribution from the Diagonal Part. Let us rewrite the third term of the
Hamiltonian (6.38) with the mean field approximation as

�
NX
iD1

NX
jD1

NX
pD1
„	ip	jp
�p

Ǫ �i Ǫ i h ONj i � �
NX
iD1
„!i Ǫ �i Ǫi ; (6.44)

with

!i �
NX
jD1

NX
pD1

	ip	jp

�p

h ONj i D
NX
jD1

NX
pD1

„	2PipPjp

2N�2
p

�
mimj

	1=2 ; (6.45)

where (6.25) is used to obtain the expression in the last line of (6.45). In addition,
we neglect the site dependence of the hopping operator OJi to approximate J , for
the moment. Then the Hamiltonian regarding the quasiparticles ( Ǫ and Ǫ �) can be
expressed as

OH D
NX
iD1
„ .! � !i / Ǫ �i Ǫ i C

N�1X
iD1
„J

�
Ǫ �i Ǫ iC1 C Ǫ �iC1 Ǫ i

�
; (6.46)

or in the matrix form as

OH D „ Ǫ �

0
BBBB@

! � !1 J

J ! � !2 : : :
: : :

: : : J

J ! � !N

1
CCCCA Ǫ ; (6.47a)

Ǫ � �
�
Ǫ �1 ; Ǫ �2 ; � � � ; Ǫ �N

�
; (6.47b)

where the effect from the phonon fields is involved in the diagonal elements !i .
Denoting an orthonormal matrix to diagonalize the Hamiltonian (6.47a) as Q and
the r-th eigenvalue as Er , we have
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OH DPN
rD1 „Er OA�r OAr ; (6.48a)

OAr DPN
iD1

�
Q�1	

ri
Ǫi DPN

iD1 Qir Ǫ i ; (6.48b)h OAr; OA�s
i
D ırs : (6.48c)

Using the above relations (6.48a)–(6.48c), we can write down the time evolution of
the photon number operator at site i as follows:

ONi.t/ D exp

 
i
OHt
„

!
ONi exp

 
�i
OHt
„

!
;

D
NX
rD1

NX
sD1

QirQis exp fi .Er � Es/ tg OA�r OAs : (6.49)

The expectation value of the photon number operator ONi.t/ is then given by

hNi.t/ij D h j j ONi.t/j j i ;

D
NX
rD1

NX
sD1

QirQjrQisQjs cos f.Er � Es/ tg ; (6.50)

in terms of one photon state at site j defined by

j j i D Ǫ �j j0i D
NX
rD1

Qjr
OA�r j0i : (6.51)

Since the photon number operator ONi commutes with the Hamiltonian (6.46), the
total photon number is conserved, which means that a polariton called as a photon
in this chapter conserves the total particle number within the lifetime. Moreover,
hNi.t/ij can be regarded as the observation probability of a photon at an arbitrary
site i and time t , initially populated at site j . This function is analytically expressed
in terms of the Bessel function as

hNi.t/ij D
˚
Jj�i .2J t/� .�1/i JjCi .2J t/

�2
; (6.52)

when there are no photon-phonon interactions (!i D 0) and the total site numberN
becomes infinite. Here the argument J is the photon hopping constant, and (6.52)
shows that a photon initially populated at site j delocalizes to a whole system.

Focusing on the localized phonon modes, we take the summation in (6.45) over
the localized modes only, which means that an earlier stage is considered after the
incident photon excites the phonon modes, or that the duration of the localized
phonon modes dominant over the delocalized modes is focused (see Fig. 6.6).
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a

b

Fig. 6.7 (a) The probability
that a photon is found at each
site as a function of time in
the case of 	 D 0 and
„J D 1 eV. The time scale is
in units of 1=J . Other
parameters are the same as
those in Fig. 6.5. (b) The
probability that a photon is
found at each site as a
function of time, in the case
of J � .„=k/.	=N /2 . The
time scale is in units of 1=J .
Other parameters are the
same as those in Fig. 6.5

This kind of analysis provides us with an interesting insight to the photon-phonon
coupling constant and the photon hopping constant, which is necessary for the
understanding of the mechanism of photon’s localization.

The temporal evolution of the observation probability of a photon at each site is
shown in Fig. 6.7. Without the photon-phonon coupling (	 D 0), a photon spreads
over the whole system as a result of the photon hopping, as shown in Fig. 6.7a. Here
the photon energy „! D 1:81 eV and the hopping constant „J D 0:5 eV are used in
the calculation. The impurities are assumed to be doped at site 3, 7, 11, 15, and 19
while the total site number N is 20, and the mass ratio of the host molecules to the
impurities is 5. Figure 6.7b shows a result with 	 D 1:4 � 103 fsec�1 nm�1 while
other parameters used are the same as those in Fig. 6.7a. It follows from the figure
that a photon moves from one impurity to other impurity sites instead of delocalizing
to a whole system. As the photon-phonon coupling constant becomes much larger
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than 	 D 1:4�103 fsec�1 nm�1, a photon cannot move from the initial impurity site
to others and stay there.

The effect due to the photon-phonon coupling 	 is expressed by the diagonal
component in the Hamiltonian, while the off-diagonal component involves the
photon-hopping effect due to the hopping constant J . The above results indicate
that photon’s spatial distribution depends on the competition between the diagonal
and off-diagonal components in the Hamiltonian, that is, 	 and J , and that a photon
can move among impurity sites and localize at those sites when both components
are comparable under the condition

	 � N
r
k

„J ; (6.53)

where the localization width seems very narrow.

Contribution from the Off-Diagonal Part. In the previous section, we have
approximated J as a constant independent of the sites, in order to examine the
photon’s spatial distribution as well as the mechanism of the photon localization.
Now let us treat the photon-hopping operator OJi more rigorously, and investigate the
site dependence of the off-diagonal contribution, which includes the inhomogeneity
of the phonon fields. Noticing that a quasiparticl transformed from a photon operator
by the Davydov transformation is associated with phonons in the coherent state
(see (6.40)), we take expectation values of OJi in terms of the coherent state of
phonons j
i as

Ji � h
 j OJi j
i : (6.54)

Here the coherent state j
i is an eigenstate of the annihilation operator Obp with
eigenvalue 
p and satisfies the following equations

Obpj
i D 
pj
i ; (6.55a)

exp

 
�
X
p

cp Obp
!
j
i D exp

 
�
X
p

cp
p

!
j
i ; (6.55b)

where cp is a real number. Since the difference between the creation and annihilation
operators of a phonon is invariant under the Davydov transformation, the following
relation holds:

Ǒ�
p � Ǒp D Ob�p � Obp : (6.56)

Using (6.55a), (6.55b), and (6.56), we can rewrite the site-dependent hopping
constant Ji in (6.54) as
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where Cip is denoted by

Cip � 	i;p � 	iC1;p
�p

: (6.58)

Figure 6.8 shows the site dependence of Ji in the case of N D 20. Impurities
are doped at site 4, 6, 13, and 19. The mass ratio of the host molecules to the
impurities is 5, while „J D 0:5 eV and 	 D 14:0 fsec�1 nm�1 are used. It
follows from the figure that the hopping constants are highly modified around
the impurity sites and the edge sites. The result implies that photons are strongly
affected by localized localized phonons and hop to the impurity sites to localize.
Here we have not considered the temperature dependence of Ji , which is important
for phenomena dominated by incoherent phonons [51]. This is because coherent
phonons weakly depend on the temperature of the system. However, there remains

Fig. 6.8 The site
dependence of the hopping
constants Ji in the case of
N D 20. Impurities are
doped at site 4, 6, 13, and 19.
The mass ratio of the host
molecules to the impurities is
1 to 0.2, while „J D 0:5 eV
and 	 D 40:0 fsec�1 nm�1

are used
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Fig. 6.9 Probability of
photons observed at each site.
The filled squares, circles,
and triangles represent the
results for 	 D 0, 40.0 and
54.0 fsec�1 nm�1,
respectively. Other
parameters are the same as
those in Fig. 6.8

room to discuss more fundamental issue, that is, whether the probe system is in a
thermal equilibrium state or not.

In Fig. 6.9, we present a typical result that photons localize around the impurity
sites in the system as the photon-phonon coupling constants 	 vary from zero to
40.0 fsec�1 nm�1 or 54.0 fsec�1 nm�1 with „J D 0:5 eV kept. As depicted with
the filled squares in the figure, photons delocalize and spread over the system
without the photon-phonon couplings. When the photon-phonon couplings are
comparable to the hopping constants, 	 D 40:0 fsec�1 nm�1, photons can localize
around the impurity site with a finite width, two sites at HWHM, as shown with
the filled circles. This finite width of photon localization comes from the site-
dependent hopping constants. As the photon-phonon couplings are larger than
	 D 40:0 fsec�1 nm�1, photons can localize at the edge sites with a finite width,
as well as the impurity sites. In Fig. 6.9, the photon localization at the edge site
is shown with the filled triangles, which originates from the finite size effect of
the molecular chain [43, 52]. This kind of localization of photons dressed by the
coherent state of phonons leads us to a simple understanding of phonon-assisted
photodissociation using an optical near field; molecules in the electronic ground
state approach to the probe tip within the localization range of the dressed photons
and can be vibrationally excited by the dressed photon transfer to the molecules, via
multi-phonon component of the dressed photons, which might be followed by the
electronic excitation. Thus, it leads to the dissociation of the molecules even if the
incident photon energy less than the dissociation energy is used.

6.5 Conclusions

As a natural extension of the localized photon model, we have discussed the
inclusion of phonon’s effects into the model. The study was initially motivated
by the experiments of photodissociation of molecules by optical near fields, whose
results show unique feature different from the conventional one with far fields. After
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clarifying delocalized or localized vibration modes in a pseudo one-dimensional
system, we have focused on the interaction between dressed photons and phonons
by using the Davydov transformation. We have theoretically shown that photons are
dressed by the coherent state of phonons and found that the competition between
the photon-phonon coupling constant and the photon-hopping constant governs
the photon localization or delocalization in space. The obtained results lead us
to a simple understanding of an optical near field itself as an interacting system
of photon, electronic excitation (induced polarization), and phonon fields in a
nanometer space, which are surrounded by macroscopic environments, as well as
phonon-assisted photodissociation using an optical near field.
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Abstract
A double-tapered type of fiber probe with a typical aperture diameter of 100 nm
and the GeO2-doped silica core has been widely used for near-field optical
microscopy in infrared and visible wavelength regions. However, it is difficult
to employ such commercial probes for near-ultraviolet applications because
the GeO2-doped silica fiber probe has the strong guiding loss based on the
Rayleigh scattering. Furthermore, the GeO2-doped core, under the excitation of
a visible light, generates photoluminescence and scattered lights which seriously
decreases the ratio of near-field signal to background noise in some near-field
applications such as fluorescence imaging and Raman scattering spectroscopy.
This chapter describes various types of probe, fabrication methods, and imaging
applications.

7.1 Introduction

Recently, near-field scanning optical microscopy (NSOM or SNOM) employing an
apertured probe has been expected as a powerful tool for nano-optical applications
due to its high-spatial-resolution capability down to a few tens nanometers or less.
The resolution is mainly determined by the aperture size of the probe and the
sample–probe distance because the NSOM is a scanning probe microscope based
on short-range electromagnetic interaction between the probe and sample, which
are much smaller than the optical wavelength. It is apparent that fabricating such
probes and controlling the sample–probe distance have been the most important
factors in the development of high-resolution NSOM (�Chap. 1).

Near-field optical interaction system can be operated in two complementary
ways called illumination mode and collection mode, where the probe acts as
a selective generator of a localized optical near-field and a sensitive scatterer
of an optical near-field generated over the sample, respectively. Figure 7.1a, b
shows schematic illustrations of i-mode NSOM and c-mode NSOM, respectively.
In the c-mode NSOM where the light is incident to the total internal reflec-
tion, the sample–probe distance can be controlled by using near-field optical
(NFO) variation as a feedback control signal. For i-mode NSOM, a shear-force
feedback technique [7, 47] has been widely used to regulate the sample–probe
distance.

In order to realize such a scattering probe and a generating probe, forming a
dielectric taper and metallizing the taper has been used as an effective method.
Tapered probes have been fabricated by the following methods:

http://dx.doi.org/10.1007/978-3-642-31066-9_1
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Fig. 7.1 Schematic
illustrations of (a) the i-mode,
(b) the c-mode, and (c) the
i-c mode. In the c-mode
NSOM, the light is incident
to the total internal reflection.
The three-dimensional optical
near field generated and
localized on the sample
surface is scattered by the
probe, and part of the
scattered field is collected and
detected through the probe.
The principle of operation of
i-mode is similar except that
the probe works as a
generator of the optical near
field to illuminate the sample
surface. The scattered field by
the sample is collected by
conventional optics. In i-c
mode, a sample is excited by
an optical near field on the
probe. The light generated on
the sample is scattered and
collected by the probe

• Etching a quartz crystal rod [33]
• Heating and pulling a glass pipette by micropipette puller [5]
• Meniscus etching of an optical fiber [8, 10, 11, 15, 22, 27, 35, 45, 49]
• Heating and pulling an optical fiber [3, 4, 9, 32, 53, 54]
• Selective etching of an optical fiber [14, 20, 24, 48, 50]
• Heating-and-pulling and etching of an optical fiber [16, 44]
• Meniscus etching and selective etching of an optical fiber [18, 19]
For metallizing the tapered probes, a vacuum evaporation method [6] has been
applied, where the dielectric taper is coated with an aluminum or gold film by a
vacuum evaporation unit except for its apex region. Among the metallized tapered
probes, fiber-type probes have high transmission efficiencies due to their waveguide
structure and, moreover, have been demonstrated to have the molecular sensitivity,
the nanometric spatial resolution, and the locally spectroscopic capability in i-mode
NSOM, c-mode NSOM, and hybrid NSOM called illumination–collection mode
(i-c mode). Figure 7.1c shows schematic illustrations of i-c mode NSOM where the
apertured probe functions as both an optical generator exciting the sample and a
scatterer of the excited optical near fields.
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i-mode NSOM and i-c mode NSOM are often employed for near-field imaging
of dye-doped samples and spectroscopic investigation of semiconductor devices. In
such spectroscopic applications where one must cope with extremely low detected
power, the probe should have high throughput in i-mode NSOM and be highly
sensitive in c-mode NSOM. Further, in the i-mode fashion, to avoid thermal damage
to the sample and the probe, the probe should be used with an input power as low
as possible. Therefore, the resolution capability and throughput of the tapered probe
have to be optimized depending on NSOM applications. This optimization should
be done by varying the probe shape, i.e., the cone angle. Furthermore, to obtain a
highly resolved image, one must fabricate a metallized probe with an apex region
emerging from a metal film.

We have developed several application-oriented fiber probes called protrusion-
type probe, double-tapered probe, and pure silica fiber probe and performed near-
field imaging of biomolecules and dye-doped samples, spectroscopic study of semi-
conductor, and ultraviolet applications. In this chapter, the near-field optical fiber
probes and near-field microscopy applications are described. Section 7.2 discusses
the basic techniques for tapering and metallizing fibers. The protrusion-type probe
and the biological imaging are described in Sect.7.3. Section 7.4 describes apertured
probes and their application to near-field imaging of dye-doped samples. The
double-tapered probe and pure silica fiber probe are described in Sects. 7.5 and 7.6,
respectively. Table 7.1 summarizes the NSOM images appeared in this chapter.

7.2 Basic Techniques for Tapering and Metallizing
Optical Fibers

For tapering an optical fiber, three basic techniques, i.e., heating and pulling,
meniscus etching,, and selective etching have been used. The characteristics of these
techniques are summarized in Table 7.2.

7.2.1 Heating-and-Pulling and Metallization Techniques

In the heating-and-pulling technique [3], a silica-based optical fiber is heated and
pulled by a micropipette puller combined with a CO2 gas laser as shown in Fig. 7.2.
One can fabricate a tapered fiber with an apex diameter of 50 nm and a cone angle
of 20–40ı by a commercial micropipette puller. This tapering can be applied to any
optical fibers with a diameter more than 125�m by adjusting the laser power, the
strength of pull, and the delay time between the end of the heating and the beginning
of the pulling. However, it is difficult to control the cone angle while maintaining an
apex diameter as small as 50 nm. In the tapered portion, strong optical leaky modes
are generated due to the varied core diameter.

For i-mode NSOM, the pulled fiber with apex diameter of about 50 nm must
be metallized except for its apex region. To metallize the fiber, the pulled fiber is
rotated while evaporating aluminum in vacuum as shown in Fig. 7.3a so that the
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Table 7.1 List of the NSOM images appeared in �Chap. 1

Fig. Image Probe type Mode Feedback Ref.

Fig. 7.15c Near-field image of
salmonella flagellar
filaments in air

Protrusion-
type
probe

c-mode NFO intensity [30]

Fig. 7.15d Near-field image of
salmonella flagellar
filaments in water

Protrusion-
type
probe

c-mode NFO intensity [31]

Fig. 7.18c Near-field image
microtubules of a pig
brain

Protrusion-
type
probe

c-mode Shear force [56]

Fig. 7.20d–f Photoluminescence
images of GaAs
quantum dots

Protrusion-
type
probe

i-mode Shear force [46]

Fig. 7.24b Near-field image of
deoxyribonucleic acid

Ag–MgF2–
Al-coated
probe

c-mode NFO intensity [52]

Fig. 7.31b, c Near-field images of
neurons and
microtubules labeled
with toluidine blue

Apertured-
type
probe

i-mode Shear force [51]

Fig. 7.32b Fluorescence image of
Rhodamine 6G
molecules

Double-
tapered
probe

i-c mode Shear force [12]

Fig. 7.29b Photoluminescence
imaging lateral p–n
junction based on GaAs

Double-
tapered
probe

i-c mode Shear force [38]

Fig. 7.30b Raman spectroscopic
mapping of tabular
polydiacetylene single
crystal

Double-
tapered
probe

i-mode Shear force [29]

Fig. 7.40b UV photoluminescence
image of
polydihexyl-silane

Triple-
tapered probe
with a pure
silica core

i-mode Shear force [24]

Fig. 7.41b UV photoluminescence
image of n-decyl-(s)-2-
methylbutyl
silane

Triple-
tapered probe
with a pure
silica core

i-mode Shear force [2]

Fig. 7.45 UV photoluminescence
image of
polydihexyl-silane

Pulled and
etched probe
with a pure
silica core

i-mode Shear force [36]

metallized probe has a thickness profile as shown in Fig. 7.3b. Here, the typical
radial thickness is around 150 nm. The apex region is aluminized with a thickness
smaller than the half radial thickness due to the throwing of evaporated vapor. The
metal thickness covering the apex region can be reduced to a quarter of the radial
thickness by inclining the rotating fiber in vacuum.

http://dx.doi.org/10.1007/978-3-642-31066-9_1
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Table 7.2 Characteristics of the three basic techniques for tapering an optical fiber

Technique Cone angle � Apex diameter d Reproducibility

Meniscus etching 9–40ı 60 nm or more 80% or less
Selective etching 14–180ı 10 nm Almost 100%
Pulling 20–40ı 50 nm Around 80%

Fig. 7.2 Schematic
illustration of the
micropipette puller used for
tapering an optical fiber with
a diameter of 125�m

Puller bar

CO2 gas laser
Scanning mirror

Puller bar

Retro mirror

125μmφ-fiber
250μmφ-plastic coat

Fig. 7.3 Schematic
illustrations of (a) the vacuum
evaporation unit for
metallizing the pulled fiber
and (b) the metallized fiber Aluminium

Cladding Core

Aluminium vapor

Heater

a

b

7.2.2 Meniscus Etching

In the meniscus etching, (The meniscus-etching technique was originally developed
to fabricate a fiber-optic microlens.) a single-mode fiber is immersed in HF acid
with a surface layer of an organic solution such as silicone oil as shown in Fig. 7.4a.
It is tapered with a cone angle since the height of meniscus formed around the fiber
is reduced depending on the fiber diameter (Fig. 7.4b). When the fiber completely
tapered, the etching stops automatically (Fig.7.4c). The cone angle can be increased
up to 35–40ı. However, the obtained tapered fiber has a geometrically eccentric apex
with an elliptical cross section. The longer and shorter principal diameters of this
elliptical apex take values of 200 and 10–20 nm, respectively.
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CladdingMeniscus

HF
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a b c

Fig. 7.4 Schematic illustrations of meniscus etching of a fiber at (a) the start, (b) tapering, and
(c) stop

The vacuum evaporation method as shown in Fig. 7.3a can be applied to
metallize the meniscus-etched fibers. Before metallizing, the etched fibers have to be
remove organic dirt on the surface by cleaning techniques, i.e., immersing a H2SO4

solution.

7.2.3 Selective Etching

By applying the selective etching method to a high-GeO2-doped fiber, one can
obtain probe tips with a small apex diameter less than 10 nm. By varying the
concentration of etching solutions based on hydrogen fluoride (HF) and ammonium
fluoride (NH4F), the cone angle can be controlled in a wide region from 20ı to
180ı for an apex diameter less than 10 nm. Further, selective etching is the most
highly reproducible technique among the three tapering techniques. This method
can be applied to any single-mode fibers produced by vapor-phase axial deposition
(VAD) [13].

Figure 7.5a shows a cross-sectional profile of the refractive index of a silica fiber
with a GeO2-doped core and a pure silica clad. Here, n1 and n2 are the refractive
indexes of the core and clad, respectively. r1 and r2 are the radii of the core and
clad, respectively. At immersing the fiber in a buffered HF solution (BHF) with a
volume ratio of [40% NH4F aqueous sol.]:[50 % HF acid]:[H2O] =X :1:1 at 25 ıC,
the core is hollowed at X D 0 and is tapered at X D 10. Figure 7.5b shows
schematic explanation of the geometrical model for the tapering process based on
selective etching. Bright shading and dark shading in the upper part represent the
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Fig. 7.5 (a) Cross-sectional profile of a refractive index of a silica fiber. Here, n1 and n2 are the
refractive indices of the core and clad, respectively; r1 and r2 are the radii of the core and clad,
respectively. (b) Top, a geometrical model for the tapering process. Here, � is the etching time
required for making the apex diameter zero. � is the cone angle of the tapered core. L is the length
of the tapered core. Bottom, cross-sectional profiles of the dissolution rates R1 and R2 of the core
and clad

cross-sectional profiles of the fiber before and after the etching with an etching time
� , respectively. � is the etching time required for making the apex diameter zero; �
and d are the cone angle and apex diameter of the probe, respectively. The lower
part shows the dissolution rates R1 and R2 of the core and clad, respectively. Here,
R1 < R2. Assuming that the dissolution rates R1 and R2 are constant within the
core and clad regions, respectively, relations between the cone angle � , the lengthL
of the tapered core and the apex diameter d are represented by

sin
�

2
D R1

R2
; (7.1)

L D r1 � d=2
tan.�=2/

; (7.2)

and

d.T / D
�
2r1.1 � T=�/ .T < �/ ;

0 .T��/ : (7.3)

Here, the etching time � that is required for making the apex diameter zero is
expressed as

� D r1

R1

s
R1 CR2
R2 � R1 : (7.4)
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Fig. 7.6 (a) Dependencies of the dissolution rate R1 (broken curve) of the GeO2-doped core, R2
(dotted line) of the pure silica clad, and the cone angle � (solid curve) on X . Here, the value of
�n defined as .n21 � n22/=2n

2
1 is 2:5%. (b) Dependency of � on �n at X D 10

7.2.3.1 GeO2-Doped Fiber
When a fiber with a GeO2-doped core and a pure silica clad is immersed in BHFs
with volume ratios ofX :1:1, the core region is hollowed inX < 1:7 and is tapered in
X > 1:7 as shown in Fig. 7.5. Based on Eq. 7.1, the cone angle is determined by the
dissolution rate ratio of the core and clad. Figure 7.6a shows variations of the disso-
lution rates R1 and R2 and the cone angle � as a function of X . Here, the used fiber
was produced by vapor-phase axial deposition (VAD) so as to have an index differ-
ence of 2:5%. The dissolution rate ratioR1=R2 decreases with increasing the NH4F
volume ratio of X and approaches a constant value at X D 10–30. The cone angle
that is determined by the ratio R1=R2 takes a minimum value of 20ı at X D 10.
In the case that X is fixed, the cone angle is determined by the index difference.
Figure 7.6b shows the dependence of the cone angle on the index difference at
X D 10. The index difference is increased by increasing the GeO2-doping ratio.

The VAD is an effective method to produce a GeO2-doped fiber with an index
difference as large as 2:5–3:0%. A dispersion-compensating fiber (DCF) with an
index difference of �n D 2:5% and core diameter of 2�m can be applied to
various selective etching methods of fabricating a protrusion-type probe, a double-
tapered probe, etc. This DCF was originally produced as a device for controlling
the optical dispersion of a 1,500-nm optical transmission system by VAD and has a
cutoff wavelength of around 0:8�m.

By immersing the DCF in BHF with a volume ratio of 10:1:1 at 25 ıC, a tapered
fiber probe with a small cone angle of 20ı and an apex diameter less than 10 nm
is fabricated with almost 100% reproducibility. Further, the cone angle can be
controlled as 20ı � � < 180ı by varying the volume ratio X of BHF, as shown
in Fig.7.6a. Such high controllability of the cone angle is indispensable for tailoring
a high-throughput probe and a high-resolution probe.
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7.2.3.2 Pure Silica Core Fiber with a Fluorine-Doped Clad
Pure silica core fiber has the high transmittance in a wide region from near
ultraviolet to near infrared (see Fig. 7.33). To make an index difference between
the pure silica core and the clad, the clad is often made of fluorine-doped silica. We
produced a pure silica core fiber with the fluorine-doped clad and an index difference
�0:7%. (For the following discussion, we define the relative refractive index
difference�n of doped glass to pure silica, which is expressed as .n22�n21/=2n22 and
.n21 � n22/=2n21 for a pure silica core fiber and a pure silica clad fiber, respectively).
By immersing the fiber in BHFs with volume ratios 1:7:1:1 and 10:1:1, the obtained
probe has cone angles of 62ı and 77ı, respectively. The fiber could not be hollowed
at any volume ratios of BHFs. In selective etching of a pure silica fiber, varying
the index difference or the fluorine-doping ratio controls the cone angle. Among
single-mode fibers, only 1,500-nm pure silica fiber (PSF) with an index difference
of �0:3% and core diameter of 10�m is commercially available.

7.2.3.3 Controlling the Clad Diameter
For shear-force feedback technique, the clad diameter of the probe is one of the
main parameters governing the resonance frequency of dithering a probe. In our
experience, tapered probes with a clad diameter of 20–30�m is usually needed
to obtain a proper resonance frequency, i.e., 20–40kHz. Figure 7.7 schematically
shows an etching method to fabricate tapered probes with the reduced clad diameter.
Here, r2 is the clad radius before etching, D is the clad diameter of the probe, � is

L

d

2r1

2r2

(A)  Etching in a BHF with a volume ratio of
       40%NH4F : 50%HF : H2O = 1.7:1:1

(B)  Etching in a BHF with XB:1:1 (XB>1.7)

D

q

Pure SiO2 clad

GeO2-SiO2 core

Fig. 7.7 Etching method to
fabricate a shoulder-shaped
probe. r1 and r2, radii of the
core and clad, respectively.
D, reduced clad diameter. � ,
cone angle of the tapered
core. L, length of the tapered
core
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hhhthe cone angle of the tapered core, d is the apex diameter, and L is the length of the
tapered core. This method involves two steps: (A) reducing the clad thickness and
(B) tapering the core.

In step A, the fiber is immersed in BHF with volume ratio of [NH4F aqueous
solution (40%)]: [HF acid (50%)]: ŒH2O� D 1:7:1:1 for an etching time TA. Then,
the clad diameter is reduced to Œ2r2 � 2R2ATA�. The core end is kept flat since the
dissolution rates R1A and R2A of the core and clad are equal.

In step B, the fiber is selectively etched in XB:1:1 (where XB > 1:7) for etching
time TB. The core is tapered with the cone angle � represented by

sin
�

2
D R1B

R2B
: (7.5)

To make the apex diameter zero, the etching time TB must be longer than the time �
which is given by

� D r1

R1B

s
R1B CR2B

R2B �R1B
: (7.6)

The clad diameterD is represented by

D D 2r2 � 2.R2ATA CR2BTB/ ; (7.7)

which is proportional to the etching time TB.
Using a DCF with core diameter of 2�m, clad diameter of 125�m, and an index

difference of 2:5%, we obtained a tapered probe with a cone angle of � D 20ı and a
clad diameter of D D 25�m. Figure 7.8a, b shows SEM micrographs of the probe
and the magnified top region, respectively. The conditions of the etching process
are summarized in Table 7.3. By substituting r1 D 1�m, R1B D 1:1�m h�1,
and R2B D 6:5�m h�1 into Eq. 7.6, an estimated value of � D 64min is obtained.

Fig. 7.8 SEM micrographs of (a) a shoulder-shaped probe and (b) the magnified apex region.
D D 25�m; � D 20ı; d < 10 nm
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Table 7.3 Conditions for
fabricating the probe as
shown in Fig. 7.8a Step

Volume
ratio of
BHF

Etching
time
(min)

Dissolution
rates
(�m h�1)

A 1:7:1:1 86 R1 D R2 D 30

B 10:1:1 75 R1 D 1:1, R2 D 6:5

For TB D 75min (>�), the clad diameter D is represented by D D �60TA C
106 (�m). The cone angle is controlled by varying the NH4F volume ratio in step B.
For the dependence of the cone angle on the volume ratio, refer to Fig. 7.6a.

7.3 Protrusion-Type Probe and Its Imaging Applications

7.3.1 Protrusion-Type Probe

The uncoated fiber probe with a nanometric apex can be employed for the c-mode
NSOM as shown in Fig.7.1b. Although the principal factor governing the resolution
is the small apex size, the resolution is affected by propagating components and the
scattering of low-spatial-frequency components of the optical near field. To obtain
highly resolved c-mode images, such unwanted scattered light must be suppressed.
To perform high-resolution near field imaging, we developed a fiber probe with
a protruding tip from metal film, which is called protrusion-type probe [23].
Figure 7.9a shows the cross-sectional schematic illustration of the protrusion-
type probe. Here, � , d , df, and tM represent the cone angle, the apex diameter, the
foot diameter, and the thickness of the metal film, respectively. This probe scatters
frequency components between .1=df/ and .1=d/ and suppresses the generation
of components of less than .1=df/. To realize such a probe, a selective resin-
coating (SRC) method [23] was developed, which can be applied to tapered probes
fabricated by the etching method as shown in Fig. 7.7. Apertured probes are also
effective for suppressing the unwanted light. However, it is difficult to produce aper-
tured probes with an apex diameter of a few tens nanometers by vacuum evaporation
unit. If applying the vacuum evaporation method to a fiber tip with a cone angle of
20ı, an entirely coated fiber probe as shown in Fig. 7.9b is obtained. The thickness
tA of metal covering the apex could not be made less than 40 nm for tM D 150 nm.

7.3.2 Fabricating Protrusion-Type Probes by Selective
Resin-Coating Method

Figure 7.10 shows a schematic diagram of the SRC involving four steps: (A) metal
coating, (B) resin coating, (C) preferential etching of metal covering the apex region,
and (D) removing the resin. Figure 7.11 shows a scanning electron micrograph of
the top region of the fabricated protrusion-type probe. The probe has a protrusion
from a gold film and a foot diameter df of less than 30 nm.
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Fig. 7.9 (a) Schematic cross-sectional profiles of a protrusion-type probe and (b) entirely coated
probe. � , cone angle of the taper; d and df, apex and foot diameters of the protruding tip,
respectively; tM, thickness of the metallic film
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Fig. 7.10 Schematic diagram of the selective resin-coating method for fabricating a protrusion-
type probe; D, clad diameter of the probe; r1, core radius; � and L, cone angle and length of the
tapered core, respectively; VD, withdrawing speed of the fiber from the resin solution; LR, length
of the tapered core where the resin is coated; df, foot diameter of the protrusion; tA, thickness of
metal covering the apex
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Fig. 7.11 Scanning electron micrograph of a protrusion-type probe fabricated by the SRC method
as shown in Fig. 7.10; � D 20ı; d < 10 nm; df D 30 nm

Before applying the SRC method, a tapered probe was fabricated with a clad
diameter D D 45�m and a cone angle � D 20ı based on selective etching. In
step A, the probe was coated with 120-nm-thick gold by a magnetron sputtering
unit. In step B, the probe was dipped in an acrylic resin solution and then was
removed from the acrylic solution with a withdrawal speed of VD D 5 cm s�1. The
acrylic resin solution with a low viscosity coefficient of 11 cP was chosen for this
process not to coat with the fiber tip resin film. The density of the acrylic solution
is 0:85 g cm�3 at 25 ıC. In step C, the probe was etched for 2min in a solution
KI-I2-H2O, mixed with a weight ratio of 20:1:400, and diluted 50 times with
deionized water. In step D, the acrylic film was removed away by immersing the
probe in acetone.

Figure 7.12a, b shows the dependencies of the foot diameter on the clad diameter
and the withdrawal speed, respectively. The foot diameter can be controlled by
varying the viscosity of the resin solution, withdrawing speed, and the clad diameter.

7.3.3 c-mode NSOM Imaging of Salmonella Flagellar Filaments in
Air and Water

Using a protrusion-type probe fabricated by selective etching and selective resin
coating, Naya et al. [30, 31] succeeded in obtaining high-resolved c-mode NSOM
images of Salmonella flagellar filaments in both air and water.

7.3.3.1 Instrument of the c-mode NSOM
Figure 7.13 shows the schematic illustration of the optical system of c-mode NSOM
under near-field optical intensity feedback control. The sample substrate is mounted
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Fig. 7.13 Schematic
illustration of c-mode NSOM
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on the xyz piezo stage. The piezo parameters are decided depending on features
such as the lateral and longitudinal variations of the sample. Here, the piezo stage
has a total lateral span of 100 � 100�m. The z stage has a span of 5�m. A right
angle prism or dove prism is used for generating the optical near field on the sample
surface. Here, care should be taken to avoid unwanted scattering light generated
from the prism surface due to the dust and scratches. The probe is mounted on an
xyz stage.

The light from a laser diode of the 680-nm wavelength was used as the light
source. The light is incident on the prism and is totally internally reflected. Then,
optical near field is generated on the sample surface. As shown by shaded region
in Fig. 7.13, the optical near field is localized three dimensionally and follows the
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spatial variations of the sample. When the probe approaches closer to the sample
surface, the optical near field is detected through the probe by highly sensitive
detector such as a photomultiplier tube. By scanning the sample, information about
the sample feature can be extracted. Typical value of the detected power is of
the order of 1 nW–100pW. In this system, the signal over the background can be
effectively extracted by modulating the light and by amplifying the modulated signal
with a lock-in amplifier.

Figure 7.14 shows the variation of the optical near-field intensity as a function
of the sample–probe distance, which is obtained with c-mode NSOM employing
a protrusion-type probe with a foot diameter of 30 nm as shown in Fig. 7.15a.
The optical near-field intensity sharply increases by decreasing the sample–probe
distance. This sharp variation of the near-field intensity can be used as a feedback
control signal to regulate the sample–probe distance.

7.3.3.2 Sample
The samples were fabricated by fixing the separated filaments from the body on
a hydrophilic glass substrate. A single filament has a typical length of a few
micrometers and a diameter of around 25 nm as shown in Fig. 7.15b. The sample
substrate was mounted on the prism of the optical system as Fig. 7.13.

7.3.3.3 Near-Field Optical Images of Salmonella Flagellar Filaments
Figure 7.15c shows a near-field image of Salmonella flagellar filaments, obtained
by the c-mode NSOM under near-field optical (NFO) intensity feedback control.
Here, the incident light was s-polarized. The pixel size is 25 � 25 nm. The sample–
probe distance was kept to be less than 15 nm. The full width at half maximum
(FWHM) of the region as indicated by arrows is 50 nm. This value is comparable
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Fig. 7.15 (a) Schematic illustration of the fabricated protrusion-type fiber probe with cone angle
of 20ı, a foot diameter of 30 nm, and apex diameter less than 10 nm. (b) A transmission electron
micrograph of the Salmonella flagellar filaments. The diameter of a flagellar filament, as indicated
by arrows, is 25 nm. (c) A c-mode NSOM image of Salmonella flagellar filaments. The arrows
at the top right hand represent the directions of wave-vector k and electric field vector E. (d)
Perspective view of the near-field image of Salmonella flagellar filaments in water. The bright
region, as indicated by arrows, is 50 nm. The arrows at the top right hand are defined as the
directions of wave-vector k and electric field vector E

to the diameter obtained from the TEM image (Fig. 7.15a) and indicates the high-
resolution capability of NSOM employing the protrusion-type probe.

Figure 7.15d shows the near-field optical image of Salmonella flagellar filaments
obtained in water. The pixel size is 10 � 10 nm. This near-field optical imaging in
water was also done by c-mode NSOM under NFO intensity feedback control as in
air. The filament sample was fixed on a glass substrate and was fitted with an acrylic
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Fig. 7.16 (a) Constant height mode and (b) constant distance mode

ring. The columnar bath with an inner diameter of 10mm and a height of 2mm was
filled with water during the observation. The sample–probe distance was estimated
to be less than 30 nm. The bright segments correspond to the filaments. The FWHM
of the bright region as indicated by arrows is 50 nm. The c-mode NSOM employing
the probe with a prlotruding tip is effective in the near-field imaging of biological
sample in water.

Figure 7.15c, d was obtained with c-mode NSOM operated under constant
height mode as schematically shown in Fig. 7.16a. The monotonous variation as
shown in Fig. 7.14 was used to decide the initial distance. To compensate the
tilt effects of the substrate, the time constant of the feedback loop was carefully
adjusted so that the probe followed only sample features larger than 1�m. When the
c-mode NSOM was operated under constant distance mode (Fig.7.16b), such highly
resolved images could not be obtained.

7.3.4 c-mode NSOM Images of Microtubules

Zvyagin et al. [56] isolated microtubules from the brain of a pig and observed with
c-mode NSOM using a protrusion-type probe with a foot diameter of 30 nm. For
this observation, a c-mode NSOM with the s-polarized incident light was used.
To regulate the sample–probe distance, a shear-force feedback system [7, 47] was
added to c-mode NSOM. In the shear-force feedback system, the differential force
and frictional force are detected by dithering the probe at its resonance frequency
at some amplitude, and the amplitude of dithering is measured by an optical
interference technique. Figure 7.17 shows a variation of the amplitude of dithering
the protrusion-type probe as a function of the sample–probe distance. The inset is
the resonance frequency spectrum.

Figure 7.18a shows the transmission electron micrograph of microtubules. The
dark region seen in the middle of a strand corresponds to microtubules. The width



7 Near-Field Optical Fiber Probes and the Applications I 299

Sample-probe distance z (nm)

25

0 200 400

23 24 26 27
Frequency (kHz)

D
ith

er
in

g 
am

pl
itu

de
 (

a.
u.

)

S
pe

ct
ra

l a
m

pl
itu

de
 (

a.
u.

)

Fig. 7.17 Variation of the
dithering amplitude of the
probe as a function of the
sample–probe distance. The
inset is the resonance
frequency spectrum of the
dithering probe

Fig. 7.18 (a) Transmission
electron micrograph of a
microtubule sample; (b)
shear-force topographic
image of the microtubule
sample; (c) c-mode NSOM
image in the rectangular
region in (b). The FWHM of
the dark line structure is
approximately 40 nm
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of microtubules, as indicated by arrows, is 25 nm. Figure 7.18b shows a shear-
force topographic image of microtubules. The sample–probe distance was kept
to be less than 5 nm during the scanning. Here, the long bright structure and the
round ones correspond to a microtubule and protein aggregates, respectively. From
this high-resolution imaging result, the protrusion-type probe is very effective for
high-resolution shear-force microscopy. Figure 7.18c shows the near-field optical
image of the rectangular region in Fig. 7.18b, which is obtained under constant
height mode without using shear-force feedback. The sample–probe distance was
about 30 nm.

7.3.5 Near-Field Spectroscopic Investigation of Semiconductor
Quantum Dots Under Extremely Low Temperature

Toda et al. [46] carried out spectroscopic study of GaAs quantum dots (�Chap. 9)
by low-temperature NSOM employing a protrusion-type probe. Figure 7.19a shows
schematic illustration of the microscope, the probe, and the GaAs quantum dots
grown on SiO2-patterned GaAs substrates with metalorganic chemical vapor depo-
sition. Here, the probe has a foot diameter of 100 nm and a cone angle of 40ı. The
length of the protruding tip is about 130 nm. The quantum dots pattern has a size of
190 � 160 � 12 nm and a separation of 2�m. The excitation light is delivered via
the fiber probe with a length longer than 2m from the outside of the cryostat to the
sample. The photoluminescence spectrum as shown in Fig. 7.20a was obtained by
positioning the protruding tip 200 nm above the top of the quantum dots at a low

GaAs QW
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AlGaAs

SiO2

Core200nm 40º
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light from Ar+ laser

20 cm-
monochro
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GaAs QD

LD PD
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Gold
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Fig. 7.19 Schematic illustration of i-mode NSOM developed for photoluminescence spec-
troscopy of GaAs quantum dots at a low temperature of 18K

http://dx.doi.org/10.1007/978-3-642-31066-9_9


7 Near-Field Optical Fiber Probes and the Applications I 301

1.7

A

B
C

0

0

1
a d e

f g

Photon energy (eV)

1.61.5
0

P
ho

to
lu

m
in

es
ce

nc
e 

in
te

ns
ity

 (
a.

u.
)

1

1

b

c

1μm

Fig. 7.20 Photoluminescence spectrums at maintaining the protruding tip (a) 200 nm above the
quantum dots, (b) less than 10 nm above the quantum dots, and (d) less than 10 nm above the SiO2

mask. Figures (c)-(f) are monochromatic photoluminescence images at the energy regions labeled
A–C, respectively and simultaneously obtained topographic image

temperature of 18K. This corresponds to the spectrum from the carriers excited in
the whole quantum dots structure including the regions A–C. Figure 7.20b, c shows
photoluminescence spectrums with tip position less than 10 nm above the region of
the quantum dots and that of SiO2 mask, respectively.

Figure 7.20d–f shows monochromatic photoluminescence images obtained under
constant distance mode at 18K with the energy regions indicated by the arrows
labeled A–C, which originated from the three regions of the GaAs bulk, GaAs
quantum dots, and GaAs quantum well, respectively. Figure 7.20g is a shear-force
topographic image obtained simultaneously. The protrusion-type fiber probe with
the long protruding length is convenient for scanning such bumpy sample surface.

For this near-field imaging, other type probes were also used, which we fabri-
cated by pulling and etching the high-GeO2-doped fiber. In the heating-and-pulling
process, the fiber was tapered with the highest pulling strength by a commercial
puller (Sutter, P-2000) so as to have a dip structure at the taper end. By the etching
in a BHF with a volume ratio of 10:1:1, the dip was flattened, and then, the core
is protruded from the pure silica clad. The tapered fibers were aluminized by
vacuum evaporation method. Some of the probes had throughputs higher than the
protrusion-type probes. However, we could not fabricate high-throughput probes
with reproducibility because it is difficult to control the sizes of the dip generated
at the pulling. Figure 7.20a, b shows scanning electron micrographs of a pulled and
etched probe and its magnified view. The broken lines represent to cross-section the
GeO2-doped core.
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Fig. 7.21 Dependences of
the transmission efficiencies
of two protrusion-type probes
with (a) a cone angle of
� D 20ı (closed circles) and
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on the foot diameter

7.3.6 Transmission Efficiencies of the Protrusion-Type Probes

In near-field spectroscopic applications, one has to cope with too small near-field
signal. In i-mode NSOM, the transmission efficiency of the probe is defined as the
ratio of the output power to input power coupled into fiber probe. The low efficiency
is caused by a large guiding loss, which is generated along tapered core due to
optical interaction with the metal clad. Therefore, the throughput is affected by the
length of the metallized tapered core or the cone angle. Figure 7.21 shows variations
of the measured throughput values of protrusion-type probes for the different cone
angles of 20ı and 50ı as a function of the foot diameter of the protrusion. Here, the
closed circles and open triangles correspond to the variations for the cone angles
of 20ı and 50ı, respectively. To collect the scattered light from the apex of the
probe, an objective lens with a numerical aperture of 0:4 was inserted in front of
the photodetector. At dF D 200 nm, the throughput of the probe with a large cone
angle of 50ı is 10 times larger than that with � D 20ı. Increasing the cone angle
enhances the throughput. For a near-field spectroscopic application requiring the
high throughput, tapered probe with a large cone angle, i.e., 50–90ı, should be
fabricated by selective etching method.

7.4 Metal–Dielectric–Metal-Coated Fiber Probe and
Near-Field Imaging of DNA Molecules

For imaging application of single biomolecules, i.e., a single DNA string with a
lateral width of 4 nm and a height of 2 nm, one should fabricate near-field probe
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with high-resolution capability beyond 10 nm. Recently, we fabricated a specially
designed probe with metal–dielectric–metal coat for nanometer level resolving
NSOM and succeeded in obtaining c-mode NSOM image of deoxyribonucleic acid
(DNA) molecules [52].

7.4.1 Ag–MgF2–Al-Coated Fiber Probe

Figure 7.22a shows schematic image of fabricated probe with metal–dielectric–
metal coat. The probe consists of two tapered structures with the initial taper with a
cone angle of 62ı and a tapered apex region of with a cone angle of 30ı. We call this
tapered fiber a pencil-shaped probe. The method for fabricating the pencil-shaped
probe with metal–dielectric–metal coat involves two steps: first, sharpening of an
optical fiber into pencil-shaped structure method and, second, coating in a vacuum
evaporation unit.

7.4.1.1 Fabrication of a Pencil-Shaped Probe
The pencil-shaped probe with a cone angle of 30ı and an apex diameter less than
10 nm was fabricated with almost 100% based on selective etching of a multistep
index fiber with the GeO2-doped silica core, pure silica clad, and a F-doped silica
support. This fiber is specially designed and fabricated by VAD method to produce
pencil-shaped probes and triple-tapered probe. For details of the etching process,
refer to Appendix.

7.4.1.2 Ag–MgF2–Al Coating
The pencil-shaped probe is coated in a vacuum evaporation unit. The coating
consists of three layers with an inner thin coating of silver (Ag), middle layer of
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Fig. 7.22 (a) Ag–MgF2–Al-coated fiber probe. (b) Variation of the optical near-field intensity as
a function of the sample–probe distance
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magnesium fluoride (MgF2), and an outer aluminum coat. These materials were
chosen due to the following facts:
• The inner thin layer of Ag is mainly for enhancing the scattering efficiency of

the three-dimensionally localized near-field around the sample. Ag has a high
reflectivity at the region of the wavelength used and has a higher dielectric
constant than silica. Further, based on calculated results of Novotony et al. [46],
the field confinement for a tapered probe with a thin silver coating is highly
concentrated in both the lateral and vertical or z-directions. The field confinement
of the Ag–MgF2–Al-coated probe in the z-direction could be inferred directly
from Fig. 7.22b, which indicates strong near-field intensity enhancement very
close to the sample surface.

• The middle layer of MgF2 has a lower refractive index of 1:3 compared with
1:5 of the sharpened core and forms an efficient clad. It not only protects the
deterioration of the inner layer of silver on exposure to air but also plays some
role in suppressing the propagating light. Based on experimental experience,
adding of MgF2 improves the scattering efficiency of the probe and also
robustness of the probe due to its soft nature.

• The outer Al coating with a fairly thick thickness of 200 nm in comparison with
the skin depth which is a few tens of nanometers is coated in order to suppress
background unwanted scattered light.

7.4.2 Sample Preparation

The double-stranded plasmid DNA with a ring structure (puc 18 and 2868 base
pairs) has been used as the sample. It was diluted with distilled water to a final
concentration of 5 ng/�L. A quantity of 2�L of this was dropped onto the center of
a wet-treated sapphire substrate with an ultrasmooth surface. Next the wet-treated
surface was blow-dried with compressed air on it.

The sapphire substrate was produced with an epitaxial growth method [55],
which is stable both in air and in water for a considerable duration. The surface has
a staircase-like step structure whose step height and terrace width can be carefully
controlled. As the sapphire surface itself is hydrophobic, it is necessary to make
it hydrophilic for a stronger adsorption of organic DNA to the surface. For this
purpose, the sapphire surface was treated with a sodium diphosphate solution with
a concentration of 0:5mol/L for a few minutes and then was rinsed with distilled
water. After dried in air, the DNA solution was dropped.

7.4.3 DNA Images

Figure 7.21a shows a atomic force topographic image of the DNA sample [55]. The
bright ring structures correspond to DNA molecules. The observed width of a single
strand, as indicated by open arrows, is estimated to be around 10 nm.
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The experimental system of c-mode as appeared in Fig. 7.13 was used for near-
field optical imaging of single DNA molecules. The DNA sample is mounted on the
prism, and optical near field is sensitively picked up by the Ag–MgF2–Al-coated
probe. Figure 7.21b shows the c-mode NSOM image, obtained under near-field
optical intensity feedback control. The pixel size is 5 � 5 nm. The arrows at the
top left hand of the figure indicate the propagation k and electric field E vectors of
the incident light with the 680-nm wavelength. The coiled loop and single-strand of
DNA are observed in this figure. The FWHM of the intensity variation at the portion,
as indicated by the line, is around 20 nm. Figure 7.21c shows the magnified view of
the single strands DNA. The pixel size is 2 � 2 nm. The FWHM, as indicated by
the arrows, is about 4 nm. This nanometric spatial resolution attributes to the special
care taken during preparation of the sample and of the probe to avoid unwanted
scattered light.

We tried to obtain near-field optical images of DNA molecules by employing the
protrusion-type probe with a foot diameter of 30 nm. However, successful results
could not be obtained. The metal–dielectric–metal-coated probe tip with a layer of
thin silver coating acts as a scattering probe much more sensitive than a dielectric
tip protruding from metal.

7.5 Apertured Probes for Near-Field Imaging of
Dye-Doped Samples

In investigating biological samples with i-mode NSOM, it is an effective method of
enhancing the optical contrast to attach the sample with absorbing and fluorescing
dye labels. For high-resolution imaging of a dye-labeled sample, one has to
fabricate the apertured probe with aperture diameter of a few tens nanometers.
Uma Maheswari et al. produced a fiber probe with an aperture diameter of around
15 nm and obtained near-field image of dye-labeled neurons of rats with an i-mode
system under the shear-force feedback control. Figure 7.23 shows the schematic
illustration of the used i-mode system. Here, the light from an argon ion laser
with the 488-nm wavelength is coupled into the fiber probe to generate a localized
optical near field around the apex region of the probe. The sample is mounted on
the xyz piezo stage. As approaching the sample surface very close to the apex of
the probe, the optical near field generated around the probe is scattered and detected
by the sample fine structures. The scattered light is detected by a photomultiplier
tube through collection optics such as the objective lens with a high numerical
aperture. To regulate the sample–probe distance, shear-force feedback system is
added, consisting of the 685-nm laser diode, dithering probe, and photodiode.

Figure 7.24a shows the schematic illustration of the fabricated probe. The
cone angle is 20ı. To fabricate the probe, a dispersion-compensating fiber was
consecutively etched in three BHFs with volume ratios of 1:7:1:1, 10:1:1, and
10:1:120, for 60, 75, and 2min, respectively, and then was metallized with 5-nm-
thick chromium and gold with a thickness of 120 nm by a vacuum evaporation unit.
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Figure 7.24b shows the i-mode near-field image of neuron labeled with toluidine
blue. Here, the sample–probe distance is less than 50 nm. The wide dark arrows and
the bright arrow correspond to the neural process and the cell body, respectively.
Before this imaging, the metal covering the top region of the probe, enclosed by
the dotted rectangular in Fig. 7.21a, was removed away by rubbing with the sample
substrate under shear-force feedback control. As shown in Fig. 7.24c, the shear-
force topographic variation is monotonous. Figure 7.24d shows i-mode near-field
image of the magnified region, as shown indicated by the long dark arrow, in the
neural process in Fig. 7.24b. The fringe-like structures are seen in the near-field
image of Fig. 7.24d, however not appeared in topographic image. This shows that
the fringe-like structure labeled with toluidine blue lies just underneath the cell
membrane on the surface. The structures are identified as microtubules, which
are the main constituent elements of the neural process. The FWHM of near-
field intensity variation at the portion, as indicated by the line in Fig. 7.24d, is
estimated to be 26 nm, which agrees with the typical diameter of 25 nm of a single
microtubule.

Recently, another apertured probe with a large cone angle, i.e., 50–90ı, has been
chosen for performing i-mode and i-c mode imaging applications including single
dye molecules detection because the probe has a much higher throughput than
the tapered probe as shown in Fig. 7.21a. Hosaka et al. [12] fabricated a double-
tapered probe [39] with a cone angle of 90ı and an aperture diameter of a few
tens nanometers and succeeded in obtaining near-field fluorescence imaging of dye
molecules with a high resolution of around 10 nm. Figure 7.23 shows the near-field
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Fig. 7.24 (a) AFM image and (b) and (c) near-field optical images of a DNA sample, obtained
with c-mode NSOM employing the fiber probe in Fig. 7.25a

fluorescence image of single Rhodamine 6G molecules dispersed on the quarts glass
at 700˙ 20 nm. In this experiment, the dye was excited by a He–Ne laser with the
633-nm wavelength. The bright spots correspond to emitting single dye molecules.
The estimated resolution is around 10 nm. Details of the double-tapered probe are
discussed in Sect. 7.5.
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Fig. 7.25 Scanning electron
micrographs of (a) a pulled
and etched probe and (b) its
magnified view

7.6 Double-Tapered Fiber Probe and Spectroscopic
Applications

NSOM is a powerful tool for studying semiconductor devices with submicron- and
nanometer-sized structures by the imaging and spectroscopy. For photolumines-
cence investigation of a semiconductor device, i-c mode NSOM whose resolution
is not affected by carrier diffusion effect should be chosen. In i-c mode NSOM
(Fig. 7.1c), the sample is effectively excited by optical near field generated around
the probe in the i-mode fashion, and the near-field photoluminescence of the
sample is scattered by the probe in the c-mode fashion. To perform imaging
and spectroscopic applications by illumination-collection hybrid mode NSOM,
high-throughput probes must be fabricated. Saiki et al. [39] have developed a
double-tapered probe with the high throughput and have performed spectroscopic
study of semiconductor devices by i-mode NSOM and i-c mode NSOM employing
the probes. In this section, double-tapered probe and spectroscopic applications are
described.

7.6.1 Double-Tapered Probe

Figure 7.26a, b shows the cross-sectional profiles of the protrusion-type double-
tapered probe and apertured-type double-tapered probe. Here, �1 and �2 (<�1) are
the cone angles of the first and second taper, respectively. � is the cross-sectional
diameter which agrees with the optical wavelength in the core. dB is the base
diameter of the first taper, which is larger than the wavelength size �, and d and
df are the apex and foot diameters of the protrusion, respectively.

As discussed in Sect. 7.3.6, the first cone angle of the double-tapered probe has
to be increased to enhance the throughput of the probe. Since the light entering
the tapered core is strongly attenuated by metal film in the subwavelength cross-
sectional portion, by making the base diameter the value of � or more, the
double-tapered probe with the first cone angle of 90ı has transmission coefficient
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Fig. 7.26 Schematic cross-sectional profiles of double-tapered probes with a protruding tip from
metal and with (b) an aperture. �1 and �2, cone angles of the first and second tapers, respectively;
d , apex diameter; df, foot diameter in (a) and aperture diameter in (b); dB, base diameter of the
first taper; �, optical wavelength in the core; L, length of the lossy part between the cross-sectional
diameters of � and df

as high as the tsingle-tapered probe with a cone angle of 90ı. Based on FDTD
simulation [28], the double-tapered probe can have collection efficiency higher than
the single-tapered probe. The double-tapered structure is suitable for coupling the
scattered light into the core.

7.6.1.1 Forming a Double-Tapered Tip
The method for fabricating the probe involves two steps: (A) controlling the clad di-
ameter and forming the first taper and (B) forming thesecond taper,which arebased on
selective etching as described in Sect.7.2.3. Figure 7.27a shows the method schemat-
ically. In step A, by immersing the fiber in BHF with XA:1:1 (where XA > 1:7),
the core is protruded from the clad with the cone angle �1 represented by

sin
�1

2
D R1A

R2A
: (7.8)

In step B, immersing the fiber in BHF with 10:1:1, the core is tapered with cone
angles of �1 and �2, where

sin
�2

2
D R1B

R2B
: (7.9)

The base diameter dB is represented by

dB D 2r1.1 � TB

�
/ .TB < �/ ; (7.10)

which is controlled by varying the etching time TC. Here, � is defined by Eq. 7.4.
The clad diameterD is given by Eq. 7.7.
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Fig. 7.27 (a) Etching method for fabricating a double-tapered probe. The fiber is consecutively
etched in buffered HF with volume ratios of XA:1:1 (1:7 < XA < 10) and 10:1:1 in steps A and B,
respectively. Here, 2r1 and 2r2 are the core and clad diameters, respectively. �1 and �2 are the first
and second cone angles of the double-tapered probe. SEM micrographs of (b) a double-tapered
core and (c) the magnified top region. �1 D 90ı; �2 D 20ı; dB D 500 nm

Table 7.4 Conditions for
fabricating a probe as in
Fig. 7.27

Step Volume ratio of BHF Etching time (min)
A 1:8:1:1 70

B 10:1:1 40

In actual conditions as shown in Table 7.4, a probe with a double-tapered core
with cone angles of �1 D 90ı and �2 D 20ı and a base diameter of dB D 500 nm
was obtained. Figure 7.27b, c shows SEM micrographs of the tapered core region
of a double-tapered probe and its magnified top region.
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7.6.2 Near-Field Photoluminescence Image of Lateral p–n
Junctions Obtained with the i-c mode NSOM

With NSOM employing double-tapered probe, Saiki et al. [38] investigated a GaAs-
based lateral p–n junction and obtained its near-field photoluminescence image with
i-c mode NSOM. Figure 7.28a, b shows the schematic illustrations of the double-
tapered probe and experimental setup of the i-c mode NSOM, respectively. Here,
the probe was produced based on selective resin coating. The foot diameter and
cone angle of the double-tapered probe are 200 nm and 50ı, respectively. The GaAs
sample is fixed on the inclined substrate to avoid the bumpy sample surface with the
edge of the metallized clad at scanning. The sample is excited by laser light with
633 nm through the double-tapered probe. The laser power coupled into the fiber
is 0:5mW. The sample–probe distance was controlled by the shear-force feedback
technique to scan the sample. The sample is fabricated by growing a silicon-doped
GaAs layer on a semi-insulating GaAs (111)A substrate with (311)A slopes [40].
The thickness of the silicon-doped layer is around 1�m.

Figure 7.29a, b shows the shear-force topographic image and near-field photo-
luminescence image, which were simultaneously obtained. Because photoexcited
electrons and holes are separated and drifted by the internal electric field in the upper
and lower junctions, the emission intensity is lower than those of the other regions
as seen in Fig. 7.29b. Further, in the lower junction region, some bright portions
where the photoluminescence intensity increased locally are observed. From the
intensity variation in this region, the spatial resolution is estimated to be 200 nm
or less. Recently, near-field photoluminescence images of single GaAs dots and a
GaNAs layer have been obtained with i-c mode NSOM employing double-tapered
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Fig. 7.28 Schematic illustrations of (a) a double-tapered probe and (b) a i-c mode NSOM for
investigating the lateral p–n junction
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Fig. 7.29 (a) Shear-force
topographic and (b) i-c mode
NSOM images of the GaAs
lateral p–n junction

probe with an aperture diameter of 20–30 nm, and the resolution of 20–30nm has
been achieved. For details of these works, refer to Saiki [37].

7.6.3 Near-Field Raman Spectroscopy of Polydiacetylene

With i-mode NSOM employing the double-tapered probe with an aperture diameter
of 100 nm, Narita et al. [29] succeeded in obtaining two-dimensional mapping of
Raman signal features of a tabular polydiacetylene single crystal. The sample was
excited by 532-nm Nd:YAG laser with a power of 10 nW. The near-field Raman
spectrum was measured at 10 � 10 points in a portion with an area of 1 � 1�m.
Figure 7.30a shows a near-field Raman spectrum of polydiacetylene. Here, two
Raman peaks L and S are observed at 1,457 and 1,520 cm�1, which relate the
C=C bond and reflect the difference in the number of successive cis-bond. Peaks
L and S are originated from longer successive bond and shorter ones, respectively.
Figure 7.30b shows two-dimensional mapping of the relative Raman intensity of
peak S at 1,520 nm to peak L at 1,457 nm.
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Fig. 7.30 (a) Near-field Raman spectrum of a tabular polydiacetylene single crystal.
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7.7 Pure Silica Core Fiber Probes and Ultraviolet Applications

Using GeO2-doped fibers such as the dispersion-compensating fiber and the double-
clad fiber, one can fabricate the near-field probes as appeared in Figs. 7.15a, 7.19a,
7.22a, 7.25a, 7.28a, 7.31a, and 7.32a and carry out NSOM applications in the visible
and infrared regions. However, it is difficult to employ such probes for ultraviolet
(UV) near-field optical microscopy applications because the GeO2-doped silica fiber
has the strong guiding loss based on the Rayleigh scattering and moreover has
UV absorption, luminescence, and Raman scattering which are originated from
defects of GeO2. In order to overcome this difficulty and to realize UV-NSOM,
we have proposed fiber probes with the pure silica core. Figure 7.33 shows optical
transmission spectrums of a GeO2-doped fiber with an index difference of 1% and
a fiber with the pure silica core and the fluorine-doped clad. It is found that the
pure silica fiber probe has high transmittance in a wide region from near UV to near
infrared. To realize pure silica fiber probes, we have developed methods to fabricate
the following pure silica core probes:
• Single-tapered probe with a large cone angle of 120ı
• Pulled and etched probe with the tapered core and clad [16]
• UV triple-tapered fiber probe [25]
as schematically shown in Fig. 7.34a–c, respectively. The single-tapered fiber is
fabricated by immersing a 1,300-nm pure silica fiber (PSF) (Sumitomo, PS1) with
a core diameter of 10�m in a BHF as described in Sect. 7.2.3. Figure 7.35 shows a
scanning electron micrograph of the single-tapered fiber with the pure silica core and
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Fig. 7.31 (a) Cross-sectional illustration of the fabricated metallized fiber by the vacuum
evaporation method. Its top region enclosed by the dotted rectangular was removed away by
rubbing with the substrate under shear-force feedback control before the near-field imaging. (b)
Shear-force topographic image of neurons of rats. The magnified view of (c) shear-force image
and (d) i-mode NSOM images of the same area

a cone angle of 120ı. We have tried to develop UV single-mode fibers with a cutoff
wavelength less than 400 nm in order to fabricate UV single-tapered fiber. Details
of these fibers will be discussed elsewhere. Using the pulled and etched probe and
triple-tapered probe, we have obtained UV near-field photoluminescence images of
polysilane and near-field Raman spectrum of silicon crystal. In the following, triple-
tapered probe and pulled and etched probe are described.



7 Near-Field Optical Fiber Probes and the Applications I 315

100 nm

10º

2μm

90º

20 nm

Clad

Core

a b

Fig. 7.32 (a) Schematic illustration of the double-tapered probe with a cone angle of 90ı . (b)
i-c mode near-field fluorescence image of single Rhodamine 6G molecules dispersed on a quarts
substrate at 700˙ 20 nm

Fig. 7.33 Optical
transmission spectrums of a
GeO2-doped core fiber with a
refractive index difference of
1% (dotted line) and a pure
silica core fiber (solid line) Wavelength (nm)
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Fig. 7.34 Pure silica core probes with (a) the conical core protruded from the flat clad end,
(b) tapered clad and core, and (c) triple-taper structure
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Fig. 7.35 Scanning electron
micrograph of a tapered fiber
with the pure silica core,
obtained by immersing a
1,300-nm fiber with a core
diameter of 10� for 240min
in a BHF with a volume ratio
of 10:1:1. The cone angle
is 120ı

7.7.1 UV Triple-Tapered Probe

To fabricate a UV triple-tapered fiber probe, we newly developed a UV multistep
index fiber [25] with the double core involving a subwavelength core and a pure
silica core. In the following text, this fiber is called a double-core fiber. For triple-
tapered probes with the GeO2-doped core, refer to Appendix.

7.7.1.1 Fabrication of UV Triple-Tapered Probe Based on Selective
Etching of a Double-Core Fiber

The inset in Fig. 7.36 shows the index difference profile of the double-core fiber.
The diameters of Sects. 7.1–7.5 are 100 nm, 2:9, 40, 42, and 125�m, respectively.
Sections 7.3–7.5 correspond to the clad region. Sections 7.3 and 7.5 are made of low
fluorine-doped silica with an index difference of �0:35%. Section 7.4 is made of
the high fluorine-doped silica with an index difference of �0:94%. The core region
consists of Sects. 7.1 and 7.2, which are made of GeO2-doped silica and pure silica,
respectively. The index difference of Sects. 7.1 and 7.2 is estimated to be around
0:7%. The diameter of Sect.7.1 is only 100 nm. Since 99:9% cross-sectional area of
the core region is occupied by the pure silica, the double-core fiber has transmittance
as high as that of the pure silica fiber as shown in Fig. 7.33.

To fabricate this double-core fiber, we fabricated a preform glass rod by a
combination of vapor-phase axial deposition and plasma-activated chemical vapor
deposition and then drew the 125-�m-diameter fiber by heating the preform.
Table 7.5 summarizes parameters for drawing the fiber.

As shown in Fig. 7.36, the double-core fiber is tapered by a selective etching
method, which involves three steps: (A) hollowing of Sects. 7.1 and 7.4, (B) tapering
of Sects. 7.2 and 7.3, and (C) sharpening of Sect. 7.1. Here, a BHF with a volume
ratio of NH4F solution (40%): HF acid (50%): H2O is denoted asX :1:1. The values
of X in steps A–C are XA D 0:6, XB D 1:7, and XC D 10, respectively.
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(A) Etching in a BHF with a volume ratio of
      40%NH4F : 50%HF : H2O = XA:1:1 (XA<1.7)

(B) Etching in a BHF with 1.7:1:1

(C) Etching in a BHF
      with 10:1:1

245 2 3 4 5

Fig. 7.36 Etching process to fabricate a triple-tapered probe. The inset shows the cross-sectional
profile of the relative refractive index difference �n of a multistep index fiber produced to fabricate
the probe

Figure 7.37a, b show, scanning electron micrographs of the fabricated triple-
tapered probe and its top region, respectively. The probe has an apex diameter
of less than 10 nm. The values of the base diameters of dB1 and dB2 are 100 nm
and 2�m, respectively. The first cone angle �1, the second cone angle �2, and
the third cone angle �3 are 60ı (˙1ı), 120ı (˙1ı), and 60ı (˙1ı), respec-
tively. Table 7.6 summarizes parameters of the etching process for fabricating the
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Table 7.5 Parameters for
drawing process to produce
the double-core fiber

Drawing speed 150m/s
Temperature 2,106 ıC
Drawing tension 75 g
Clad diameter of the preform glass rod 25:5mm
Clad diameter of the drawn fiber 125 �m

Fig. 7.37 Cross-sectional
profile of the index difference
�n of a multistep index fiber
produced to fabricate the
probe. SEM micrographs of
(a) a triple-tapered probe and
(b) its magnified apex region.
�1 D 60ı; �2 D 120ı;
�3 D 60ı; d < 10 nm

1µm

100 nmGeO2-SiO2

a

b

Pure silica core

Table 7.6 Parameters of
etching process for
fabricating the triple-tapered
probe

Step
Volume ratio
of BHF

Etching
time (min)

Temperature
(ıC)

A 0:6:1:1 40 25

B 1:7:1:1 20 25

C 10:1:1 10 25

probe of Fig. 7.37a. After the etching, the triple-tapered probe was coated with the
200-nm-thick aluminum film by vacuum evaporation method.

7.7.2 UV Near-Field Photoluminescence Images of Polysilane

To demonstrate the UV triple-tapered probe, we performed UV near-field photo-
luminescence imaging of polysilanes, which can be regarded as quantum wires
based on silicon and are expected to be applied to the UV-light-emitting device. By
changing the conformation of the silicon backbones, the optical properties can be
controlled. Figure 7.38a, b shows absorption (dotted curves) and photoluminescence
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Fig. 7.38 Absorption (dotted curves) and photoluminescence (solid curves) spectrums of polydi-
hexylsilane (PDHS) and n-decyl-(s)-2-methylbutyl silane (chiral-PS), respectively. These polysi-
lanes have different backbone structures called transplanar and 7/3 helical, respectively

Fig. 7.39 Schematic
diagram of the experimental
setup for UV spectroscopic
applications. Here, the
photon-counting detection is
performed at i-mode NSOM
imaging. The spectrum of the
sample is obtained by using
the CCD camera and
monochromator
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Fiber

Band pass
filter

Polydihexylsilane aggregates
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Ar+ laser (351nm)
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Shear-force microscopy
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(solid curves) spectrums of two polysilanes named polydihexylsilane (PDHS)
and n-decyl-(s)-2-methylbutyl silane (chiral-PS), respectively. They have different
backbone structures called trans-planar and 7/3 helical, respectively. For the first
UV photoluminescence imaging, PDHS was chosen, which has absorption and
photoluminescence peaks at 370 and 380 nm, respectively. The quantum efficiency
is evaluated to be 5%. PDHS was fixed on a glass substrate. Figure 7.39 shows
schematic diagram of the i-mode UV-NSOM employing the triple-tapered probe.
Here, an argon ion laser with the 351-nm wavelength is coupled into the fiber
probe, and the UV optical near field generated around the probe excites the sample.
Photoluminescence of PDHS is collected by an objective lens or silica ball lens.
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Fig. 7.40 (a) Triple-tapered fiber probe with a pure silica core and (b) UV near-field photolu-
mienscnece image of transplanar-type polydihexylsilane obtained with i-mode NSOM and probe
as shown in (a) and (b), respectively. The top region of the probe, surrounded by the dotted
rectangular in (b), was removed away before the imaging

52nma b
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Fig. 7.41 (a) Topographic image and (b) i-mode near-field photoluminescence image of chiral-PS
molecules at 325 nm

The triple-tapered probe has three cone angles of 60ı, 120ı, and 60ı as shown in
Fig. 7.40a. Figure 7.40b shows a UV near-field photoluminescence image of PDHS
at 380 nm. The FWHM of the bright portion is estimated to be around 100 nm.
Such near-field signal could not be detected through double-tapered probes with the
GeO2-doped core due to background originated from the luminescence of the core.

Next, by applying the above-described UV-NSOM technique to chiral-PS, we
succeeded in obtaining i-mode near-field photoluminescence image of chiral-PS
molecules dispersed on ultra-flat sapphire substrate. Figure 7.41a shows topographic
image of chiral-PS. The height of the observed fibril-like structure is 7–50 nm.
Since the diameter of chiral-PS molecules has been estimated to be around 1 nm,
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we guess the fibril-like structures are constructed by several molecules. Figure 7.41b
shows UV near-field photoluminescence image of chiral-PS molecules at 325 nm
in the same area as Fig. 7.41a. For the excitation of the sample, UV light with a
wavelength of 300 nm is used. The achieved spatial resolution is around 60 nm. The
used probe was UV triple-tapered probe with a small core diameter of around 2�m.
It was fabricated based on selective etching of a new double-core fiber, which was
produced by only vapor-phase axial deposition. Details of this fiber will be discussed
elsewhere.

7.7.2.1 Near-Field Raman Spectroscopy of Silicon Crystal
Near-field Raman spectroscopy of silicon is expected to analyze silicon-based
electronic devices. The Raman signal of silicon has a rather weaker scattering
efficiency and a smaller wavenumber than that of polydiacetylene and competes
with the background signal of Raman scattering from the GeO2-doped silica core.
To suppress the background, a fiber probe with a pure silica core should be used.
The background of the probe is suppressed to less than 10 % compared with that of
a double-tapered probe.

Figure 7.42 shows a near-field Raman spectrum of a silicon crystal, obtained
by i-mode NSOM employing the triple-tapered probe with an aperture diameter of
100 nm. A sharp peak from silicon is clearly seen at 520 cm�1. The broad signal
around 400 cm�1 corresponds to the Raman scattering from the SiO2 core. It is
found that the fiber probe is very effective in suppressing the background originated
from GeO2.
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Fig. 7.42 Near-field Raman spectrum of a silicon crystal obtained by an aluminized fiber probe
with a pure silica core and an aperture diameter of 100 nm
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7.7.3 Fabrication of a Pure Silica Fiber Probe by
Pulling and Etching

Among commercial single-mode fibers, only 1:3-�m fiber (PSF) with a pure silica
core has a high transmittance at near UV. We developed a new method of tapering a
1:3-�m PSF based on combination of pulling and etching. The method involves two
steps: (A) heating and pulling the fiber by a micropipette puller and (B) etching the
fiber in buffered hydrogen fluoride solution as shown schematically in Fig. 7.43a.
Figure 7.43b shows the magnified top region of the tapered shape formed by
step B. Here, � and 2r1E are the cone angle in the apex region of the fiber and
the reduced core diameter at the end of the tapered core, respectively. Figure 7.43c
shows the cross-sectional profile of the tapered probe obtained by increasing the
etching time in step B. Details of this profile are discussed later. The fabricated
tapered fiber has the tapered shape and the magnified top region as seen in scanning
electron micrographs of Fig. 7.44a, b, respectively. Figure 7.44c, d corresponds to

2r1E(=1µm) dB (=1µm)

qB2

q
qB1

2

b c

Heat Heat

Cladding
(F-SiO2)

Puller
bar

Core
(SiO2)

Micropipette puller with a CO2 laser

a

F-SiO2
(Cladding)

SiO
(Core)2

(A) (B)

2r2 (=125µm)

2r1 (=10µm)

Fig. 7.43 (a) Method for fabricating a tapered fiber with the pure silica core. (b) Cross-sectional
profile of the top of the fiber formed by step A in (a). r1E, reduced core diameter at the end of the
tapered core; �B1 and �B2, cone angles of the core and clad, respectively. (c) Cross-sectional profile
obtained by increasing the etching time in step B
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Fig. 7.44 Scanning electron micrographs of (a) the pulled and etched probe with the pure silica
core and (b) its magnified top region. (c) and (d) The magnified apex regions as indicated by the
squares in the figure (b) and (c), respectively. The cone angle and apex diameter are 65ı and 20 nm,
respectively

the magnified view of regions indicated by squares in b and c, respectively. The
cone angle and the apex diameter are � D 65ı and 10–20nm, respectively. By
investigating 20 fiber samples, we obtained 80% reproducibility for a cone angle
� D 60ı (˙5ı) and an apex diameter of 10–20 nm. We now describe the method for
producing this pure silica core fiber.

In step A, a PSF with core diameter of 10�m, a clad diameter of 125�m, and an
index difference of �0:3% was heated and pulled by a micropipette puller (Sutter
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Table 7.7 Parameters of the
puller for a pure silica core
fiber

Heat H, CO2 laser power 350
Filament F , length of the fiber scanned with
the laser beam

0

Velocity V , velocity of the puller bar at the
end of the heating time

1

Delay D, delay time between the heating and
pulling

130

Pull P , strength of pull 150

Instrument, P-2000) combined with a CO2 laser. This puller has been mechanically
adjusted to fabricate a micropipette with a diameter of 1mm. To pull the fiber, the
two puller bars were exchanged to optional ones on which a 125-�m bare fiber can
be attached. In our case, to produce a probe with a bare-portion length as small
as 1 cm, a plastic-coated portion of the fiber sample was carefully attached on one
bar, and a bare portion was fixed to on another bar. The puller is adjusted with its
parameters shown in Table 7.7. Here, the heat parameter H .0�H�999/ decides
the CO2 laser power. The filament parameter F is the length of the fiber which is
scanned with the CO2 laser beam. The velocity parameter V .1�V�255/ shows
the velocity of the puller bar at the end of the heating time. The delay parameter
D .0�D�255/ represents the delay time between the end of the heating and the
beginning of the pulling (in millisecond units). The puller is mechanically adjusted
to make the delay zero at D D 125. The pull parameter P decides the pull strength
and is controlled in a region of 0�P�255. If step A is repeated using the same puller
and the same fiber, some of the parameters, such as H and D, may be changed to
fabricate a pulled fiber as seen in Fig. 7.44a.

In step B, the fiber was etched by immersing for 10min in a buffered hydrogen
fluoride solution (BHF) with a volume ratio of 40% NH4F aqueous solution:50%
HF acid:deionized water = 1:7:1:1. The temperature of the BHF was 25 ıC
(˙0.1 ıC). The fluorine-doped clad and the pure silica core have dissolution rates
of R1 D 6:6�m h�1 and R2 D 7:6�m h�1, respectively. The pulled and etched
probe with a few tens nanometers was obtained by stopping the etching before the
core was protruded from the fluoride-doped clad. The cone angle � is increased
by increasing the etching time T . In our experiments, the cone angles were 35ı
and 65ı for etching times of 5 and 10min, respectively. However, we could not
realize the pulled and etched probe with a reproducibility more than 80% due to the
mechanical misalignment of the puller.

On the other hand, once the core is exposed from fluorine-doped silica, the core
is selectively etched due to the difference of the dissolution rate R1 of the core and
the dissolution rateR2 of the clad (>R1). Then, the fiber has two cone angles of �B1

and �B2, as shown in Fig. 7.43c, where dB is the base diameter of the conical core,
with the angle �B1 given by

sin
�B1

2
D R1

R2
sin

�B2

2
: (7.11)
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Fig. 7.45 (a) Schematic
illustration of the probe
fabricated by pulling and
etching a commercial fiber
with the pure silica core, (b)
shear-force topographic
image, and (c) i-mode
near-field photoluminescence
images of polydihexylsilane
aggregates at 380 nm

The pulled and etched probe as shown in Fig. 7.25a was fabricated by selective
etching and has a GeO2 tip protruding from silica clad. In the case of using a PSF,
the cross section of the apex region was elliptical, with a longer principal diameter
of around 200 nm. Therefore, we could not employ the selectively etched PSF as
a probe. The value of dB is equal to the reduced core diameter 2r1E of the fiber as
shown in Fig. 7.43a. The reduced core diameter is estimated to be 2�m from an
SEM image of selectively etched fibers which were immersed in BHF with 1:7:1:1
for times longer than 10min. It is straightforward to obtain a minimum ratio of
r1E=r1 D 1=5.

Employing the fabricated probe with a design of Fig. 7.45a, i-mode near -field
photoluminescence imaging of polydihexylsilane were performed. The shear-force
topographic and 380 nm-photoluminescence images are shown in the Fig.7.45b and
c, respectively.

7.7.3.1 UV Application Performed with i-mode NSOM Employing a
Pulled and Etched Probe

The pure silica-tapered probes were aluminized by vacuum evaporation method
and applied to UV near-field photoluminescence image of polydihexylsilane.
Figure 7.46a, b shows shear-force topographic image and near-field photolumines-
cence image at 380 nm. In Figure 7.46b, the value of FWHM of the bright portion
as indicated by the arrow is estimated to be around 100 nm. The background signal
in the dark region is almost zero in contrast to the maximum counting rate of
the photoluminescence signal. Since the pulled and etched fiber can be fabricated
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Fig. 7.46 (a) Cross-sectional profiles of the single-tapered probe and (b) the triple-tapered probe;
� , cone angle of the tapered core; �, optical wavelength; L, length of the tapered core with the foot
diameter equal to �; tS, skin depth of the metal; �1, �2, and �3, cone angles of the first, second, and
third tapers, respectively; dB1 and dB2, base diameters of the first and second tapers, respectively;
L1, length of the first taper

by pulling and etching commercial fiber, the probe has been widely used as a
low-noise probe for near-field fluorescent imaging in a visible region [1] and UV
nanofabrication [34] based on photoenhanced chemical vapor deposition.

7.8 Outlook

The resolution capability and throughput of NSOM have been greatly improved
by employing application-oriented probes such as a double-tapered probe with an
aperture diameter of a few tens nanometers and a pure silica fiber probe, and various
imaging and spectroscopic applications have been successfully carried out. How-
ever, the techniques for mass-producing these probes are not yet established due to
the low reproducibility of the metallizing process for forming a nanometric aperture.
Further, single-mode fiber probes should be newly developed for some imaging
applications such as polarization measurements in ultraviolet and visible regions.
If these techniques are established, NSOM and related techniques will be further
used widely by many researchers and engineers. To realize the mass production of
near-field optical probes, the author has concentrated on the development of a novel
metallization technique based on size-dependent electroless plating [17, 21, 26, 41]
and on the fabrication of new single-mode fibers [42, 43].
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Appendix

Fabrication of Tapered Fibers Based on Hybrid Selective Etching of a
Double-Clad Fiber

The double-clad fiber [20] was developed for fabricating pencil-shaped probes
and triple-tapered probes. These probes can be fabricated with almost 100%
reproducibility based on selective etching. In this section, we describe the structure
of a triple-tapered probe and design/fabrication of the fiber.

Triple-Tapered Probe
Figure 7.46a, b shows cross-sectional profiles of the single-tapered probe and triple-
tapered probe. In a, � is the cone angle and � is the optical wavelength in the fiber.
In b, L is defined as the length of the portion with a cross-sectional diameter of �
to the apex. L1 is the length of the first taper; �1, �2, and �3 are the cone angles
of the first, second, and third tapers, respectively; and dB1 and dB2 are the base
diameters of the first and second tapers, respectively. As described in Sect. 7.3.6,
the light entering in the single-tapered probe is strongly attenuated by metal from
the portion with diameter � to the apex. To reduce the attenuation, the length L
must be decreased by increasing the cone angle. In the case of fabricating the
tapered probe with a large cone angle, i.e., 120ı, one must accept the limited
resolution affected by optical leaking out of the metal around the apex region of
the probe. In the triple-tapered probe, we can decrease the lengthL by increasing �2
in order to enhance the throughput. Thus, the resolution capability is increased by
simultaneously decreasing the cone angle and decreasing the first taper length L1
to a few hundreds nanometers, which corresponds to several times the skin depth of
metal.

Selective Etching of a Double-Clad Fiber

Figure 7.47a shows the cross-sectional profile of the index difference of the double-
clad fiber. Here, the fiber involves three sections: (1) a GeO2-doped silica core, (2)
a pure silica clad, and (3) a fluorine-doped silica support. The index difference of
Sects. 7.1 and 7.3 with respect to Sect.7.2 are 1:2 and�0:7%, respectively. The radii
of Sects. 7.1–7.3 are r1 D 0:65�m, r2 D 13:5�m, and r3 D 62:5�m, respectively.
Figure 7.47b shows a schematic diagram of the etching process consisting of three
steps: A–C. By defining the dissolution rate of section i in step j as Rij (where
i = 1, 2, 3; j = A, B, C), the relative dissolution rates Rij =R3j are represented
by Fig. 7.47c. As described in Sect. 7.2.3, the relative dissolution rate of GeO2-
doped glass to pure silica glass depends on the concentration of buffered HF mixed
with a volume ratio of 40% NH4F sol.:50% HF acid:H2O =X :1:Y . We now use
1:7:1:1, 10:1:1, and 1:7:1:5, in which the dissolution rates of Sects. 7.1 and 7.2 are
experimentally found to satisfy the relation
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Fig. 7.47 (a) Cross-sectional
profile of the index difference
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GeO2-doped silica core; r2,
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method for fabricating
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R1B

R2B
D 0:29 < R1A

R2A
D 1:0 < R1C

R2C
D 1:48 : (7.12)

On the other hand, the relative dissolution rate of the fluorine-doped section to the
pure silica section is approximately fixed for the concentration of BHF. So,

R2j =R3j D 0:51 .j D A; B; C/ : (7.13)

We now discuss the etching process using 1:7:1:1, 10:1:1, and 1:7:1:5 in steps A–C,
respectively.

In step A, the fiber is tapered to an angle of �A represented by

sin.�A=2/ D R2j =R3j .where j D A; B; C/ : (7.14)
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If the fiber diameter is equal to Œ2r2� after step A, the etching time TA is
represented by

TA D .r3 � r2/=R3A : (7.15)

The tapered fiber will have an apex diameter smaller than 2r1 if TA��A, where �A

is the time required to make an apex diameter of 2r1 and is

�A D r2 � r1
R3A

s
R2A CR3A

R3A � R2A
: (7.16)

Thus, it is straightforward to find that the radius r2 of Sect. 7.2 must be smaller than
the critical radius r2P expressed as

r2P D r3 C ��r1
1C � ; where � D

s
R2A=R3A C 1
1� R2A=R3A

: (7.17)

In step B, Sect. 7.1 is sharpened with a different angle �B, given by

sin.�B=2/ D R1B=R3B : (7.18)

We obtain pencil-shaped probes with zero apex diameter and cone angles �A and �B

when the etching time TB is larger than �B, expressed as

�B D r1

R1B

s
R1B CR3B

R3B � R1B
: (7.19)

Further, to obtain a triple-tapered probe, we perform step C, when the largest cone
angle �C2 is given by

sin
�C2

2
D R1C

R3C
.where R1C > R2C/ : (7.20)

The cone angle �C1 is increased from �B by increasing the etching time TC and is
equal to �C2 at TC > �C, where �C is given by

�C D r1

R1C

s
R1C CR3C

R3C � R1C
: (7.21)

Therefore, we can obtain a triple-tapered probe and a pencil-shaped probe with a
cone angle �B D �C2 at 0 < TC < �C and TC > �C, respectively.

To obtain a cone angle �A as small as 62ı, the index difference of Sect. 7.3
is estimated from Eqs. 7.15 and 7.19 to be as high as 0:7%. To obtain a cutoff
wavelength of around 400 nm, Sect. 7.1 is tailored with an index difference of 1:2%
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Fig. 7.48 (a)–(c) SEM micrographs of a pencil-shaped probe, its magnified tapered core, and
its magnified apex region. �A D 62ı; �B D 17ı; d < 10 nm. (d) SEM micrograph of a triple-
tapered probe. �A D 62ı; �C1 D 50ı; �C2 D 85ı. (e) SEM micrograph of a pencil-shaped probe.
�A D 62ı; �B D 85ı

and a core radius of r1 D 0:65�m. Then we obtain an estimated value of �A D 17ı
from Eqs. 7.13 and 7.19. Further, when the clad radius r3 is a standard value of
62:5�m, we obtain a critical radius of r2P D 23�m from Eqs. 7.14 and 7.18. We
make the radius r2 have a value of 13:5�m, which is smaller than the critical radius.

To realize the fiber as shown in Fig. 7.47a, we fabricated a perform glass rod by
vapor-phase axial deposition and drew the fiber. To suppress the diffusion of GeO2

and fluorine, the drawing tension should be as high as possible. However, in the case
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of drawing the fiber with a high tension of 60 g, we could not reproducibly cleave the
fiber to obtain a flat facet with a commercial fiber cleaver. We consider that the low
reproducibility can be attributed to the remaining stress between Sects. 7.2 and 7.3.
To suppress this remained stress, we kept a low tension of less than 28 g during the
drawing.

To demonstrate the tailoring capability of the different types of probes, we
actually performed the etching process using the fabricated fiber. We prepared 30
fiber samples with flat ends. The fibers were etched consecutively for TA D 40min
in a 1:7:1:1 solution and for TB D 20min in a 10:1:1 solution. We obtained a pencil-
shaped probe with a small cone angle for high resolution. Figure 7.48a–c shows
SEM micrographs of the probe, the magnified tapered core, and the magnified apex
region, respectively. Here, the apex diameter is less than 10 nm. The cone angles
are �A D 62ı and �B D 17ı, which agree with the estimated values from Eqs. 7.15
and 7.19.

Further, by etching the pencil-shaped probe in a 1:7:1:5 solution for TC D 2min,
we obtained a triple-tapered probe with high-resolution capability and high through-
put. Figure 7.48d shows an SEM micrograph of the triple-tapered probe. The probe
has three cone angles of �C1 D 50ı, �C2 D 85ı, and �A D 62ı and an apex diameter
of less than 10 nm. The two base diameters of tapers with �C1 D 50ı and �C2 D 85ı
are dB1 D 250 nm and dB2 D 1:28�m, respectively. At TC D 2:75min, we obtained
another type of pencil-shaped probe with a large angle of 85ı near the apex region
as shown in Fig. 7.48e. Figure 7.49a, b shows the dependencies of �B and �C2,
respectively, on the volume ratios of BHF. Here, 1:7:1:1, XB:1:1, and 1:7:1:YC are
used in steps A–C. The cone angles �B and �C2 are controlled by varying XB and
YC, respectively.
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Abstract
Recent developments in near-field optical microscopy have made it possible to
obtain optical images with nanometer-scale spatial resolution by scanning a fiber
probe with a subwavelength aperture [1]. In attempts to improve performance in
spatially resolved spectroscopy, a serious problem of the fiber probe is its low
throughput (in the case of illumination-modeoperation, the throughput is defined
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as the ratio of the output light power at the apex to the incident light power
coupled into the fiber). The essential cause of the low throughput is the guiding
loss along the metallized tapered core. Based on a mode analysis of the tapered
core, we review our work to realize high-throughput probes and the applications.

8.1 High-Throughput Probes

8.1.1 Mode Analysis in a Metallized Tapered Probe

Mode analysis has been carried out by approximating a tapered core as a concate-
nated cylindrical core with a metal cladding (see Fig. 8.1) [2].

Figure 8.2 shows the equivalent refractive indices of relevant modes as a function
of a core diameter D (at � D 830 nm), which is derived by a mode analysis for an
infinitely thick gold-coated core. Refractive indices of the glass and the gold used
for this derivation are 1:53 and 0:17C i5:2 [3], respectively. Definitions of the EH11

and HE11 modes in this figure are based on those in [2]. This figure shows that
the cutoff core diameter (Dc) of HE11 mode is as small as 30 nm while that of
the EH11 is 450 nm. It means that only the HE11 mode can excite the optical near
field efficiently in D < 100 nm. This figure also shows that, as D increases, the
equivalent refractive indices of the EH11 and HE11 modes approach the refractive
index of the core and that of a surface plasmon at the boundary between the plane
surface of semi-infinite gold and the air, respectively. It also means that the origin
of the EH11 and HE11 modes in a tapered core with metal cladding is the lowest
mode in the single-mode fiber and the surface plasmon, respectively. Thus, we call
the HE11 the HE-plasmon modes from now on.

Figure 8.3a–c shows the spatial distributions of the electric field intensities
of EH11, EH12, and HE-plasmon modes, respectively, for D D 3�m. Note the
localization of the electric field of the HE-plasmon mode at the boundary of the
core and metal cladding (Fig. 8.3c). Thus, the HE-plasmon mode should not be
easily excited in the conventional core because of its low coupling efficiency with
the lowest-order mode (HE11) guided through the optical fiber, owing to the mode
mismatch between the HE11 and HE-plasmon modes at the foot of the tapered core.
As a consequence, the throughput of the conventional fiber probe is very low.

Approximationa b
Metal

Metal

Core

Core

Fig. 8.1 (a) Metal-coated tapered core. (b) Concatenated cylindrical core
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The skin depth in the metal cladding has been estimated by considering the EH11

mode as a guided mode. Figure 8.4 shows the skin depth in the metal cladding as a
function ofD. Note that the light hardly leaks into the cladding. Furthermore, since
the imaginary part of the equivalent refractive index of the EH11 mode is smaller
than that of the HE-plasmon mode when D > 800 nm (see Fig. 8.2b), the EH11

mode should be excited whenD > 800 nm for increasing throughput. Based on this
calculation, we analyzed the characteristics of light propagation in a tapered probe
surrounded by an ideal metal in the next section.

8.1.2 Light Propagation in a Tapered Probe
with Ideal Metal Cladding

Light propagation analysis has been carried out by a staircase concatenation method.
This is based on the following assumptions: first, since the light hardly penetrates
the metal cladding in the large D region (see Fig. 8.4), the cladding is assumed to
be an ideal metal, i.e., the imaginary part of the refractive index is zero. Second,
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since the propagation mode is symmetrical in the single-mode optical fiber, only
symmetrical modes can exist inside this probe. By these assumptions, only TE1m
and TM1m modes can exist inside the probe, where m represents the order of mode
with respect to radial direction. For this analysis, the relevant modes are derived
for a dielectric core (n D 1:53) coated with an infinitely thick ideal metal.
Figure 8.5a–c shows the spatial distribution of electric field intensities of TE11,
TE12, and TM11 modes, respectively. Figure 8.5d shows the equivalent refractive
indices of these modes.

Using these modes, the spatial distribution of the electric field intensity was
calculated by a staircase concatenation method for a tapered probe with a cone
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Fig. 8.5 (a)–(c) Spatial distribution of the intensities of TE11, TE12, and TM11 modes, respec-
tively, in a dielectric core (n D 1:53) with an ideal metal cladding (� D 830 nm). The vector E in
these figures represents the direction of incident light polarization. (d) Equivalent refractive indices
of the three modes. Dc is the cutoff diameter

angle (˛) of 25ı. For this calculation, a Gaussian incident light beam with full
width at half maximum (FWHM) of 3�m is assumed, where the foot core diameter
is 3�m. Figure 8.6 represents the calculated result, which shows that the spatial
distribution of the electric field intensity goes through the progression “single peak
! double peak! triple peak! single peak.”

Figure 8.7 shows the intensity at the center of the core and the FWHM of the
central part as a function of D. It shows that the locally maximum electric field
intensities are realized at D D 1:47�m, 920 nm, and 315 nm and that the smallest
spots are realized at D D 1:47�m and 920 nm. Note that the minimum of FWHM
is as small as 175 nm (��=5) at D D 920 nm.

Figure 8.8 shows the calculated electric field intensity for relevant modes at the
center of the core. Note that all electric field intensities peak at each Dc due to
the resonance. Furthermore, as has been shown by Fig. 8.7, the FWHM takes its
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Fig. 8.6 Spatial distribution of electric-field intensity in a tapered probe with ˛ D 25ı calculated
by a staircase concatenation method. (a) D D 1:47 �m, (b) D D 1:06 �m, (c) D D 920 nm, and
(d) D D 315 nm

Fig. 8.7 Calculated electric
field intensity at the center of
the core and the FWHM of
the profiles given in Fig. 8.6.
Dc is the cutoff diameter
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minimum at each Dc except at D D Dc of the TE11 mode, where only the TE11
mode can exist. The decrease in the FWHM is due to the interference of the guided
modes inside the metallized tapered probe. Thus, we call these dependencies of
electric field intensity and FWHM on the core diameter D as the “interference
characteristics of the guided modes” from now on.
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Fig. 8.9 Probe-to-probe
method. LD laser diode, PD
photo diode, PMT
photomultiplier tube

PD

LD
(1.5μm)

Single mode
fiber

LD
(830nm)

λ/2 wave
plate

Lens

D

Input

D=100nm

Output

Metal

PCPMT

PZT

Isolator

PZT

8.1.3 Measurement of the Spatial Distribution
of Optical Near-Field Intensity in the Tapered Probe

High throughput and a small spot can be expected by optimizing the above-
mentioned interference characteristics of the guided modes. In this section, we
describe experimental results which show the validity to this expectation.

For this purpose, the optical near field generated on the apertured fiber probe was
observed by scanning another probe with D D 100 nm over the aperture to scatter
and detect the optical near field [4]. The experimental setup, i.e., probe-to-probe
method, is shown in Fig. 8.9, where the separation between the probes was kept
within several nanometers by shear-force techniques.

Linearly polarized light from a laser diode (830 nm) was coupled into the single-
tapered apertured probe, which was fabricated in the following three steps:
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Fig. 8.10 Spatial distribution of the optical near-field intensity in a conventional single-tapered
probe. (a)–(d) Are for a single-tapered probe with D D 2�m, 1:4�m, 900 nm, and 550 nm,
respectively. Image sizes are 1:5�1:5�m. Curves A, B, C, and D in (e) are cross-sectional profiles
along the dashed white line in (a), (b), (c), and (d), respectively

1. The GeO2-doped core with a diameter of 3�m was tapered with ˛ D 25ı by the
selective chemical etching technique [5].

2. The core was coated with 500-nm-thick gold film.
3. Since the core diameterD cannot be defined accurately by the angled evaporation

[6], the apex of the core was removed by a focused ion beam (FIB) to form a
definite aperture. The value of D was then determined from scanning electron
micrographic images.
Figure 8.10a–d shows the observed spatial distribution of the optical near-field

intensity with D of 2�m, 1:4�m, 900 nm, and 550 nm, respectively. Curves A,
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Fig. 8.12 Closed circles and
curve A represent the
measured relations between
the electric field intensity at
the center of the core and D.
Curve B is the calculated
result
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B, C, and D in Fig. 8.10e show the cross-sectional profiles along the dashed white
line in Fig. 8.10a–d, respectively. Note that the decrease in FWHM of the cross-
sectional profile is not monotonic with decreasing D and that the optical near-field
intensity at the center of the core peaks at D D 900 nm (curve C). Furthermore,
the spatial distribution of the electric field goes through the progression “double
peak! triple peak! single peak.” Note that the FWHM of curve C is as narrow
as 150 nm (<�=5). Curves A and B in Fig. 8.11 show the cross-sectional profiles of
the experimental and calculated results, respectively. Note that curve B is in good
agreement with curve A with respect to the FWHM of the main lobe, the position
of the side peak, and the ratio of side peak intensity to the central peak intensity.
In Fig. 8.12, the measured intensity at the center of the core is plotted as a function
ofD. This is in good agreement with calculated results with respect to the maximum
intensity aroundD D Dc (of TE12 mode).

In Fig. 8.13, the throughput is plotted as a function of D, where the throughput
is defined as (output power)/(input power coupled into the fiber). This figure shows
that the probe with D D 900 nm has throughput of 10%, 1;000 times that of the
probe with D D 150 nm. Using a fiber probe with D D Dc (of TE12 mode), we
obtained both high throughput (10%) and a small spot (150 nm). Because of the
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Fig. 8.13 Measured relation
between D and the
throughput for conventional
single-tapered apertured
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guiding loss along the metallized tapered core, the throughput decreases drastically
whenD < Dc (of the TE11 mode).

8.1.4 Further Increase in Throughput

We review our work on decreasing the minimum spot size by optimizing the
interference characteristics of the guided modes.

8.1.4.1 Triple-Tapered Probe with D D Dc (of TE11 Mode)
As described in the last part of Sect. 8.1.3, the intensity of the optical near field
does not peak at D D Dc (of TE11 mode) due to the guiding loss in the metallized
tapered probe with ˛ D 25ı. We describe here a new probe with short probe length
and with D D Dc (of TE11 mode), introducing a triple-tapered structure [7].

The triple-tapered probe was fabricated in five steps:
1. The GeO2-doped core was tapered with ˛ D 25ı by the selective chemical

etching technique [5].
2. To reduce the core diameter, the FIB was irradiated over the sharpened core

(Fig. 8.14a).
3. The first and second tapers of the core were formed by the chemical etching

technique. The foot diameter of second taper Df was 1:6 �m (Fig. 8.14b).
The length and apex diameter of the third tapers were 315 and 25 nm, respectively
(Fig. 8.14c). The cone angles of the second and third tapers were 30ı and 150ı,
respectively.

4. The core was coated with 300-nm-thick gold film.
5. The top of the third taper was removed by FIB to form an aperture.

Figure 8.14d shows an SEM image of a fabricated triple-tapered probe with
D D 60 nm. Since the length of the third taper (350 nm) is much less than that
of the single-tapered probe (5�m), a decrease in the propagation loss is expected.
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Fig. 8.14 SEM images of triple-tapered probe. (a) Results of step 2. (b) and (c) Profile of a triple-
tapered core formed by step 3 and a magnified image of the third taper, respectively. (d) Bird’s-eye
view of the probe after steps 5

In Fig. 8.15, the throughput is plotted as a function of D for a triple-tapered
probe and a conventional single-tapered probe. It shows that triple-tapered apertured
probes have 1;000 times the throughput of a single-tapered probe withD < 100 nm.
Such a drastic increase in throughput of a triple-tapered probe is a consequence
of the efficient excitation of an HE-plasmon mode. The efficient excitation of the
HE-plasmon mode is attributed to the drastic change in the shape of the probe at
D D Dc (of the TE11 mode).
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Fig. 8.16 Measured spatial
distribution of the optical near
field of a triple-tapered probe
withD D 60 nm.
(a) A two-dimensional profile
of the distribution. The image
is 1:5 � 1:5 �m. (b)
Cross-sectional profile along
the dashed white line in (a) Position [μm]
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We checked whether the triple-tapered structure led to high spatial resolution.
For this purpose, the spatial distribution of the optical near-field intensity in a triple-
tapered probe with D D 60 nm was observed using the probe-to-probe method
(see Fig. 8.9). To enhance the efficiency of light scattering, a sharpened probe with
50-nm-thick gold was used as a scanning probe [8]. Figure 8.16a, b shows the
observed spatial distribution of the optical near-field intensity on the aperture and its
cross-sectional profile, respectively. Due to the thin coating of the metallized probe
used for the measurement, the 160-nm FWHM is a consequence of leakage of the
propagating far field. However, a very sharp and narrow (80 nm) part at the center
of the curve can be attributed to localization of the optical near field due to small
˛ of the third taper. This part leads to high spatial resolution in imaging, spec-
troscopy, fabrication, and so on.

8.1.4.2 Edged Probe for Efficient Excitation of HE-Plasmon Mode
An efficient way of exciting the HE-plasmon mode is to utilize coupling of the
plasmon by scattering at the edge of the metal [9]. If the tapered core has a sharp
edge at its foot, a part of the guided light inside the single-mode fiber can be
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Fig. 8.17 Scanning electron
micrographs of an edged
probe. (a) Top view, (b) side
view. The arrow R in (a)
indicates the direction parallel
to the surface from which the
core was removed. The x and
y axes are normal and parallel
to the arrow R, respectively

scattered at this edge and converted to the HE-plasmon mode [10]. We call a probe
with such a core an edged probe [4].

Figure 8.17 shows scanning electron micrographs of a fabricated edged probe.
The arrow R in Fig. 8.17a indicates the direction parallel to the surface from which
the core has been removed. The x and y axes are normal and parallel to the arrowR,
respectively. The white folded lines in Fig. 8.17b represent the profile of the tapered
core buried in a gold metallic film. A part of the foot of the core was removed to
form a sharp edge, where the height of the removed part was 1:5�m. This probe
was fabricated by the following four steps:
1. By the elective chemical etching technique, the GeO2-doped core was tapered to
˛ D 25ı [5].

2. The foot of the core was removed by FIB.
3. The core was coated with a 500-nm-thick gold film.
4. The top of the core was removed to form an aperture with FIB.

Note that apertured probes with D as small as 30 nm has been realized with this
fabrication process.

We compared the near-field optical intensity of a conventional single-tapered
probe and that of two edged probes with D D 500 nm (�Dc of EH11 mode) and
D D 100 nm (��=8). Though both EH11 and HE-plasmon modes can propagate in
a probe with D D 500 nm, note that the EH11 mode cannot exist in a probe with
D D 100 nm.
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Fig. 8.18 SEM image of a protruding probe with Dapex D 10 nm and foot diameter 65 nm

First, we checked whether the edged structure of the probe led to efficient
excitation of the HE-plasmon mode. We observed the spatial distribution of the
optical near-field intensity in an edged probe withD D 500 nm. A protruding probe
with an apex diameter (Dapex) of 10 nm and a foot diameter of 65 nm was used as
a scanning probe (see Fig. 8.18) in the probe-to-probe method [11]. Figure 8.19a, b
shows the observed distributions, where the directions of incident light polarization
were orthogonal to each other. Figure 8.19c, d shows calculated distributions,
corresponding to the EH11 and HE-plasmon modes for D D 500 nm, respectively.
Note that the distributions in Fig. 8.19a, b are in good agreement with those in
Fig.8.19c, d, respectively, with respect to the number of lobes. Because the direction
of light polarization changes in the fiber, we could not experimentally determine
the direction of polarization at the foot of the probe. However, it seems most
reasonable to consider the polarization directions of Fig. 8.19a, b to be those of
Fig.8.19c, d, respectively. We also observed the spatial distribution in a conventional
probe (fabricated without step 2) with D D 500 nm. In this case, only a double-
peaked distribution, which corresponds to the EH11 mode, was observed, where
the lobes rotated as the direction of the incident light polarization changed.
This indicates that an edged structure supports excitation of the HE-plasmon
mode, where its excitation efficiency depends on the direction of incident light
polarization.

Second, in order to check whether the optical near-field intensity in the apertured
probe is enhanced due to the edged structure, we compared the spatial distributions
of conventional and edged probes with D D 100 nm. To increase the efficiency of
light scattering in the probe-to-probe method, we used a sharpened probe coated
with 30-nm-thick gold as the scanning probe [8]. Figure 8.20 shows the observed
cross-sectional distributions. Curves A and B are for the edged apertured probe,
where the directions of incident light polarization were orthogonal to each other.



8 Near-Field Optical Fiber Probes and the Applications II 349

Fig. 8.19 Spatial
distributions of the optical
near field on top of an edged
probe withD D 500 nm. The
images are 750 � 750 nm. (a)
and (b) Measured results. The
directions of incident light
polarization for these figures
are orthogonal to each other.
(c) and (d) Calculated results
for the EH11 and the
HE-plasmon mode,
respectively. The vectors E in
these figures represent the
directions of polarization of
the incident light

A single-peaked distribution, which corresponds to the HE-plasmon mode, was
observed. Curve C is for a conventional apertured probe. Note that the intensity
for the curve A is ten times that of curves B and C. The FWHM of the intensity
distribution of the HE-plasmon mode for D D 100 nm is analytically estimated to
be 120 nm, which is comparable to that of curve A (�150 nm). This indicates that
the increase in the intensity of the optical near field is a consequence of efficient
excitation of the HE-plasmon mode at the sharp edge.

Finally, we compared the throughput of an edged probe, triple-tapered probe,
and conventional probe. In Fig. 8.21, the throughput is plotted as a function of D.
It shows that the throughput of the triple-tapered probe is 1;000 times that of the
conventional probe for D < 100 nm. Such a drastic increase in the throughput of
the triple-tapered probe can be attributed to efficient excitation of an HE-plasmon
mode. Since the dependence of the throughput on D for the triple-tapered probe is
similar to that of an edged probe with 70 nm< D < 200 nm (see Fig.8.21), the HE-
plasmon mode should be excited in the triple-tapered probe. As a consequence of the
scattering coupling at the foot of the third taper [9], the HE-plasmon mode is excited
efficiently. Furthermore, note that the triple-tapered probe has throughput ten times
that of the edged probe with D < Dc (of the HE-plasmon mode). This is because
mode conversion from EH11 to HE-plasmon in the edged probe takes place at the
foot of the core, where the guiding loss of the HE-plasmon mode is greater than that
of EH11 mode. Thus, the edged probe has a greater guiding loss than a triple-tapered
probe in which the mode is converted at the foot of the third-tapered core.
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Fig. 8.20 Measured
cross-sectional profiles of the
optical near field. Curves A
and B are for an edged probe,
where the directions of
polarization of the incident
light are orthogonal to each
other. Curve C is for a probe
without an edge

Fig. 8.21 Measured
reactions between D and the
throughput
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8.1.4.3 Pyramidal Silicon Probe
For further improvements in the performance of a near-field optical probe, we
describe here the extremely high throughput and resolution capability of a pyra-
midal silicon probe. Since the high refractive index of the silicon (n D 3:67

at � D 830 nm) leads to a short effective wavelength inside the probe, higher
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Fig. 8.22 (a) and (b) Schematic of the fabrication process of a pyramidal silicon probe. Dapex:
apex diameter. SEM images of a pyramidal silicon probe: (c) bird’s-eye view of the probe by
step 3, (d) top view of the probe by step 4, respectively

throughput and a smaller spot size are expected in comparison with conventional
fiber probes [12].

A pyramidal silicon probe was fabricated from a (100)-oriented silicon on
insulator (SOI) wafer by following four steps:
1. The SOI was bonded to the glass substrate by anodic bonding (300V, 350 ıC,
10min, Fig. 8.22a) [13].

2. After hremoving the silicon substrate, the SiO2 layer was patterned by pho-
tolithography.

3. The single-tapered pyramidal probe was fabricated by anisotropic etching
(40 g:KOHC60 g:H2OC40 g:isopropyl alcohol at 80 ıC, Fig. 8.22b, c).

4. The probe was coated with 20-nm-thick aluminum (Fig. 8.22d).
Note that thhhhe pyramidal silicon probe with Dapex as short as 30 nm was realized

by this process.
We evaluated the throughput and spot size of a pyramidal silicon probe with

Dapex D 30llllllm. For comparison, we also evaluated a fiber probe with D D 920 nm
(D Dc of TE11 mode). As described in detail in Sect. 8.1.3, an apertured probe
with D D Dc (of TE11 mode) has a very small spot (FWHM = 150 nm) due to the
interference characteristics of the guided modes. The throughput has been calibrated
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Fig. 8.23 Spatial
distribution of the optical
near-field intensity. (a) and
(b) Are for a pyramidal
silicon probe with
Dapex D 30 nm and a fiber
probe withD D 920 nm,
respectively. The images are
1:5� 1:5�m. Curves A (solid
line) and B (dashed line) in
(c) are the cross-sectional
profiles along the dashed
white line in (a) and (b),
respectively

to be 10%. As a scanning probe for the probe-to-probe method, we used a fiber
probe with D of 50 nm.

Figure 8.23a, b shows the observed spatial distribution of the optical near-field
intensity for a pyramidal silicon probe with Dapex D 30 nm and an apertured
fiber probe with D D 920 nm, respectively. Curves A and B in Fig. 8.23c
show the cross-sectional profiles along the dashed white line in (a) and (b),
respectively. Note that the FWHM of curve A is as narrow as 85 nm (��=10).
Furthermore, the peak intensity of curve A is 25% that of B. This indicates
that a pyramidal silicon structure can yield high throughput and small spot size
simultaneously [14].

8.1.4.4 A Metallized Slit-Shaped Pyramidal Si Probe
To achieve higher throughput and a smaller spot size, we optimized the mode
interference in a Si probe with a slit-shaped tip [15]. Our probe is illustrated
schematically in Fig. 8.24a. Since this probe has a slit-type aperture, the lowest
mode does not have a cutoff when the illuminating light is polarized perpendicular to
the slit (y-polarization). Therefore, a throughput higher than that of a conventional
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Fig. 8.24 Schematic of the pyramidal Si probe with a slit-type aperture. (a) Bird’s-eye view.
(b) Cross-sectional view in the XZ plane of (a)

cylindrical tapered fiber probe is expected. Furthermore, such a slit-shaped aperture
structure results in the strong polarization dependence of the electric field intensity
through the probe.

To find the tip parameters required to increase the optical near-field inten-
sity at the probe tip, numerical calculations were performed using the finite-
difference time-domain (FDTD) method. The minimum cell around the aperture was
2:5 � 2:5 � 2:5 nm. As shown in Fig. 8.24b, the pyramidal Si probe (refractive
index n D 3:7 at � D 785 nm) was coated with 50-nm-thick aluminum (Al) film
(n D 2:8 C i8:45) [3], and the four sidewalls resulted from the (111) Si crystal
planes. The pyramidal Si probe was illuminated from the bottom (see Fig. 8.24b)
with linearly polarized light (� D 785 nm). The bottom surface of the probe was
.800CL/ � 800 nm. The slit width W was fixed at 10 nm.

Figure 8.25a shows the relationship between L and the cross-sectional profile
of the electric field intensity along the x-axis with y-polarization at the 5 nm
from the aperture. The electric field intensity distribution varies from a triple peak
(L D 510 nm) to a single peak (L D 50 nm) via a double peak (L D 330 nm)
on decreasing the value of L. This variation concurs with that of the mode
interference observed with a tapered fiber probe [7]. In Fig. 8.25b, curves A and
B show the electric field intensities, IC , at the center of the aperture with y- and
x-polarization, respectively, plotted as a function of L. Note that IC does not
decrease monotonically on decreasing L and takes local maxima at L D 50 (PA1)
and 510 (PA2) nm, for which the values of L correspond to the cutoff diameter
of the modes. For comparison, IC is also plotted for a pyramidal probe with a
square aperture in Fig. 8.25a (curve C). This curve takes local maxima at L D 50

(PC1) and L D 250 nm (PC2), which originate from the mode interferences,
as has been found for the slit-shaped aperture probe. Comparing the curves, we



354 T. Yatsui and M. Ohtsu

0

5

10

15

20

25ba

0

1

2

3

4

5

L (nm)

I CI C

40nm

0

5

10

15

20

0 100 200 300 400 500 600−300 −200 −100 0 100 200 300

|E
|2

Position X (nm)

y
x

A

B

C

PA1

PA2

PC2

PC1

L=10nm
L=50nm
L=185nm
L=330nm
L=510nm
L=610nm

Fig. 8.25 (a) Calculated electric field intensity distributions along the x-axis forW D 10 nm with
y-polarization. (b) L dependence of the electric field intensity at the center of the aperture, IC .
Curves A and B: y- and x-polarization of the slit-type probe. Curve C: y-polarization of a square
aperture probe. Inset: Electric field intensity distribution of the slit-type probe with L D 50 nm
and y-polarization

confirmed that the slit-shaped aperture probe with L D 50 nm has an IC ten times
larger than that of the square aperture probe at L D 50 nm. That is, the slit-
shaped Si probe can realize a smaller spot size with high throughput due to the
smaller cutoff diameter (PA1 of the slit-shaped aperture). From the electric field
intensity distribution 5 nm from the aperture with y-polarization (see the inset of
Fig. 8.25b), we obtained a small spot size of 13 � 30 nm with a maximum peak
intensity at L D 50 nm, which corresponds to a recording density of 1.6 Tbit/in2.
Furthermore, on comparing the IC at L D 50 nm between the y- (curve A in
Fig. 8.25b) and x-polarization (curve B in Fig. 8.25b), the slit-type Si probe with
y-polarization has a 100 times larger IC than that with x-polarization. This means
that the slit-shaped Si probe has a large extinction coefficient depending on the
polarization.

Based on the above calculation, we fabricated a pyramidal Si probe with a slit-
shaped aperture [16]. A (100)-oriented Si-on-insulator (SOI) wafer was bonded to a
glass substrate using anodic bonding [13]. After removing the Si substrate from the
SOI wafer using wet etching, the SiO2 layer was patterned using photolithography.
The pyramidal Si structure was fabricated using anisotropic etching. Maintaining
the Si probe height at less than 10�m, its propagation loss was kept sufficiently
low. The mesa length was controlled accurately using the etching time. Finally, after
removing the SiO2 layer, the probe was coated with a 50-nm-thick aluminum layer.
Figure 8.26a, b show scanning electron microscopic images of our pyramidal Si
probe. The Al-coated mesa at the probe tip measured 50 � 35 nm (L0 � W 0) (see
Fig. 8.26c). Since the fabricated structure was totally coated with aluminum, we
could not determine the value of L.
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Fig. 8.26 Scanning electron microscopy images of the fabricated Si probe with a slit-type
aperture. (a) Overview of the probe. (b) Magnified image of (a). (c) Schematic of the Si probe

The spatial distribution of the optical near-field intensity on the pyramidal Si
probe was evaluated by measuring the fluorescence intensity from a single dye
molecule (Cy7) [17]. For this measurement, the molecules were dispersed on the
flat tip of another apertured fiber probe with an aperture diameter D of 50 nm
(see Fig. 8.27) [7]. To fabricate this fiber probe, a fiber was sharpened using the
selective chemical etching technique [5]. Then, the sharpened core was coated with
a 500-nm-thick gold film. Finally, the probe tip was removed using a focused ion
beam to form an aperture [4, 7]. To excite the dye molecules, we used a laser diode
with a wavelength of 785 nm. The fluorescence signals were collected through the
apertured probe and detected using the photon-counting method. The separation
between the pyramidal Si probe and the fiber probe was kept within 5 nm using the
shear-force feedback technique.

Figure 8.28a, b show the observed spatial distributions of the optical near-
field intensity with y- (perpendicular to the slit) and x-polarization (parallel to
the slit), respectively. The bright spot in Fig. 8.28a (y-polarization) represents
the fluorescence signals from a single molecule. Figure 8.28c, d show the cross-
sectional profiles along A-A0 and B-B0 in Fig. 8.28a, respectively. Note that the full
widths at half maximum of the signal profile are 16 � 26 nm, which correspond to
an areal data density of 1.5 Tbit/in2. However, since the obtained spot size along
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Fig. 8.27 Schematic of the experimental configuration. BPF band pass filter

B-B0 (26 nm) was smaller than that of calculated results for L D 50 nm and
W = 10 nm without coating over the aperture (30 nm), we believe that the fabricated
aperture size was smaller than L0 D 50 nm and W 0 D 35 nm. From the signal
profile of the y-polarization (curve Y in Fig. 8.28c), the typical fluorescence signal
intensity was as high as 7:5�103 counts per second. Since the signal intensity of the
x-polarization (curve X in Fig. 8.28c) was as low as the noise intensity (6:2 � 102
counts per second), the extinction coefficient of the pyramidal Si probe is estimated
to exceed 12.

8.2 Application to High-Density and High-Speed Optical
Memory

8.2.1 Using an Apertured Fiber Probe

We applied a high-throughput fiber probe for optical recording and reading. An
as-deposited phase-change material in an amorphous phase was used as the record-
ing medium. The phase-change film on a glass substrate consisted of a 20-nm-thick
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SiO2 film, a 25-nm-thick AgInTe2, and a 20-nm-thick SiO2 film. These films were
deposited by RF sputtering. We carried out the phase-change recording and reading
with the high-throughput fiber probe. The experimental setup is shown in Fig. 8.29.
Linearly polarized light from a laser diode (� D 830 nm) was coupled into the
single-mode fiber to generate the optical near field on the aperture. The irradiation
time was fixed to 2�s. The separation between the probe and the recording medium
was kept within several nanometers by shear-force techniques. The light transmitted
through the aperture and the sample was detected with a photodetector under the
medium (illumination mode; I mode). The reflected light was also detected with a
photomultiplier tube (illumination–collection mode; I-C mode).

Figure 8.30 shows the spatial distribution of the optical near-field intensity on
the fiber probe, with D D 920 nm used for phase-change recording and reading.
As described in Sect. 8.1.3, since D is equal to Dc of the TE12 mode, it has high
throughput (10%) and small spot size (FWHMD 180 nm) at the center of the
cross-sectional profile in Fig. 8.30b, which is a consequence of the interference
characteristics of the guided modes.

After optical near-field recording was carried out over a range of optical
recording power, the spatial distribution of transmitted light was measured at an
optical reading power of 0:2mW. Figure 8.31a, b shows the spatial distribution
obtained by I mode operation for a writing power of 7:0 and 8:6mW, respectively.
A small bright spot in Fig. 8.31b (indicated by an arrow) represents the recorded
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mark. The dark ellipse around the spot as well as that in Fig. 8.31a is due to
the photodarkening in thin films of amorphous chalcogenides [18, 19]. Since Te,
being a twofold coordinated atom, has chain-molecule fragments [20], structural
changes are induced by exposure light. This results in an increase in the absorption
coefficient, which is called photodarkening [20]. The photodarkening might be
caused by the side lobes of the curve in Fig. 8.30b.

Figure 8.31c shows the spatial distributions obtained by I-C mode operation for a
writing power of 8:6mW. Note the dark small spot at the center and a ring, which are
due to photodarkening. In Fig.8.31d, curves A and B are the cross-sectional profiles
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along the dashed white lines in (b) and (c), respectively. Note that the FWHM of
these curves is as narrow as 250 nm.

8.2.2 High-Density and High-Speed Recording
Using a Pyramidal Silicon Probe on a Contact Slider

To realize a high data transmission rate, a superresolution near-field structure [21]
and a planar probe mounted on an optical slider [22] have been proposed recently.
Since these methods do not require shear-force feedback, reading speed is increased
without technical difficulties. However, since the incident light has to be focused
by a lens in these systems, the efficiency of the optical near-field generation on a
subwavelength aperture is low.

In this section, we describe a new contact slider with a high throughput of optical
near-field intensity to realize a high recording density on the phase-change medium
and fast readout [16]. Schematics of the slider structure and the data storage system
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Fig. 8.32 (a) Contact slider
with a pyramidal silicon
probe array. (b) Pyramidal
silicon probe with a mesa. Lm
is the mesa length. (c)
Schematic of the storage
system with the slider: LD
laser diode

are illustrated in Fig. 8.32. A pyramidal silicon probe array is arranged at the rear
end of the slider. The advantages of such a slider are:
1. As described in Sect. 8.1.4, the high refractive index of silicon (n D 3:67 at
� D 830 nm) leads to a short effective wavelength inside the probe, which results
in higher throughput and smaller spot size than for conventional fiber probes
made of silica glass.

2. The height of the pyramidal silicon probe array is controlled to be less than
10�m so that sufficiently low propagation loss in the silicon is maintained.
Furthermore, the probe array has high durability because it is bonded to a thick
glass substrate.

3. Compared with those of previously reported pyramidal probes fabricated by use
of a focused ion beam [23] or by the transfer mold technique in a pyramidal
silicon groove [24], ultrahigh homogeneity in the heights of the probes and pads
can be realized. This is because the flatness of the mesa at the probe tip and of
the upper surface of the pads are determined by the uniformity of the thickness
of silicon wafer.

4. Use of a probe array with many elements increases the total data transmission
rate by parallel readout [24–26]. In this system the incident light is spatially
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Fig. 8.33 (a) Photographic image of the contact slider with a pyramidal silicon probe array and
pads. (b) Magnified scanning electron microscope image of the fabricated pyramidal silicon probe
array

modulated by an electro-optical modulator, and the scattered light from a
different probe can be read out as a time-sequential signal.
Since the key issue in realizing a pyramidal silicon probe array is high

homogeneity in the heights of the probes, the probe array is fabricated from a
(100)-oriented SOI wafer in four steps:
1. The SOI wafer was bonded to the glass substrate by anodic bonding (300V,

350 ıC, 10min) [13].
2. After removing the silicon substrate from the SOI wafer by mean of wet etching,

the SiO2 layer was patterned by photolithography.
3. The probe array, the bank, and the pads were fabricated by means of anisotropic

etching (40 g:KOHC60 g:H2OC40 g:isopropyl alcohol, 80 ıC). Note that height
homogeneity was maintained by the remaining SiO2 layer.

4. The slider was quarried with a dicing saw.
5. After removing the SiO2 layer, the slider was coated with 30-nm-thick aluminum

to increase the efficiency of light scattering [8].
Figure 8.33a, b shows an optical image of the contact slider and a scanning

electron microscopic image of the pyramidal silicon probe array fabricated on the
slider, respectively. As shown in Fig. 8.33b, the height dispersion of the probes and
pads has been reduced to less than 10 nm, because this dispersion is determined by
the thickness uniformity of the SOI wafer. Here the slider is designed by use of
the design criteria [27] for a contact-type hard-disk head so that its jumping height
over the phase-change medium is maintained to less than 10 nm. Furthermore, since
the phase-change medium is fragile, we designed the bank so that the contact stress
becomes 0:01 times the yield stress of the magnetic disk at a constant linear velocity
(CLV) of 0:3m/s, which corresponds to a data transmission rate of 10MHz for a data
storage density of 1Tbit/in2. To increase the readout speed 100-fold, i.e., to realize
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a 1Gbit/s data transmission rate for data storage density of 1Tbit/in2, we fabricated
100 probe elements on the inner part of the bank for parallel readout.

In recording and readout experiments with the fabricated contact slider, we
compared the signal transmitted through phase-change marks recorded with a
single element of the probe array and that recorded with focused propagating light.
Figure 8.34 shows the experimental setup. The contact slider was glued to a carrier.
The slider was in contact with a phase-change medium coated with a thin lubricant
film (Fomblin Z-DOL). A laser beam (� D 830 nm) was focused on one element of
the probe array on the slider. The frequency of the rectangularly modulated signal
with 50% duty cycle was varied from 0:16 to 2:0MHz at a CLV D 0:43m/s. The
light transmitted through the recording medium was detected with an avalanche
photodiode. We used an as-deposited AgInSbTe film as a recording medium.
The optical recording powers for a pyramidal silicon probe with a mesa length
Lm of 150 nm (see Fig. 8.35a) and propagating light focused by a microscope
objective (N:A: D 0:40) were 200 and 15mW, respectively, which are, to the
authors’ knowledge, the lowest recording powers. The throughput of optical near-
field generation of the metallized pyramidal silicon probe is 7:5 � 10�2, which
is estimated from the ratio of the optical powers for near- and far-field recording.
Readout was carried out at a CLV D 0:43m/s. The reading optical powers for
the pyramidal silicon probe and the focused propagating light were 20 and 3:6mW,
respectively. The resolution bandwidth was fixed at 30 kHz.

The dependence of the carrier-to-noise ratio (CNR) on the mark length is
shown in Fig. 8.35b. Note that shorter crystalline phase-change marks beyond the
diffraction limit were recorded and read out by an optical near field generated on the
pyramidal silicon probe. The shortest mark length was 110 nm at a CLV of 0:43m/s,
which corresponds to a data transmission rate of 2:0MHz. Since this slider has 100
elements in the probe array, a 100-fold increase in the data transmission rate is
expected by parallel readout using all the elements. Furthermore, a higher CLV is
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expected since we did not observe any damage on the probe tip or the recording
medium after a series of experiments. The CNR of the pyramidal silicon probe seen
in Fig. 8.35b was independent of mark length, due to the small spot of the optical
near field and the narrow recorded mark width, which are as small as Lm of the
pyramidal silicon probe. These results indicate that an increased CNR and shorter
mark length can be achieved by employing servo control for tracking during readout.
Furthermore, it is expected that the recording density can be increased to as high as
1Tbit/in2 by optimization of the interference characteristics of the guided modes in
the pyramidal silicon probe.

8.3 Outlook

Higher throughput is expected by improving the techniques reviewed in this
chapter. In addition to these techniques, use of the plasmon effect is advantageous
for further increases in throughput [28, 29]. For extension to the ultraviolet, a
pure silica core fiber of low transmission loss has been developed and used to
fabricate a high-throughput fiber probe [30]. For improvements in mechanical sta-
bility, micromachining technology is advantageous for fabricating a silicon probe.
A silicon probe with throughput as high as 2:5% (see Sect. 8.1.4.3) and a hollow
silicon probe with 20-nm aperture diameter for the ultraviolet [31] have been
fabricated using this technique. Furthermore, functional probes, e.g., probes on
which light-emitting dye molecules [32] and ZnO films [33] are deposited, are
attractive for their optical frequency conversion capabilities which can be used in
biological applications.
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Section 8.2 was devoted to describing the application of high-throughput probes
to optical memory. However, one can find further applications. These are spa-
tially resolved spectroscopy in the ultraviolet, visible, and infrared by detecting
photoluminescence, electroluminescence, photocurrent, and Raman signals of semi-
conductor quantum dots [34], semiconductor devices [35], and organic materials
[36]. Application to nano-fabrication, e.g., photochemical vapor deposition of
nanostructures of metals (Zn and Al), oxides (ZnO), and composite semiconductors,
has also been demonstrated in order to realize high-density nano-photonic integrated
circuits for future optical transmission systems [37–39]. These techniques can open
a new field of nano-photonics. Further, high-throughput fiber probes can be also
used to manipulate neutral atoms in vacuum by controlling their thermal motion,
which can open a new field of atom-photonics [39].
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Abstract
Near-field optical recording is a promising way to realize a recording density of
over 1 Tb/in2. In this chapter, we focus on anear-field optical head, which is a key
device for the near-field opticalrecording. After reviewing the near-field optical
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recording technology, we describe highly efficient near-field optical heads with a
wedge-shaped antenna and a beaked antenna. Their optical properties and writing
experiment results are described.

9.1 Introduction

Increased recording density is required in the storage devices used in personal
computers, network servers, home servers, and other multimedia devices as users
increasingly want to save large amount of images, movies, music files, and so on.
To meet this demand, the recording density of storage devices has been steadily
increased. For example, the recording density of optical recording devices reached
19.5 Gb/in2 in the case of the Blu-ray disk drive introduced to the market in 2003,
while that of hard disk drives (HDDs) on the market reached about 700 Gb/in2

in 2011.
However, the rise in recording densities seems to be encountering barriers in

both optical and magnetic recording. In the case of optical recording, the recording
density depends on the spot size of the focused laser. However, the minimum
spot size is limited by the diffraction of light, and the recording density cannot
be increased beyond this limit. In the case of magnetic recording, the recorded
information is expected to decay spontaneously because of thermal fluctuation in
the magnetic domains when the recording density approaches 1 Tb/in2. A solution
is to increase the coercivity of magnetic recording medium. However, conventional
writing heads cannot generate a magnetic field large enough to write data on such
recording medium because of a fundamental limit on the saturation moment of the
writing head material.

As a method to overcome these limits, near-field optical recording is now
drawing much attention. In this recording, the data bits are written and read by using
an optical near-field generated near a nanometer-scale object. Because the size of the
optical spot is not limited by the diffraction of light and can be reduced to less than
a few tens of nanometers [1], this method is expected to enable a recording density
of over 1 Tb/in2.

In a near-field optical recording device, the key component is a near-field optical
head that generates the optical near-field. In this chapter, after briefly reviewing
near-field optical recording, we describe a highly efficient near-field optical head
that uses a plasmonic antenna; the intensity of the optical near-field is enhanced by
a plasmon generated in the antenna.

9.2 Review of Near-Field Optical Recording

9.2.1 The Limit of Conventional Optical Recording

The recording density of conventional optical recording drives has been increased
by reducing the spot size of the focused laser. However, the minimum spot size, D,
is governed by the law of diffraction and is approximately
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Fig. 9.1 Light focusing methods in optical recording devices

D D �=N:A: (9.1)

where � is the light wavelength and N.A. is the numerical aperture of the focusing
lens. As an example, in the most advanced optical recording device, the Blu-ray
disk drive, the laser wavelength is 405 nm, and the N.A is 0.85; thus, the spot size is
approximately 480 nm. To reduce the spot size further, we must decrease the laser
wavelength or increase the N.A of the focusing lens. However, a wavelength of
less than 405 nm cannot be obtained from currently available semiconductor laser
diodes, and it is difficult to make the N.A. larger than 0.85 because a larger N.A.
reduces the tolerance for recording disk fluctuation. Therefore, it will be difficult to
further reduce the spot size.

One way to reduce the spot size is to place a hemispherical or a Weierstrass-
sphere-shaped lens, called a solid immersion lens (SIL), near the recording medium
(Fig. 9.1) [2, 3]. When an SIL is placed near the recording medium, the wavelength
inside the sphere is reduced by a factor of n, where n is the refractive index of the
lens; thus, the spot size is reduced to

D D �=n N:A: (9.2)

In addition, in the case of the Weierstrass-sphere lens, the incident rays are refracted
at the sphere’s surface. This corresponds to an increased N.A., and the spot size is
further reduced to

D D �=n2 N:A: (9.3)

This small optical spot enables increased recording density. For example, a
recording density of about 70 Gb/in2 has been realized using an SIL made of
Bi4Ge3O12 with a refractive index of 2.23 [4]. This type of recording method is
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sometimes classified as near-field optical recording because it uses an evanescent
wave generated by a ray whose incident angle is larger than the critical angle.
However, the spot size is still limited by the diffraction limit of light, and no dramatic
increase of recording density is expected.

9.2.2 Near-Field Optical Recording Method

In near-field optical recording, the data bits are written and read by using the
optical near-field. When light is introduced into a nanometer-scale object, such
as a subwavelength aperture or scatterer, a localized electromagnetic field – the
optical near-field – is generated near the object. The distribution of the optical
near-field is determined by the object’s shape and size and does not depend on
the light wavelength. For example, when the optical near-field is generated by
the subwavelength aperture, the width of the near-field distribution is as small
as the aperture diameter [1]. Therefore, a high recording density beyond the
diffraction limit can be achieved by writing and reading data bits using the optical
near-field.

Betzig et al. have demonstrated near-field optical recording using a magneto-
optical recording medium [5]. They generated the optical near-field using a fiber
probe, which is widely used in scanning near-field optical microscopy (SNOM).
In the writing process, a Pt/Co multilayer recording medium was heated to the
Curie temperature by the optical near-field to reverse the magnetization of the
recording medium. In the reading process, transmitted light from the recording
medium was collected by the fiber probe and the rotation of the light polarization
caused by the Faraday effect was detected. They have written and read recording
marks with a diameter of 60 nm, which corresponds to a recording density of
170 Gb/in2.

Near-field optical recording using a phase-change recording medium or a
photochromic recording medium has been reported by, respectively, Hosaka et al.
[6] and Jiang et al. [7]. In the phase-change recording, the recording medium is
heated by light to change its phase from amorphous to crystal. Hosaka et al. used
GeSbTe recording medium and wrote and read recording marks with a diameter
of 60 nm using a fiber probe. In the photochromic recording, the recording marks
are written through a photochemical reaction. Jiang et al. wrote and read recording
marks with a diameter of 130 nm on a Langmuir-Blodgett film of photochromic
material.

9.2.3 Thermally Assisted Magnetic Recording

A hybrid recording method, known as thermally assisted magnetic recording or
heat-assisted magnetic recording, has also been proposed [8–10]. In this method,
data bits are written on a magnetic recording medium by applying a magnetic field,
while the medium is heated by the optical near-field and read out with a reading
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head used for hard disk drives, such as a giant magneto-resistive (GMR) head or a
tunneling magnetoresistive (TMR) head. Because GMR and TMR heads are highly
sensitive to magnetic fields, a high signal-to-noise ratio in the reading signal can
be achieved. Note that the problem of thermal fluctuation in the magnetic domains
can be solved when data bits are written using the optical near-field. During the
writing process, the recording medium is heated by light; hence, its coercivity is
decreased. Therefore, a recording medium with high coercivity can be used to make
the magnetic domains stable.

9.2.4 Planer Near-Field Optical Heads

The optical near-field is localized near the aperture or the scatterer and its intensity
decreases exponentially as the distance from the surface of the head increases.
Because the decay length is less than 10 nm, the spacing between the head and the
recording medium must be maintained within a range of 5–10 nm.

With the fiber probe, the spacing is controlled by using the shear force acting
between the fiber probe and the recording medium [11, 12]. In this method, the
fiber probe is dithered parallel to the surface of the recording medium. Because
the dithering amplitude is changed by the shear force, a feedback loop can be
constructed by detecting the change in the dithering amplitude. However, in a
practical recording device, the recording disk rotates at a very high speed. For
example, when the recording density is 1 Tb/in2 and the data transmission rate is
1 Gbps, the linear velocity of the recording medium is about 30 m/s. If the fiber
probe is placed near recording medium rotating at such speed, the fiber probe soon
crashes because the response based on shear-force feedback is too slow.

This problem can be solved by using mounting the near-field optical head on the
slider used for the hard disk drive. In the hard disk drive, the spacing between the
head and the recording medium is maintained at a constant value by air pressure
acting between the slider and the recording medium (The air pressure is determined
by the design of pads formed on the slider surface). The head-medium spacing of
hard disk drives is less than 10 nm, and by applying this technology to the near-
field optical head, we can precisely control and maintain the spacing between the
near-field optical head and the recording medium.

To mount the near-field optical head on the slider, several planar near-field optical
heads have been proposed.

Lee et al. have proposed a silicon planar near-field optical head that has an array
of square apertures (Fig. 9.2a) [13]. The 60� 60 nm apertures were fabricated by an
isotropic etching process and a line pattern with a line width of 250 nm was read out
with this near-field optical head.

Isshiki et al. have proposed a planar near-field optical head with an aperture
formed on a pyramidal protrusion (Fig. 9.2b) [14]. They fabricated the pyramidal
protrusion by cutting the glass substrate with a focused ion beam and fabricated the
aperture by coating the protrusion with metal and slicing the apex with a focused
ion beam. They read out a 250-nm line pattern on a disk rotating at a linear velocity
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Fig. 9.2 Examples of planar near-field optical heads: (a) Head with an array of apertures formed
in a Si substrate, (b) head with an aperture formed on a glass protrusion, and (c) head with an array
of apertures formed on Si protrusions

of 0.38 m/s. The data transmission rate and carrier-to-noise ratio were, respectively,
1.5 Mbps and 37 dB (bandwidth: 10 kHz).

Yatsui et al. have also proposed a planar near-field optical head with an array of
apertures formed on silicon pyramidal protrusions (Fig. 9.2c) [15]. They fabricated
the array of silicon pyramidal protrusions through an isotropic etching process
and formed the apertures at the apices of the protrusions. They used phase-
change recording medium and succeeded in writing and reading data bits using the
apertures. The recording medium was rotated at a linear velocity of 0.43 m/s, and the
minimum mark length and the data transmission rate were, respectively, 110 nm and
2.0 MHz. Note that parallel writing and reading using the aperture array is expected
to enable a high data transmission rate.

9.2.5 Highly Efficient Near-Field Optical Head

When a subwavelength aperture is used to generate the optical near-field, efficiency
(defined as the ratio between the power of the optical near-field and that of the
incident light) is quite low. For example, the efficiency is 10�4–10�5 when the
aperture diameter is 60 nm [5], and it decreases further as the aperture diameter
becomes smaller. This is because a cutoff diameter exists for mode propagation in
the waveguide. When the diameter of the tapered waveguide becomes smaller than
the cutoff diameter, the propagating light suffers a huge loss and its intensity decays
exponentially.

This low efficiency is a serious hindrance to realizing practical near-field optical
recording devices. For example, in the case of thermally assisted recording, the
required temperature rise in the medium is more than 300 ıC, and the rise time
has to be less than a few ns. For this requirement, the efficiency of the head has to
be more than 10 %.

To raise efficiency, several methods have been proposed, such as:
1. Optimization of the waveguide shape
2. Use of a metallic waveguide
3. Use of a surface plasmon
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Low efficiency has also been a problem for SNOM when observing a weak
optical signal, such as photoluminescence or a nonlinear signal. Although most
of these methods have been developed for SNOM applications, they may also
be applied to near-field optical recording. Here, we explain these methods
briefly.

Optimization of the Waveguide Shape. A double- and triple-tapered fiber probe
(Fig. 9.3) have been proposed to increase the efficiency by, respectively, Saiki et al.
[16] and Yatsui et al. [17]. In this type of fiber probe, efficiency is increased
by optimizing the waveguide shape. As mentioned, when light is introduced into
the tapered waveguide, the light power decreases in the loss region where the
waveguide diameter is smaller than the cutoff diameter. In double- and triple-
tapered fiber probes, high efficiency is realized by shortening the length of the
loss region. In the case of the triple-tapered probe, efficiency is also increased
because the edge between the second and third tapers excites the HE-plasmon
mode, which has a smaller cutoff diameter. The efficiency of the double-tapered
probe is 10 times higher than that of a conventional probe, and the efficiency
of the triple-tapered probe is 1,000 times higher than that of a conventional
probe.

Use of a Metallic Waveguide. A coaxial probe and a metallic pin probe have been
proposed by, respectively, Fischer et al. [18] and Takahara et al. [19]. These probes
have metallic cores, and high efficiency is expected because there exists a mode
propagating at the surface of the metallic core, and this mode does not have a cutoff
diameter.

Use of a Surface Plasmon. Fischer et al. have proposed a tetrahedral probe that
uses a surface plasmon generated on a surface of a metallic film [20, 21]. The
surface plasmon is a collective oscillation of electrons generated on a surface of a
thin metallic film by irradiating the film with light [22]. When the surface plasmon
is excited, the electric field near the metallic field is enhanced. In the tetrahedral
probe, the surface plasmon is excited on the metallic film on the tetrahedral
glass chip and propagates toward the apex. Thus, the electric field at the apex is
enhanced.

Thio et al. have proposed a structure that consists of a subwavelength aperture
created in a metallic film and a set of concentric circular grooves surrounding the
aperture [23]. When light is introduced into this structure, the surface plasmon
is excited on the metallic film by the circular grooves, and the optical near-
field intensity at the aperture is enhanced because the surface plasmon assists
the light transmitting through the aperture. In their experiment, the transmis-
sion of the aperture with the grooves was 50 times that of an aperture without
grooves.

Fischer et al. have also proposed a probe that uses a surface plasmon generated
at a subwavelength metallic sphere [24].
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When light is introduced into the subwavelength metallic sphere, the dipole
moment p inside the sphere is given by

p D 4�"0a3 ." .!/ � 1/ = ." .!/C 2/E0; (9.4)

where " .!/ is the dielectric constant of the sphere, ! is the angular frequency of
the light, a is the radius of the sphere, "0 is the dielectric constant of vacuum, and
E0 is the magnitude of the applied electric field [22]. The field Es at the surface of
the sphere is the superposition of the field generated by the dipole and the applied
field E0 and is given by

Es D 3" .!/ = ." .!/C 2/ E0: (9.5)

As shown in this equation, Es is enhanced when the light frequency satisfies the
equation

Re ." .!// D �2: (9.6)

As an example, Fig. 9.4 shows the relation between the wavelength and an
enhancement factor T given by

T D jEs=E0j2 (9.7)

for a gold sphere. In this calculation, the experimental value given in [25] was used
as the dielectric constant of the gold. As shown in this figure, the field at the surface
became greater when the wavelength was near 500 nm.
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The peak corresponds to a resonance condition of the collective oscillation of the
electrons in the metallic sphere. When the sphere is illuminated by light, charges
in the sphere move to the surface (Fig. 9.5). These charges give rise to an internal
field (depolarization field) Ei ; hence, a restoring force acts on the charges. This
force causes a charge oscillation that has a resonance frequency satisfying Eq. (9.6).
If the light frequency corresponds to the resonance frequency of the charge
oscillation, light energy is strongly absorbed by the sphere and the optical near-field
at the surface is enhanced. The quantum of the collective oscillation of the charges
in the small metallic particle is called a localized surface plasmon or a localized
plasmon.

In the experiment by Fischer et al., a small polystyrene sphere coated with
gold film was formed on a prism surface, and it was illuminated by light under
a total internal reflection condition to excite the localized plasmon. The field
enhancement effect by the localized plasmon was observed by placing a substrate
near the particle and detecting the scattered light caused by the interaction with the
substrate.

A fiber probe having a metallic particle at its apex has also been proposed by
Matsumoto et al. [26]. An aperture was formed at the apex of a tapered optical fiber,
and the particle was created at the center of the aperture. Because the light was
introduced and collected through the aperture, the amount of background light in
the detected light was reduced.

Shi et al. has proposed a C-aperture that consists of a subwavelength aperture
and a notch created in a metallic film [27]. When it is illuminated by light polarized
parallel to the notch, charges in the metallic film concentrate at the notch and
an optical near-field is generated in the vicinity of the notch. By optimizing
the dimensions of the aperture and the notch, a surface plasmon is excited in
the metallic film, and the optical near-field intensity is enhanced. Stipe et al.
has proposed an E-antenna which works with the same operating principles and
integrated it into a magnetic head [28]. Using a bit-patterned magnetic medium,
thermally assisted magnetic recording at an areal density of about 1 Tb/in2 was
demonstrated.
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Challener et al. has proposed a lollipop transducer that consists of a subwave-
length gold disk and a peg for thermally assisted magnetic recording [29]. When
the gold disk is illuminated by light, a surface plasmon is excited at the disk, and
a strong optical near-field is generated in the vicinity of the peg. This transducer
was integrated into a magnetic head and used to record data at an areal density of
240 G/in2.

9.3 Near-Field Optical Head with a Wedge-Shaped Antenna

As an highly efficient near-field optical head, a near-field optical head using a
plasmon generated by a wedge-shaped antenna has been proposed [30, 31]. In this
section, we describe its principle and simulation results.

9.3.1 Principle

This head consists of a transparent substrate and a wedge-shaped metallic antenna,
a metallic antenna in the shape of a sector or a triangle, formed at the bottom of
the substrate (Fig. 9.6). When the antenna is illuminated by light polarized in the
x direction, charges oscillate in the x direction and concentrate at the apex. These
concentrated charges generate a localized electromagnetic field, i.e., an optical near-
field close to the apex of the antenna.
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The optical near-field is enhanced when the plasmon is excited in the antenna.
That is, the displacement of charges creates a depolarization field inside the antenna.
Because of this field, the charges act like an oscillator system as is the case with a
metallic sphere. When the light frequency corresponds to the resonance frequency
of this oscillation, light energy is strongly absorbed and the intensity at the apex is
enhanced.

9.3.2 Simulation Method

To check the feasibility of the proposed head, the distribution of the optical near-
field was calculated through a finite-difference time-domain (FDTD) calculation.

In this calculation, the incident light was assumed to be a plane wave. Experi-
mental values given in reference [25] were used as the dielectric constants of the
metal. The cell size was made large near the boundary and small near the object to
be calculated to minimize the computer memory required. When the object was the
wedge-shaped antenna, the cell size was designed to have the smallest value near the
apex, and the minimum cell size was 1/10 of the radius of the apex. As the boundary
condition, Mur’s absorption boundary condition was used. A parallel computer with
24 processors was used for the calculation.

9.3.3 An Aperture and a Metallic Disk

To begin with, for reference we will show the optical near-field distribution
generated near a subwavelength aperture and a metallic disk.

9.3.3.1 Aperture
Figure 9.8 shows the intensity distribution of an optical near-field generated near
an aperture created in a metallic film as shown in Fig. 9.7. For this calculation, we
assumed that the metallic film was a gold film with a thickness (t) of 100 nm, the
diameter (a) of the aperture was 30 nm, and the wavelength of the incident light was
650 nm. The polarization of the incident light was in the direction of the arrows in
Fig. 9.8. The distance (d ) between the observation plane and the aperture was 5 nm.
The unit of intensity was the ratio between the intensity of the optical near-field and
that of the incident light. As shown in this figure, intensity at the aperture became
lower than the incident light intensity. The intensity at the peak was about 0.04 times
that of the incident light.

9.3.3.2 Metallic Disk
Figure 9.10 shows the intensity distribution of the optical near-field near a metallic
disk as shown in Fig. 9.9. For this calculation, we assumed that both the diameter
(a0) and the thickness (t) were 30 nm, the metal was gold, and the wavelength of the
incident light was 650 nm. The polarization of the incident light was in the direction
of the arrows shown in Fig.9.10. The distance (d ) between the observation plane and
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the aperture was 5 nm. As shown in this figure, the near-field intensity became high
at the edges A and A0 of the metallic disk. This is because the charges in the metallic
disk accumulated at these edges. The intensity at the peak was 3.5 times that of the
incident light. Figure 9.11 shows the dependence of the optical near-field intensity
(intensity at the peak) on the wavelength of the incident light. In this calculation, the
near-field intensity was measured on a plane 2 nm from the metallic disk. As shown
in this figure, the curve was almost the same as that of the metallic sphere calculated
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by Eq. (9.6), and the optical near-field intensity became high near a wavelength of
550 nm, which corresponds to the resonance wavelength of the localized plasmon.

9.3.4 Wedge-Shaped Antenna Placed in Air

In this subsection, we will present simulation results for the wedge-shaped antenna
placed in air and describe the fundamental properties of the optical near-field
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Fig. 9.12 Intensity
distribution of the optical
near-field generated near an
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150 nm, the thickness (t ) was
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generated near the antenna, such as the intensity distribution, efficiency, and
resonance property of the plasmon.

9.3.4.1 Near-Field Distribution
Figure 9.12 shows the optical near-field distribution near the antenna in the shape of
a sector as shown in Fig. 9.13a. For this simulation, we assumed that the metal
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was gold, the radius (r) of the apex was 10 nm, the length (L) was 150 nm,
the thickness (t) was 30 nm, the apex angle (�) was 60ı, and the wavelength of the
incident light was 690 nm. The distribution was measured on a plane 5 nm from the
antenna. The unit of intensity was the ratio between the intensity (power density) of
the optical near-field and that of incident light. As shown in these figures, a strong
optical near-field was generated at the apex, and the peak intensity was 350 times
that of the incident light. This intensity was 8,750 times that of the 30-nm aperture
created in the metallic film and 85 times that of the metallic disk. The distribution
measured at half maximum was 15 nm wide in the x direction and 25 nm wide in
the y direction.

For this type of near-field optical head, the polarization must be in the x
direction as shown in Fig. 9.13. Figure 9.14 shows a near-field distribution when
the polarization of the incident light was in the y direction. As shown in this figure,
the optical near-field became strong along the side edges of the antenna but weak
at the apex. This is because the charges oscillate in the direction parallel to the
y-axis; hence, the charges accumulate along the side edges instead of accumulating
at the apex.

Figure 9.15 shows the near-field distribution when the shape of the antenna was
a triangle. For this calculation, we assumed that the metal was gold, the radius (r)
of apex A was 10 nm, the radius (r 0) of apices B was 30 nm, the apex angle (�)
was 60ı, the thickness (t) was 30 nm, and the wavelength of the incident light was
690 nm. The distribution was measured on a plane 5 nm from the antenna. As shown
in this figure, a strong optical near-field was also generated at apex A as with the
antenna in the shape of the sector. The distribution at the apex was the same as that
of the antenna in the shape of the sector. Note that the radius (r 0) of apices B should
be larger than the radius (r) of the apex A; otherwise charges also concentrate at
apices B, and a high optical near-field intensity is also generated there.

9.3.4.2 Dependence of the Spot Size on the Radius of the Apex
The size of the optical spot also depends on the radius (r) of the apex. Figure 9.16
shows the size of the optical spot as a function of the radius of the apex simulated
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Fig. 9.15 Intensity
distribution of the optical
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for the antenna in the shape of the sector. The solid line shows the width measured at
half maximum in the x direction (dx), and the broken line shows the width measured
at half maximum in the y direction (dy). The distribution was measured on a plane
5 nm from the antenna. As shown, the spot size decreased linearly as the radius
of the apex became smaller. Note that the peak intensity rose as the apex radius
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was reduced (dash-dot line in Fig. 9.18). This is because oscillating charges are
concentrated in a smaller area, and the charge density at the apex increases.

9.3.4.3 Efficiency
Here, we estimate the efficiency (�) by defining it as

� D
R
S
pneardSR

S 0

pindS 0 (9.8)

where pnear is the power density (intensity) of the optical near-field, pin is that of the
incident light, and S and S 0 are the areas where the power density is higher than half
maximum. The efficiency calculated for the near-field distribution in Fig. 9.12 was
about 15 % if we assume that the incident beam was a Gaussian beam with a full
width at half maximum of 1�m (corresponding to an optical spot focused by a lens
with an N.A. of 0.35). When we calculated the near-field distribution, we assumed
the incident light was a plane wave. Therefore, in this estimation, the diameter of
the incident beam was assumed to be 1�m so that the incident light intensity would
be nearly constant at the antenna. However, under such a condition, the energy loss
is large because much of the light is not incident on the antenna. Higher efficiency
should be attainable by reducing the diameter of the incident light.

9.3.4.4 Tuning of the Resonance Wavelength of the Plasmon
The wavelength of the incident light must correspond to the resonance wavelength
of the plasmon to generate a strong optical near-field. However, the available
wavelength is limited if we use a semiconductor laser as the light source. Therefore,
we need to tune the resonance wavelength of the plasmon to the wavelength of
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radius (r) of 20 nm, a length (L) of 150 nm, a thickness (t ) of 30 nm, and an apex angle (� ) of 60ı.
The closed triangles, closed circles, and closed squares represent the values for gold, silver, and
aluminum, respectively. The intensity represents the peak intensity in the distribution measured on
a plane 2 nm from the antenna

the semiconductor laser. For the wedge-shaped antenna, the resonance wavelength
of the plasmon can be adjusted by changing the material or the length (L) of the
antenna. In this subsection, we will describe how the resonance wavelength depends
on these parameters.

Figure 9.17 shows the relation between the optical near-field intensity and the
incident light wavelength for antennas made of gold, silver, and aluminum. For
this calculation, we assumed the shape of the antenna was a sector with an apex
radius (r) of 20 nm, a length (L) of 150 nm, a thickness (t) of 30 nm, and an
apex angle (�) of 60ı. The intensity represents the peak intensity in a distribution
measured on a plane 2 nm from the antenna. The closed triangles, closed circles,
and closed squares represent the values for gold, silver, and aluminum, respectively.
The resonance wavelength of gold was about 650 nm, which is near the wavelengths
of a red semiconductor laser (635, 650, and 670 nm). The resonance wavelength of
aluminum was 370 nm, which is near the wavelength of a blue semiconductor laser
(405 nm). In the case of silver, the resonance wavelength was 550 nm. Although,
there is no semiconductor laser of such wavelength, the resonance wavelength can
be shifted toward the red or near-infrared regions by changing the length (L) as we
explain next.

The near-field intensity at the resonance wavelength became larger in the order
of Al < Au < Ag. This indicates that the near-field intensity becomes large when
the imaginary part of the dielectric constant becomes small. This is because the
damping of the charge oscillation, which causes energy loss, becomes small when
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the imaginary part of the dielectric constant is small. To realize high efficiency, we
therefore need to use a metal whose dielectric constant has a small imaginary part.

The resonance wavelength depends on the depolarization field inside the antenna.
Because the depolarization field depends on the length (L) of the antenna, the
resonance wavelength can be adjusted by changing the length. Figure 9.18 shows
the resonance curves when the length (L) was varied from 100 to 600 nm. For this
calculation, we assumed that the shape of the antenna was a sector with an apex
radius (r) of 20 nm, a thickness (t) of 30 nm, and an apex angle (�) of 60ı, and that
the metal was silver. The intensity represents the peak intensity in the distribution
measured on a plane 2 nm from the antenna. As shown, the resonance wavelength of
the plasmon shifted toward a longer wavelength when the antenna became longer.
When the length became greater than 400 nm, a second peak appeared at a short
wavelength. This is because another resonance mode was excited at this peak. The
broadening of the resonance curve when the length increases was probably due to
the radiation damping [32].

9.3.5 Wedge-Shaped Antenna Placed Near the Recording Medium

In the previous calculation, the antenna was placed in air. However, in recording
devices, the antenna is formed on the slider (a transparent substrate), and placed near
the recording medium. In this subsection, we will describe the resonance property
of the plasmon and the near-field distribution in such a situation.

Simulation Model. To realize high durability, the antenna should be embedded
in the slider surface as shown in Fig. 9.19. Thus, we assumed that the antenna was
embedded in a glass substrate with a refractive index of 1.45. The recording medium
was assumed to be a thin film of TbFeCo or GeSbTe with a thickness of 20 nm, and
the separation between the recording medium and the antenna was assumed to be
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Fig. 9.19 Simulation model when the recording medium and slider were placed near the antenna:
(a) when there was no recording medium and (b) when there was a recording medium

10 nm. For the antenna, we assumed that the metal was gold, the apex radius (r) was
10 nm, the length (L) was 150 nm, the thickness (t) was 30 nm, and the apex angle
(�) was 60ı.

Resonance Property of the Plasmon. First, we show the influence of the glass
substrate on the resonance property of the plasmon. Figure 9.20 shows the resonance
curve when there was no recording medium. The solid line represents the resonance
curve for the antenna embedded in the glass substrate, and the broken line represents
the resonance curve when the antenna was placed in air. The intensity represents
the peak intensity in the distribution measured on a plane 2 nm from the antenna.
As shown, the resonance wavelength shifted by about 50 nm toward a longer
wavelength when the antenna was embedded in the glass substrate. We believe this
was because the dipoles in the dielectric substrate interact with the charges in the
antenna and weaken the restoring force working on the charges.

Figure 9.21 shows the resonance curves when the recording medium was placed
near the antenna embedded in the glass substrate. The solid line represents the
resonance curve when the TbFeCo recording medium was used, the broken line
represents the resonance curve when the GeSbTe medium was used, and the dash-
dot line represents the resonance curve when there was no recording medium. The
intensity represents the peak intensity in the distribution measured on a plane 2 nm
from the antenna. As shown, the resonance wavelength was shifted toward a longer
wavelength by interaction with the recording medium. The shift was about 50 nm
for both TbFeCo and GeSbTe.

Near-Field Distribution. Fig. 9.22a shows the intensity distribution of the op-
tical near-field when there was no recording medium, and Fig. 9.22b shows
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Fig. 9.21 Relation between the near-field intensity and the wavelength when a recording medium
was placed near the antenna. The solid line represents the resonance curve for a TbFeCo recording
medium, the broken line represents the resonance curve for a GeSbTe recording medium, and the
dash-dot-line represents the resonance curve when there was no recording medium. The spacing
between the recording medium and the antenna was assumed to be 10 nm. The intensity represents
the peak intensity in the distribution measured on a plane 2 nm from the antenna

the intensity distribution when the TbFeCo recording medium was placed near
the antenna. The wavelength of the incident light was assumed to be at the
resonance wavelength of the plasmon – 780 nm when there was no recording
medium and 830 nm when there was a recording medium. Both distributions were
measured on a plane 10 nm from the antenna (on the surface of the recording
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medium when a recording medium was used). As shown in these figures, the
optical spot was crescent shaped when there was no recording medium but was
semicircular when the recording medium was used. With the recording medium,
the distribution measured at half maximum was about 30 nm wide in both the
x and y directions. If we compare this spot size with that of a 4.7-Gb, DVD-
RAM (full width at half maximum of the optical spot = 580 nm, recording den-
sity = 3.7 Gb/in2), this spot size corresponds to a recording density of approximately
1 Tb/in2. The calculated efficiency for this distribution was 20 % when we assumed
that the incident beam was a Gaussian beam with a full width at half maximum
of 1�m.

When we placed the recording medium near the antenna, the intensity of the
optical near-field increased by a factor of about 2.5. This was because the decay
length of the optical near-field changes when the recording medium is placed
near the antenna. Figure 9.23 shows the dependence of the near-field intensity
on the distance from the surface of the antenna. The solid line represents the
curve when a recording medium was used, and the broken line represents the
curve when there was no recording medium. The near-field intensity decreased
exponentially as the distance increased, and its decay length increased when the
recording medium was placed near the antenna. We believe this was because image
charges were induced in the recording medium, and the intensity of the optical near-
field between the head and the recording medium became greater because of the
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interaction of the charges induced at both the apex of the antenna and the recording
medium.

9.3.6 Near-Field Optical Head Using a Double Antenna

When a wedge-shaped antenna is used, the recording density can be further
increased by reducing the apex radius or the spacing between the head and the
recording medium. An alternative way to increase the recording density is to
use a double antenna (Fig. 9.24). When the double antenna is illuminated by
light, an optical near-field is generated between the two apices because of the
interaction of charges concentrated at these apices. This mechanism is similar to
that of the bow-tie antenna used at microwave frequencies. However, at optical
frequencies, the intensity of the optical near-field can be enhanced when the
plasmon is excited in the antennas by optimizing the material and the size of the
antenna.

Figure 9.25 shows the intensity distribution of the optical near-field generated
near the double antenna. For this calculation, we assumed that the shape of the
antennas was a sector, the metal was silver, the gap width (g) was 5 nm, the radius
(r) of each apex was 20 nm, the length (L) was 200 nm, the thickness (t) was 30 nm,
and the apex angle (�) was 60ı, and the wavelength was 830 nm. The distribution
was measured on a plane 2 nm from the antennas. As shown, a strong optical near-
field was generated at the gap. The peak intensity was about 2,000 times that of the
incident light. The distribution measured at half maximum was 5 by 5 nm, which
was the same as the gap width. When using such a small optical spot, a recording
density of over 10 Tb/in2 should be attainable.
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Figure 9.26 shows the intensity of the optical near-field as a function of the
incident light wavelength when the gap width of the double antenna was varied
from 24 to 8 nm. For this calculation, we assumed that the metal was silver, the
length (L) was 100 nm, the radius (r) of each apex was 20 nm, the thickness (t) was
30 nm, the apex angle (�) was 60ı. As shown, the intensity of the optical near-field
increased when the plasmon was excited in the antennas, as was the case with a
single antenna. The resonance wavelength shifted toward a longer wavelength, and
the intensity rose as the gap width became smaller because of the interaction of
plasmons generated on both sides of the antennas.
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9.4 Nanobeak Head

To generate smaller optical spot by using the wedge-shaped antenna, an
optical near-field head with a beaked apex has been proposed. In this section,
we describe its principle, simulation results, and writing experiments using
this head.

9.4.1 Principle

Figure 9.27 shows a schematic of the head. It consists of a triangular antenna with
a three dimensionally tapered apex. When the antenna is illuminated with light
polarized in the x direction, a plasmon is excited in the antenna, a strong optical
near-field is generated around the apex as the wedge-shaped antenna. The antenna
has a recess near the edge that is opposite the apex, and it has a beaked apex. When
the medium is placed near the probe, charges that have accumulated at the apex
are drawn toward the medium because of their interaction with the image charges
induced inside the medium. The beaked apex causes the charges at the apex to
be confined to a smaller area. Thus, the spot size is small compared to that of a
probe without a beaked apex. The recess is also useful to suppress background light
generated near the edge opposite the apex. The background light is generated by the
charges accumulated at the edge, and it localizes near the edge. This background
light becomes large especially when the radius of corners of the edge is small.
Forming the recess moves the edge further from the medium, and the influence
of the background on the medium thus becomes weaker. We call this head a
“nanobeak” [33, 34].
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9.4.2 Optical Simulation

Here we describe calculation results for the nanobeak head. For the calculation, we
assumed that a triangular gold antenna was embedded in a glass substrate, and a
phase-change medium was placed near the head. The thickness (t), depth of the
recess (d ), length (l), apex angle (�), and apex radius of the plate were 50 nm,
15 nm, 150 nm, 60ı, and 12 nm, respectively. The medium consisted of a 30-nm-
thick Ge2Sb2Te5 layer and a 5-nm-thick SiO2 protective layer, and the spacing
between the medium and the probe apex was 3 nm. The incident light was a plane
wave with a wavelength of 780 nm.

Figure 9.28 shows the intensity distribution of the optical near-field calculated
on the surface of the Ge2Sb2Te5 layer. Figure 9.28a is the head without the recess
(flat head), and Fig. 9.28b is the head with the recess (nanobeak). As shown,
a strong optical near-field was generated at the apices indicated by arrows A and
A0. The optical spot size for the nanobeak was smaller than that for the flat probe.
The width of the optical spot for the nanobeak measured at half of the maximum
was 15 nm in the x direction and 20 nm in the y direction, whereas that for the
flat head was 25 nm in both the x and the y directions. In the distribution for the
flat probe, we can see background light around the edge, as indicated by arrow B.
However, in the case of the nanobeak, the background light could be removed. The
peak intensity (power density) for the nanobeak was 125 times that of the incident
light, whereas for the flat probe it was 75 times that of the incident light.

9.4.3 Head Fabrication

The antenna must be embedded in the surface of the slider to prevent the apex from
being damaged while the slider is scanned on the medium. In the fabrication process,
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a depression in the shape of a triangle was first formed on the surface of a quartz
substrate by using electron beam lithography and reactive-ion etching. Next, gold
film was deposited in the depression by vacuum evaporation, and after that a recess
was formed on the surface of the gold film with an ion milling machine. In the ion
milling process, the ion beam was incident on the substrate at an angle to fabricate
the beaked apex, as shown in Fig. 9.29b. Figure 9.29a shows a scanning electron
microscope (SEM) image of the fabricated gold antenna, and Fig. 9.29b shows a
cross-sectional view of a line pattern fabricated through the same fabrication process
as the nanobeak. As shown in these figures, a nanobeak embedded in a quartz slider
was successfully fabricated. The thickness (t), length (l), and depth (d ) of the recess
were 50, 150, and 15 nm, respectively. The apex diameter of the fabricated nanobeak
was approximately 25 nm.

9.4.4 Writing Experiments

Here we describe recording experiments in which we used the nanobeak head to
write marks on phase change media and bit patterned magnetic media.

Writing on Phase-Change Media. In the experiment, the quartz slider with the
nanobeak was placed on the recording medium, and the medium was scanned with
a piezo stage. The nanobeak was illuminated with light from a laser diode with a
wavelength of 785 nm, and the incident beam was focused with an objective lens
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with an NA of 0.8. The medium consisted of a 5-nm-thick SiO2 protective layer
and a 30-nm-thick Ge2Sb2Te5 recording layer deposited on a glass substrate. The
recording layer was amorphous before writing and changed to a crystalline state
after writing. The written marks were observed with a scanning electron microscope
(SEM) [35]. That is, after the writing, the medium is dipped into an alkali solution.
Because etching speeds for crystalline and amorphous states are different, the
written marks change into pits. The marks are then observed with a SEM.

Figure 9.30 shows SEM images of the medium after etching. The dark spots
(depressed regions) correspond to the crystalline regions formed by writing. As
shown, marks with a diameter of 40 nm were successfully written. For this writing
process, the power and the pulse width of the incident light were 13 mW and 60 ns,
respectively. When the heating time is 60 ns, the crystallization temperature for
the Ge2Sb2Te5 film is approximately 400ıC [36]. Therefore, the written marks
correspond to regions where the temperature rose to more than 400ıC. In this
experiment, the medium without a heat sink layer was used to increase the
sensitivity of the medium. In this case, thermal diffusion in the lateral direction
causes broadening of the temperature distribution. To confirm this, the temperature
distribution in the medium was calculated assuming that the medium was heated
by a Gaussian heat source with a full width at half maximum (FWHM) of 20 nm.
When the heating time was 60 ns, the FWHM of the temperature distribution was
60 nm (the width was 40 nm at 65 % of the peak). It should be possible to write
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smaller marks by using a medium with a heat sink layer. Note that the heat sink
layer necessitates an increase in the input power. Therefore, thermal design of the
medium, i.e., optimization of the material and thickness of the heat sink layer, is
necessary to fabricate actual devices.

Writing on Bit-Patterned Magnetic Media. Co/Pd bit-patterned magnetic media
were used for writing recording bits. The same optical setup was used for writing
and a magnetic field was applied to the medium by a bar magnet placed on the
opposite side of the slider to reverse the magnetization. The patterned medium was
fabricated by cutting a Co/Pd multilayer thin film into dots by using self-assembled
block copolymers [37, 38]. First Co(0.3 nm)/Pd(0.7 nm) multilayer was deposited
by sputtering. A solution of polystyrene polymethyl methacrylate (PMMA) block
copolymers was then coated on it and annealed to generate a self-assembled dot
array of PMMA. The Co/Pd film was etched by an ion milling using the PMMA
dots as an etching mask. After the etching, carbon was sputter deposited to fill the
space between the dots and make the surface flat. Figure 9.31a shows an atomic
force microscope (AFM) image of the Co/Pd dots observed before depositing
carbon between the dots. The diameter and pitch of a dot were 20–25 and 30 nm,
respectively, corresponding to a recording density of 830 Gbits/in2.

Figure 9.31b, c shows magnetic-force-microscope (MFM) images of marks
written on the medium with a mark pitch of 120 nm in the horizontal direction and
1�m in the vertical direction. For this writing, the power and pulse width of the laser
were 8.5 mW and 25 ns, respectively, and the applied magnetic field was 1.8 kOe.
As shown in the figure, the magnetizations of the dots are selectively reversed, and
the minimum size of the reversed regions in the MFM image is 30 nm (arrow A).
These magnetically reversed areas correspond to single dots, because the size of the
regions that are magnetically reversed becomes larger than 60 nm if two dots are
magnetically reversed. The size of a magnetic domain in the MFM image appeared
bigger than its actual size because of the resolution limit of the MFM. In the MFM
image, larger marks are also observed (arrows labeled B). In the used media, the dots
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were not perfectly aligned in the direction of the sample scanning. It is expected that
in these regions, the optical spot was not at the center of the dot, and several dots
were heated simultaneously, resulting in magnetization reversal of several dots.

9.5 Summary

Near-field optical recording is a promising way to realize a recording density of
over 1 Tb/in2. In this chapter, we focused on the near-field optical head, which is a
key device for near-field optical recording. After reviewing the near-field optical
recording technology, we focused on a highly efficient near-field optical head
that uses a wedge-shaped antenna and described its optical properties based on a
simulation using a finite-difference time-domain method. The simulation results
confirmed that a strong optical near-field is generated at the apex of the antenna
when a plasmon is excited in the antenna. When a TbFeCo recording medium
was placed 10 nm from the near-field optical head, the size of the optical spot was
30 nm, which corresponds to an areal recording density of approximately 1 Tb/in2.
The efficiency was 20 % if we assume that the incident beam was a Gaussian
beam with a full width at half maximum of 1�m. Furthermore, we discussed a
triangular antenna with a beaked apex called a “nanobeak.” Numerical analysis
shows we can reduce the spot size further by using the nanobeak head. The nanobeak
head was fabricated on the surface of a quartz slider and used for writing marks
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on a phase-change recording medium. The marks were observed with a scanning
electron microscope, and it was confirmed that marks with a diameter of 40 nm
were successfully written on the medium. The nanobeak head was also used for
writing marks on a Co/Pd bit-patterned medium with a diameter of 20–25 nm and a
pitch of 30 nm, corresponding to an areal density of 830 Gbits/in2. Magnetic-force-
microscope images of the medium show that the magnetizations of single dots were
selectively reversed by the head.
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Abstract
In this chapter, current progress in the instrumentation and measurements of
aperture-based near-field scanning optical microscopy and its application to
spectroscopic study of semiconductor nanostructures are described. The design
and fabrication of the probe with regard to aperture quality and the efficiency of
light propagation are carefully examined. The recent dramatic improvements in
spatial resolution and optical throughput are demonstrated by single quantum dot
spectroscopy.
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10.1 Introduction

The optical control of single electronic quantum states is the most fundamental and
critical technique needed for the functioning of nano-optical devices and for the
implementation of quantum-information processing. Semiconductor quantum dots
(QDs), where electrons are confined in a nanoscale volume, are one of the promising
candidates for a prototype of such quantum systems due to their atom-like density
of states, long duration of coherence [1, 2] (narrow transition linewidth [3–5]), and
strong interaction between confined carriers. So far, as a result of these specific
properties in QDs, optical manipulations of single quantum states such as qubit
rotations [6, 7], optically induced entanglement [8], and single-photon turnstile [9]
are realized in well-characterized QD systems including interface QDs formed in a
narrow quantum well and self-assembled QDs grown in Stranski–Krastanov mode.

Conventional far-field optical techniques are unsatisfactory for exploring and
addressing these individual nanoscale systems in terms of spatial resolution, which
is limited to half the wavelength of used light due to the diffraction limit. Probing
systems with fixed apertures or with mesa structures is a useful solution for
isolating single quantum constituents, but the imaging ability is sacrificed. Near-
field scanning optical microscopy (NSOM), where single systems are observed
through a small aperture at the end of a scanning probe, is a more powerful tool
for locally accessing individual QDs and obtaining spatial information [10–12].
By achieving spatial resolution higher than 50 nm with reasonable sensitivity for
spectroscopic measurements, we are able to explore internal structures of QDs; real-
space mapping out of wave functions of electrons and holes (excitons) confined in
the QDs.

The combination of femtosecond spectroscopy with NSOM offers new per-
spectives for the direct investigation of carrier dynamics [13, 14] and the local
manipulation of electronic quantum states [15, 16] on the nanometer length scale.
Time-resolved optical spectroscopy also provides a wealth of information on
dynamic processes like the phase and energy relaxation of carriers. Real-space
diffusion, trapping, and relaxation processes of photogenerated carriers in low-
dimensional semiconductors are of interest from the viewpoint of fundamental
physics as well as with regard to potential device applications. Moreover, coherent
control of electronic excitation of the quantum-confined system is of great impor-
tance because of its possible application in quantum-information processing such as
quantum computation, as described above.

In this chapter, current progress in the instrumentation and measurements of
NSOM and its application to imaging spectroscopy of single quantum constituents
are described. The most critical element in NSOM is an aperture probe, which is
a tapered and metal-coated optical fiber. We examine the design and fabrication of
the probe with regard to aperture quality and the efficiency of light propagation.
The recent dramatic improvements in spatial resolution and optical throughput are
illustrated by single quantum dot spectroscopy, which reveals the intrinsic nature
of quantum-confined systems. Beyond such an application, real-space mapping of
exciton wave functions confined in a quantum dot is also demonstrated.
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10.2 General Description of NSOM

When a small object is illuminated, its fine structures with high spatial frequency
generate a localized field that decays exponentially normal to the object. This
evanescent field on the tiny substructure can be used as a local source of light
illuminating and scanning a sample surface so close that the light interacts with
the sample without diffracting. There are two methods by which a localized optical
field suitable for NSOM can be generated. As illustrated in Fig. 10.1a, one method
uses a small aperture at the apex of a tapered optical fiber coated with metal. Light
sent down the fiber probe and through the aperture illuminates a small area on the
sample surface. The fundamental spatial resolution of so-called aperture NSOM is
determined by the diameter of the aperture, which ranges from 10 to 100 nm [10].

In the other method, called apertureless (or scattering) NSOM and illustrated in
Fig. 10.1b, a strongly confined optical field is created by external illumination at

a

c

b

Fig. 10.1 Schematic illustration of (a) aperture NSOM and (b) apertureless (scattering) NSOM.
(c) Schematic of standard NSOM setup with a local illumination and local collection configuration
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the apex of a sharpened metal or dielectric tip [12]. Spatial resolution approaching
the atomic scale is expected, and laboratory experiments have yielded resolutions
ranging from 1 to 20 nm. A rather large (diffraction limited) laser spot focused on
a tip apex frequently causes an intense background that reduces the signal-to-noise
ratio. This contrasts with what is done in aperture NSOM, where the aperture serves
as a localized light source without any background. The general applicability of the
apertureless method to a wide range of samples is currently being investigated.

The simplest setup for aperture NSOM, a configuration with local illumination
and local collection of light through an aperture, is illustrated in Fig. 10.1c. The
probe quality and the regulation system for tip-sample feedback are critical to
NSOM performance, and most NSOMs use a method similar to that used in an
atomic force microscope (AFM), called shear-force feedback, the regulation range
of which is 0–20 nm. The light emitted by the aperture interacts with the sample
locally. It can be absorbed, scattered, or phase-shifted, or it can excite fluorescence.
Which of these occurs depends on the sample and produces contrast in the optical
images. In any case, light emerging from the interaction volume must be collected
as efficiently as possible. When the sample is prepared on a transparent substrate,
signal light is frequently collected with an objective lens arranged in a transmission
configuration.

10.3 Design, Fabrication, and Evaluation of NSOM
Aperture Probes

10.3.1 Basic Process of Aperture Probe Fabrication

Great efforts have been devoted to the fabrication of the aperture probe, which is
the heart of NSOM. Since the quality of the probe determines the spatial resolution
and sensitivity of the measurements, tip fabrication remains of major interest in the
development of NSOM. The fabrication of fiber-based optical probes can be divided
into the three main steps illustrated in Fig.10.2: (a) the creation of a tapered structure
with a sharp apex, (b) the coating with a metal (Al, Au, Ag) to obtain an entirely
opaque film on the probe, and (c) the formation of a small aperture at the apex.

There are two methods used to make tapered optical fibers with a sharp tip and
reasonable cone angle. One is the heating-and-pulling method, where the fiber is
locally heated using a CO2 laser and is subsequently pulled apart [17]. The other
method, based on chemical etching in a hydrofluoric acid (HF) solution, is a more
easily reproducible production and can be used to make many probes at the same
time [18, 19]. To realize the ideal taper structures of the sort that will be discussed
below, the chemical-etching method is advantageous because the taper angle can
be adjusted by changing the composition of a buffered HF solution. Another
important advantage of the chemical-etching method is the excellent stability of
the polarization state of the probe. When the heating-and-pulling method is used, in
contrast, temporal fluctuation of polarization occurs due to the relaxation of strain
induced by the production process.
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Fig. 10.2 Fabrication of an aperture NSOM probe: creation of the taper structure, metallization
of an exterior surface, and formation of the aperture at the apex. The inset shows scanning electron
micrographs of 50- and 70-nm apertures made by the impact method

The technique most often used to form a small aperture is based on the
geometrical shadowing method used in the evaporation of metal. Since the metal is
evaporated at an angle from behind, the coating rate at the apex is much slower than
that on the sides. The evaporated metal film generally has a grainy texture, resulting
in an irregularly shaped aperture with asymmetric polarization behavior. The grains
also increase the distance between the aperture and the sample, not only degrading
resolution, but also reducing the intensity of the local excitation. A method for
making a high-definition aperture probe by milling and polishing using a focused
ion beam has been developed [20], as has a simple method based on the mechanical
impact of the tip on a suitable surface [21]. In both methods, the resulting probe
has a flat end and a well-defined circular aperture. Furthermore, the impact method
assures that the aperture plane is strictly parallel to the sample surface, which is
important in minimizing the distance between the aperture and the sample surface.

10.3.2 Tapered Structure and Optical Throughput

Improvement of the optical transmission efficiency (throughput) and collection
efficiency of aperture probes is the most important issue to be addressed for the
application of NSOM in the spectroscopic studies of nanostructures. In addition to
contributing to the high sensitivity of NSOM measurements, optical probes with
high throughput will open up attractive new areas of research, such as nonlinear
processes and optical manufacturing on the nanometer scale. It is therefore of great
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Fig. 10.3 Mode propagation
in a tapered optical fiber
probe coated with a perfect
conductor at a wavelength of
633 nm

importance to understand the limitations and possibilities of aperture probes with
respect to light transmission.

The tapered region of the aperture probe operates as a metal–clad optical
waveguide. The mode structure in a metallic waveguide is completely different
from that in an unperturbed fiber and is characterized by the cutoff diameter and
absorption coefficient of the cladding metal. Theoretical and systematic experimen-
tal studies have confirmed that the transmission efficiency of the propagating mode
decreases in the region where the core diameter is smaller than half the wavelength
of the light in the core (Fig. 10.3) [22]. The power that is actually delivered to the
aperture depends on the distance between the aperture plane and the plane in which
the probe diameter is equal to the cutoff diameter, which distance is determined by
the cone angle of the taper. We therefore proposed a double-tapered structure with
a large cone angle [22]. This structure is easily realized using a multistep chemical-
etching technique, as will be described below. With this technique, the transmission
efficiency is much improved by two orders of magnitude as compared to the single-
tapered probe with a small cone angle [21, 22].

10.3.3 Simulation-Based Design of a Tapered Structure

Further optimization of the tapered structure is needed to achieve much higher
probe efficiency. However, it is very time-consuming to assess many structure
parameters, such as the cone angle and taper length, by trial and error. Numerical
analysis is a more reasonable way to attain an optimized structure efficiently and to
understand the electromagnetic field distribution in a tapered waveguide including
the vicinity of the aperture. Computational calculation by the finite-difference
time-domain (FDTD) method is the most popular and promising method available
for this purpose, because it can be easily applied to actual three-dimensional
problems [23]. Although there have been many simulations focusing on the electric
field distribution in the vicinity of the aperture to examine the spatial resolution
of NSOM, no calculations have been reported that deal with the light propagation
in the tapered region in terms of the sensitivity of the probe. Here, using the
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q

λ

Fig. 10.4 Cross-sectional
view of the FDTD geometry
of the three-dimensional
NSOM model

three-dimensional FDTD method, we demonstrate the high collection efficiency of
double-tapered probes including guiding optical fibers, as compared with single-
tapered probes [24]. We also describe in detail the dependence of the collection
efficiency on the cone angle and taper length.

Figure 10.4 illustrates the cross-sectional view of the FDTD geometry of the
three-dimensional problem, which reproduces the experimental situation of single
quantum-dot imaging. A fiber probe with a double- or single-tapered structure
collects luminescence (� D 1�m) from a quantum dot buried 3�=40 beneath the
semiconductor (GaAs; n D 3:5) surface. We assume that the source of luminescence
is a point-like dipole current linearly polarized along the x direction. The radiation
caught by the aperture with a diameter of �=5 propagates in the tapered region
clad with a perfectly conducting metal and then is guided to the optical fiber
waveguide. The refractive indices of the core and cladding of the fiber are 1:487 and
1:450, respectively. The intensity of the collected signal, Icoll, is evaluated by two-
dimensionally integrating the electric field intensity in the core area of the optical
fiber. The simulation box consists of a 120 � 120 � 360 grid in the x, y, and z
directions; the space increment is �=40. We run the simulation employing Mur’s
boundary condition.

To demonstrate the performance of the double-tapered probe, we performed
calculations for three types of probes, as shown in Fig. 10.5, where the spa-
tial distribution of the electric field intensity is shown on a logarithmic scale.
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Fig. 10.5 Calculated
distribution of the electric
field intensity for three types
of probes. (a) Single-tapered
probe with a cone angle
� D 28ı, (b) single-tapered
probe with � D 90ı, and (c)
double-tapered probe with
� D 90ı and neck diameter
D D �
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Fig. 10.6 Plots of the intensity of collected light as a function of (a) cone angle � and (b) neck
diameter D

In Fig. 10.5a, b, Icoll is compared for probes with � D 28ı and � D 90ı. The Icoll

ratio is estimated to be 1:32. Such a distinct improvement in Icoll can be attributed
to the difference in the length of the cutoff region. By making the cone angle large
and shortening the cutoff region, we can direct much of the radiation power towards
the tapered region. Figure 10.5c shows the calculation result in the case of a double-
tapered probe whose cone angle is the same as in Fig. 10.5b. The neck diameter
D is assumed to be �, which is threefold the cutoff diameter of the cylindrical
waveguide clad with a perfectly conducting metal. Icoll of Fig. 10.5c is found to be
three times greater than Icoll in Fig. 10.5b. The radiation pattern in Fig. 10.5c clearly
illustrates that the second tapered region modifies the wave front of the propagating
light to match the guiding mode of the optical fiber, while the spherical-wave-like
propagation in Fig. 10.5b cannot be coupled to the guiding mode so efficiently. To
summarize, the collection efficiency of the double-tapered probe in Fig. 10.5c is
greater by two orders than that of the conventional single-tapered probe in Fig.10.5a.

Although we have demonstrated the advantage of a double-tapered probe, its
performance is also dependent on various structure parameters. In Fig. 10.6a, b, the
values of Icoll as a function of cone angle � and neck diameter D, respectively, are
plotted. The enhancement of Icoll with the increase in � is easy to understand. Icoll

will increase monotonously as � approaches 180ı. In the case of a realistic metal
aperture, however, a large � will cause diminished spatial resolution due to the finite
skin depth of the metal. The optimum value of � should be chosen by balancing
the collection efficiency with the spatial resolution. As depicted in Fig. 10.6b, the
dependence of Icoll on D is found to be more complicated and seems to be less
essential. One significant result is that a neck diameter D as small as 3dc=2 is
preferable compared with a diameter of 3dc to attain high efficiency in coupling
to the guiding mode of the optical fiber.
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10.3.4 Fabrication of a Double-Tapered Aperture Probe

We used a chemical-etching process with buffered HF solution to fabricate the
double-tapered probe. Since the details of probe fabrication with selective etching
are described in Ref. [18], we describe the process only briefly here. The cone angle
� can be controlled by the buffering condition of the etching solution, which is
adjusted by the volume ratio X of NH4F maintaining the proportion of HF to H2O
at 1:1. Here, the composition of the solution is expressed as X:1:1. A two-step
etching process is employed to make a double-tapered probe, as shown in Fig.10.7a.
In the first step, using a solution with a composition of X D 1:8, a short tip with a
large cone angle of 150ı is fabricated. Second, the guiding region is obtained with a
solution of X D 10. As shown in the scanning electron micrograph of Fig.10.7b, the
resultant cone angle is approximately 90ı. The neck diameter D can be controlled
by the etching time in the second step.

The next step for metal coating and aperture formation is summarized in
Fig. 10.8a. The entire exterior surface of the etched probe was metal-coated with an
Au film 200 nm in thickness using a sputtering coating method. A small aperture was
created by pounding the metal-coated probe on a sapphire substrate or on the sample
itself and squeezing the Au off to the side. Figure 10.8b shows a scanning electron
micrograph of the 70-nm aperture, taken after conducting photoluminescence (PL)

a

b

Fig. 10.7 (a) Two-step chemical etching for the fabrication of a double-tapered fiber probe. (b)
Scanning electron micrograph of a double-tapered probe
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a

b

Fig. 10.8 (a) Process for
coating the tapered probe
with metal and formation of
an aperture. (b) Scanning
electron micrograph of the
aperture with a diameter of
70 nm

imaging several times. Not only a smooth and flat end face but also a round and well-
defined aperture was obtained in this fabrication process. As mentioned above, the
aperture plane is parallel to the sample surface to minimize the distance between the
aperture and the sample surface. The size of the aperture can be selected by carefully
monitoring the intensity of light transmitting from the apex, since the throughput
of the probe is strictly dependent on the aperture diameter. Such controllability
in aperture formation is demonstrated in the scanning electron micrographs of
ultrasmall apertures in Fig. 10.9.

10.3.5 Evaluation of Transmission Efficiency and Collection
Efficiency

To evaluate the transmission efficiency of aperture probes, researchers often mea-
sure the light power emitted by the aperture in the far-field region. However, in
many experimental situations, the instantaneous electric fields are dominant in the
interaction between light and matter. Thus, the far-field transmission coefficient
(the ratio of the far-field light power emitted by the aperture to the power coupled
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a b

c d

Fig. 10.9 Scanning electron
micrographs of (a) an entirely
metal-coated probe and an
apertured probe with aperture
diameters of (b) 15 nm,
(c) 30 nm, and (d) 50 nm

Fig. 10.10 Plots of the
transmission coefficient of an
aperture probe as a function
of aperture diameter for
single-tapered and
double-tapered probes with
cone angles of 60ı and 90ı.
A He–Ne laser with a
wavelength of 633 nm was
used for this measurement

into the fiber) does not reflect the field enhancement in the near-field region.
However, in comparing probes with the same aperture diameter in terms of the
transmission efficiency in tapered regions, the far-field transmission coefficient can
be valuable information.

In Fig. 10.10 the transmission coefficient is plotted against the aperture diameter
for conventional single-tapered probes and for double-tapered probes with cone
angles of 60ı and 90ı. As a light source for the measurement, we used a He–Ne
laser (� D 633 nm). It is clear that the transmission efficiency of the double-tapered
structure with a large cone angle is improved by two orders of magnitude greater
than that of the single-tapered probe with a small cone angle. In the case of a
100-nm aperture, the transmission coefficient is as large as 10�2. The reduction
of the throughput with a decrease of aperture diameter is not so severe as predicted
by Bethe’s theory, where the throughput must be proportional to d�6 (d : aperture
diameter) [25]. Thus, we obtain reasonable illumination intensity even in the case
of a 10- to 30-nm aperture.
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Fig. 10.11 Comparison of
collection efficiency of an
objective (open circles) and a
probe with a 70-nm aperture
(closed circles).
Photoluminescence
intensities collected from a
single quantum dot are
plotted as a function of
distance between the aperture
and the surface

In addition to a high throughput for efficient illumination of light, superior
collection of the locally emitted signal is critical for the observation of opaque
materials such as semiconductors. We checked the collection efficiency of a 70-nm
aperture probe quantitatively by collecting PL from an InGaAs QD buried 70 nm
beneath the surface. We compared the PL intensity collected by the aperture probe
with that collected simultaneously by an objective with a numerical aperture of 0:8
(Fig. 10.11 inset). In Fig. 10.11, the PL signal intensities are plotted as a function of
distance between the aperture and the sample surface. Within 15 nm of the surface,
the amount of light collected by the aperture probe increases rapidly and reaches
a value as great as the amount collected by an objective with a numerical aperture
of 0:8. This suggests that fabrication of the flat-ended probe makes a considerable
contribution to the efficient interaction of the aperture and evanescent field in the
vicinity of the sample.

The overall throughput (or collection efficiency) of light is determined by various
factors such as the wavelength of propagating light and the corresponding dielectric
constant of the cladding metal, as well as by the structure of unperturbed fiber. The
FDTD simulation of light propagation is a useful and efficient way to obtain the
information needed to make an optimized structure.

10.3.6 Evaluation of Spatial Resolution with Single Quantum Dots

Fluorescence imaging of point-like emission sources is the most straightforward
and reliable method for evaluating the spatial resolution of a probe. In particular,
semiconductor quantum dots are most suitable in terms of their sizes, quantum
efficiency, and optical stability. We evaluated the spatial resolution for various
aperture diameters by PL imaging of single InAs self-assembled QDs [26]. The
typical lateral size and height of the dots were 22 and 3 nm, respectively. The
thickness of the GaAs cap layer, which determines the achievable spatial resolution,



416 T. Saiki

is of critical importance. While a thinner cap layer contributes to the higher
resolution, it also causes the degradation of the optical quality of the QDs [4, 27].
We used the QD sample with a cap layer of 20-nm thickness, taking into account
the balance between the achievable spatial resolution and the optical quality.

By illuminating the sample with diode laser light (� D 685 nm) through the
aperture, we generated most of the carriers in a barrier layer surrounding the QDs.
After diffusing in the barrier layer, the carriers were captured in the confined states
of QDs. The PL signal from a single QD was collected by the same aperture. All of
the measurements were performed at 9K in a cryostat. The tapered structure, defined
by a cone angle (� D 90ı) and a neck diameter (D D 1�m), was optimized from
the viewpoint of both the optical throughput and the spatial resolution, based on the
results of FDTD simulation.

Figure 10.12a–c show the low-temperature PL images of InAs QDs obtained
(center photon energy E D 1:33 eV, �E D 60meV) by the apertures with diam-
eters of 135, 75, and 30 nm, respectively. The individual bright spots correspond
to the PL signal from single QDs. The size of each spot becomes smaller with a
decrease of the aperture diameter employed. To evaluate the spatial resolution in
Fig. 10.12c, we plotted the cross-sectional profiles of PL signal intensity for the
spots indicated by arrows in Fig. 10.12d. Full width at half maximum (FWHM) of
the PL signal profile was 37 ˙ 2 nm. Taking into account the size of QD (22 nm),
we estimated the spatial resolution of this measurement to be about 30 nm, which
corresponds to �=30. In the illumination–collection mode operation of NSOM, the
small aperture plays roles in both excitation and collection of the PL signal. In the
case of carrier generation in the barrier layer, however, the excitation process does
not contribute to such a high spatial resolution due to the carrier diffusion in several
hundreds nanometers. We conclude that high resolution could be achieved solely by
the collection process of the PL signal.

We carried out the same measurements as described above for other probes and
evaluated PL spot size as a function of aperture diameter, as shown in Fig. 10.13.
The aperture size of 0 nm means that there is no physical aperture at the apex, which
was obtained by stopping the pounding procedure just before opening the aperture.
In spite of the lack of physical aperture, we could detect reasonable intensity of
the PL signal and image with a resolution of 75 nm. Except for the 0-nm aperture,
the spatial resolution is monotonously enhanced with a decrease of the aperture
diameter. The spatial resolution is almost equal to the aperture diameter, whose
behavior is also reproduced well by the FDTD simulation.

10.4 Super-resolution in Single Molecule Detection

NSOM fluorescence measurements are the simplest and most informative method
because they provide high-contrast imaging of nanostructures, revealing the chem-
ical composition and molecular structure as well as the defects and dopants
in semiconductors. High-resolution optical imaging of biological samples with
fluorescence labels is also a promising field of application. NSOM has the potential
to create images of the distribution of such labels down to the level of single
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Fig. 10.12 Low-temperature near-field PL images of InAs QDs, obtained by using the probes
with aperture diameters of (a) 135 nm, (b) 75 nm, and (c) 30 nm, respectively. (d) Cross-sectional
PL intensity profiles of the spots indicated by the arrows

fluorophores. Furthermore, the presence of the probe (metal aperture) alters the
fluorescence lifetime and emission pattern, making it possible to control radiation
in the immediate vicinity of the probe (i.e., locally within the nanoenvironment).

Although NSOM offers attractive possibilities with regard to the detection
of single molecules, the current spatial resolution of 100 nm is not sufficient
for application to actual biological samples. Imaging with a very small aperture
(<30 nm) has often been impossible because the transmission efficiency decreases
drastically with aperture diameter. Moreover, even a small grain on the aperture
plane is problematic because the consequent increase of the aperture–sample
distance reduces the spatial resolution. As mentioned in the previous section,



418 T. Saiki

Fig. 10.13 PL spot diameter
as a function of aperture size.
The aperture size of 0 nm
means that the probe does not
have a physical aperture
(entirely metal-coated probe)

however, the development of tailored probes with a high-quality aperture has solved
this problem.

We have made fluorescence images of single dye molecules by using an aperture
significantly smaller than that usually employed [28]. Cy5.5 dye molecules were
dispersed on a quartz substrate and illuminated by He–Ne laser light through an
aperture made of gold. The fluorescence from a single molecule was collected by
the same aperture or by an objective in transmission configuration. Figure 10.14a
shows a typical fluorescence image of individual molecules, and Fig. 10.14b is
magnified views of some of the bright spots in Fig. 10.14a. The diameter of
each spot was estimated to be 30 nm, which corresponds to the aperture diameter
produced by using the impact method. Steplike digital bleaching, which occurred
at the moment indicated by the arrow, confirms that we actually observed single
molecules. The highest resolution we achieved by using an aperture with a diameter
of approximately 10 nm is shown in Fig. 10.15. The diameter of the fluorescence
spot was as small as 10 nm.

The spatial resolution of 10 nm achieved in the experiment is inconsistent with
conventional NSOM resolution; the optical spot generated at the aperture should be
larger than the physical aperture diameter because of the finite penetration of light
into the coated metal. When we use a gold-coated probe with a cone angle of 90ı, the
spatial resolution (spot size) should be limited to 30 nm at � D 633 nm even in the
case of a 10-nm aperture. To examine this discrepancy, we used FDTD calculation
to take into account a realistic situation, including the complex dielectric function
of the gold film. Figure 10.16a shows the model for calculation. The radiation
(� D 633 nm) from a point dipole current, oscillating in the x direction, propagates
in the tapered region, and then a small light spot is created by the aperture. The
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a bFig. 10.14 (a) Typical
near-field fluorescence image
of single dye molecules. (b)
Magnified view of one of the
bright spots in part (a).
Irreversible photobleaching
occurred at the moment
indicated by the arrow

Fig. 10.15 (a) One of the
highest-resolution images
obtained by using a 10-nm
aperture. (b) and (c)
Magnified view of two of the
bright spots in part (a)

a b

c

cone angle is 90ı, and the aperture diameter is 10 nm. The simulation box is
500 nm� 500nm� 425 nm in the x, y, and z directions, respectively, and the space
increment is 2:5 nm. Figure 10.16b shows the cross-sectional profile of the electric
field intensity along the x direction 5 nm below the aperture. The twin-peak structure
comes from the enhancement of the electric field at the edge of the aperture. The spot
size, which is defined as a full width at half maximum of the profile, is estimated
to be 16 nm. In Fig. 10.17, calculated spot sizes are plotted as a function of the
aperture diameter. While we could expect to achieve 10-nm resolution from this
simulation, a contribution of another mechanism, such as energy transfer from an
excited molecule to the metal aperture, is also possible [29]. When the molecule is
beneath the metal coating, the energy transfer shortens the fluorescence decay time
and thus reduces emission intensity dramatically. On the other hand, no energy is
transferred when the molecule is below the aperture hollow. Because the interaction
distance in the process of energy transfer is only a few nanometers, we expect to
reach a spatial resolution of less than 10 nm.
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Fig. 10.16 (a) Simulation model for a gold-coated probe with a 10-nm aperture. (b) Cross-
sectional profile of the electric field intensity along the x direction 5 nm below the aperture

Fig. 10.17 Plot of
calculated spot sizes (spatial
resolution) as a function of
the aperture diameter

10.5 Single Quantum-Dot Spectroscopy

With the recent progress in the nanostructuring of semiconductor materials and
in the applications of these nanostructured materials in optoelectronics, near-field
optical microscopy and spectroscopy have become important tools for deter-
mining the local optical properties of these structures. In single quantum-dot
spectroscopy, NSOM provides access to individual QDs, an ensemble of which
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exhibits inhomogeneous broadening due to the wide intra-ensemble distribution of
sizes and strains [4,5,30–35]. NSOM can thus elucidate the nature of QDs, including
the narrow optical transition arising from the atom-like discrete density of states and
the line broadening due to the interaction with phonons and/or carriers.

10.5.1 Homogeneous Linewidth and Carrier–Phonon Interaction

The electronic and optical quality of semiconductor QDs has been improved
remarkably by using the Stranski–Krastanov growth mode. Owing to the atom-
like density of states caused by the three-dimensional nanoscale confinement, the
improvement of laser device performance such as ultralow threshold current and
ultrahigh gain characteristics is theoretically predicted. Not only in terms of the
device applications but also because of its fundamental physics, the QD is an
interesting system due to its novel electronic and optical properties. The linewidth
of PL or the absorption spectrum is one of the most fundamental and important
parameters of these properties. There are intrinsic and extrinsic mechanisms respon-
sible for the spectral broadening in semiconductor QDs. The former is homogeneous
linewidth broadening, which is determined by the dephasing processes in electronic
systems. The electron–phonon interactions, lifetime broadening, and carrier–carrier
interactions are considered to cause the homogeneous broadening. The latter is
inhomogeneous linewidth broadening due to the fluctuation in size, shape, and strain
distribution of QD ensembles. Such inhomogeneity leads to variation in the optical
transition energy from dot to dot and prevents us from understanding its intrinsic
properties.

From the viewpoint of device applications, the homogeneous linewidth at room
temperature is of great interest. The several mechanisms for linewidth broadening
at high temperature such as carrier–carrier interaction [36] and carrier–phonon
interaction [37] have been investigated by theoretical consideration. Compared with
cryogenic measurement, however, single-QD PL spectroscopy at room temperature
is technically more difficult, since the PL intensity decreases by a few orders due
to the escape of carriers to the nonradiative recombination paths and/or thermal
excitation to the barrier layer. For that reason, researchers have not yet reported
the detailed experimental results of homogeneous linewidth broadening or the
comparison between the experimental and the theoretical calculation results at high
temperature.

In our single-QD PL spectroscopy study performed over a wide temperature
range from 10 to 300K, we observed that the spectral homogeneous linewidth
increases with temperature, and it finally reaches a level greater than 10meV
at 300K. We also found a correlation between the homogeneous linewidth and
the inter-level spacing energy. These measured properties can be explained by
theoretical calculations considering the electron–longitudinal optical (LO) phonon
and electron–longitudinal acoustic (LA) phonon interactions [38].

The samples investigated in this study were In0:5Ga0:5As self-assembled QDs
grown on GaAs (100) substrate fabricated by gas source molecular beam epitaxy[39].
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The substrate was not rotated during growth of the QDs to create a gradient in
the QD density. There were 70-nm thick cap layers covering the QDs. In order to
achieve isolation of a single QD, we measured the region over the wafer where the
density of the QDs was from 108 to 109 cm�2. The typical lateral size and height of
the dots were 32˙6 and 8˙2 nm, respectively, as measured by means of an atomic
force microscope.

The QD sample on the scanning stage was illuminated with a laser diode
(� D 687 nm) through an aperture of the fiber probe under shear-force feedback
control. The PL measurements were performed in the illumination and collection
hybrid mode to prevent a decrease in spatial resolution due to carrier diffusion.
The collected PL signal was sent into a monochromator equipped with a cooled
charge-coupled device (CCD). The spectral resolution of this measurement was
about 1:5meV. The NSOM head was mounted in a temperature-controlled cryostat.

Figure 10.18a shows the ground-state emission of single QDs under weak
excitation conditions at various temperatures. The excitation power density was
kept at a sufficiently low level, where the average number of photoexcited electron–
hole pairs (excitons) is less than one in the dot. Under these excitation conditions,
the additional PL linewidth broadening due to carrier–carrier interaction does not
occur [40,41]. As shown in Fig. 10.18a, the PL spectrum is sharp at 8K and the full
width of half maximum (FWHM) of the spectrum is 1:5meV, which is restricted by
the spectral resolution in our instrumental response. The real PL linewidth is thought
to be much narrower than 1:5meV, as reported by other groups. The PL spectrum
slightly broadens at 96K, and the line shape can be reproduced by the Lorentzian
function indicated by the fitting line. The FWHM of the PL spectrum, which
corresponds to the homogeneous linewidth, is about 4meV. With a further increase
in temperature up to 250K, the PL linewidth reaches approximately 10meV. To
demonstrate the linewidth variation from dot to dot, we measured the PL spectra
of three different QDs at 250K, as shown in Fig. 10.18b. The FWHM varies from
8:5 to 11meV, and this type of variation of the spectral linewidths has also been
reported [42].

Figure 10.19 shows the temperature dependence of the PL linewidths of single
QDs from 8 to 300K. We measured the PL spectra of several different QDs at
various temperatures and plotted the experimental PL linewidths as open circles.
Below 60K, the PL linewidths are less than 1:5meV. With an increase in tem-
perature, the PL linewidth gradually broadens and finally becomes larger than
10meV at 300K. We compared this experimental finding with the results obtained
by theoretical calculation. Our theoretical approach is fundamentally based upon
the Kadanoff–Baym–Keldysh nonequilibrium Green’s function technique [43]. The
carriers interacting with phonons have a finite lifetime and violate a unique relation
between the carrier energy and its wave vector. The spectral function is used to
describe the relationship between them. To simplify the discussion, we consider only
the lowest energy levels of the confined electron and the hole inside the quantum
box. The LO phonon and LA phonon are assumed to be confined in the QD as well
as the electron and the hole. We have plotted the calculation results in Fig. 10.21 as
the solid squares and solid triangles, which correspond to the results considering
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Fig. 10.18 (a) PL spectra of InGaAs single QDs under low excitation conditions at various
temperatures. Smooth lines correspond to the Lorentzian function. (b) PL spectra of three different
QDs at 250K

both electron–LO and electron–LA phonon interactions and only the electron–
LO phonon interaction, respectively. As a matter of course, the increase in the
theoretical curves with temperature is coming from the temperature dependence of
the phonon numbers. In view of the fairly good agreement between the experimental
findings and the results obtained by theoretical calculation, we believe that the
homogeneous linewidths measured in this study are governed by the interactions
between carriers and phonons. In addition, we found that the interaction with LO
phonons dominated the homogeneous linewidth in the high-temperature region.

Next, to understand why the homogeneous linewidths vary from dot to dot,
we performed careful measurement of the homogeneous linewidths of many QDs
at room temperature. To address the individual QD, we introduce the inter-level
spacing energy (�E), which reflects the size of the QD. Figure 10.20a shows the
excitation power dependence of the PL spectra of a single QD. The peak intensity
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Fig. 10.19 Experimental
and theoretical results for
homogeneous linewidths as a
function of temperature. Solid
squares and solid triangles
correspond to the calculated
results considering both
electron–LO phonon and
electron–LA phonon
interactions and only the
electron–LO phonon
interaction, respectively. The
dotted line represents the
spectral resolution in our
measurement

of each spectrum is normalized by the excitation power. Under weak excitation
conditions, a single peak is observed at 1:158 eV (E1), which originates from the
recombination of the ground state. When the excitation power is higher than 10�W,
another PL peak appears at the higher energy of 1:205 eV (E2). From the threshold-
like PL behavior as a function of excitation power, it is evident that this emission
line of E2 is associated with the first excited state. Figure 10.20b shows a plot of
the PL spectrum at intermediate excitation power. Here, we define the inter-level
spacing energy (�E) as the energy difference between the ground state and the first
excited state (D E2 � E1).

Figure 10.21 shows the homogeneous linewidths as a function of�E , where the
experimental data are plotted with open circles. The linewidths tend to increase
with �E . Here, the absolute values and large variation (25–45meV) of �E
are considered to be reasonable as determined by comparing these findings with
the results obtained by theoretical calculation taking into account the averaged
QD size and its distribution, respectively. Based upon Green’s function theory
mentioned above, the homogeneous linewidths are computed for QDs of different
size. The closed squares in Fig. 10.21 denote the calculated results considering
the interactions with LO and LA phonons. The theoretical calculation results
quantitatively reproduce the experimental results, indicating that the magnitude of
electron–phonon interaction depends on the�E (size of QDs). That is, in the case of
a smaller quantum dot, the overlap integral of the carrier and phonon eigenfunctions
becomes larger, which leads to a more strongly coupled electron–phonon system. In
Fig. 10.21, the contributions from LO– and LA–phonon interactions are also plotted
separately. We can see that the �E dependence of the LA phonon contribution is
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Fig. 10.20 (a) PL spectra of
a single QD at various
excitation powers ranging
between 3 and 20 �W at
300K. The vertical axis is
normalized by the excitation
intensity. (b) PL spectra of a
single QD under intermediate
excitation conditions, where
several electron–hole pairs
are excited in a QD.
Inter-level spacing energy
(�E) is defined as the energy
difference between the
ground-state emission energy
(E1) and the first excited state
energy (E2)
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Fig. 10.21 Experimental
(open circles) and theoretical
(closed squares) results for
homogeneous linewidth as a
function of inter-level spacing
energy (�E) at 300K.
Contributions from
electron–LO phonon and
electron–LA phonon
interactions are also plotted
separately

slightly larger than that of the LO phonon contribution, which is due to the fact that
the deformation potential includes the spatial derivative of the lattice displacement.

As for GaAs/Al0:3Ga0:7As quantum well structures, Gammon et al. have reported
the well-width dependence of the homogeneous linewidth [44]. According to
their experimental and theoretical results, the linewidth has a weak dependence
on the quantum well width. On the contrary, our experimental and theoretical
results demonstrate that the strength of the electron–phonon interaction largely
varies depending on the spatial confinement in a given QD. Such a size-dependent
electron–phonon interaction implies that the QD would have a novel character with
a strongly coupled electron–phonon mode.

10.5.2 Homogeneous Linewidth and Carrier–Carrier Interaction

Phenomena occurring under highly excited conditions have been one of the most
significant topics that have been frequently studied in bulk, quantum well (QW),
and quantum wire (QWR) systems [45–48]. In semiconductors occupied by many
carriers, the carrier–carrier interaction appears as a consequence of a change of
self-energy. Changes of the real and the imaginary part of a self-energy induce the
shrinkage of a fundamental bandgap (band-gap renormalization) and an increase
of the damping rate, respectively [45]. The experimental results show that the band-
gap renormalization is reduced in accordance with the reduction of a dimensionality
from bulk to QWR [48].

As mentioned in the previous subsection, the most essential problem in
preventing the realization of ideal QD devices is the several kinds of inhomogeneity
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of QD such as size, shape, and strain. However, the homogeneity of QD size
is drastically improved when growth conditions are optimized. In this case, the
narrow inhomogeneous broadening of 20meV in the optical spectrum has been
realized [49], and the performance of the QD lasers has been much improved. If the
inhomogeneous broadening can be suppressed enough, the intrinsic homogeneous
linewidth becomes one of the restrictive parameters with respect to attaining
the maximum gain. In the operation of a QD laser at room temperature, many
carriers are injected in and around the QDs, and the carrier–carrier interaction
affects the homogeneous linewidth. Several scattering mechanisms via carrier–
carrier interaction have been discussed, and the dephasing rate (linewidth) has
been estimated by several theoretical calculations [37]. So far, however, the
detailed experimental results involving carrier–carrier interaction in QDs at room
temperature have not been reported.

In this subsection, we described a single-QD PL spectroscopy in high excitation
conditions at room temperature. We concentrated on the characteristic excitation
power-dependent shift and broadening of ground-state emission. These behaviors
have been discussed while taking into consideration the carrier–carrier interaction
in QDs.

Figure 10.22a shows the excitation power dependence of PL spectra in a single
QD and WL at 300K. In the weak excitation condition, a single PL line originating
from the recombination of an electron and hole pair in the lowest energy level
(ground state: E1) is observed at 1:222 eV. With an increase of the excitation power
density, additional lines associated with excited states (E2, E3) appear and grow
up at 1:252 and 1:280 eV. The shape of each spectrum is well reproduced by a
sum of Lorentzian functions. The precise values of the transition energy and the
linewidth are determined from the fitting results. The additional broadening and
spectral redshift of the ground-state emission are observed at several kW/cm2. Such
behaviors have been commonly observed in 20 QDs, which we have investigated.

Figure 10.22b shows the integrated PL intensities of both the ground state
and the first excited state as a function of excitation power densities. The PL
intensity of the ground state (Ig: closed circles) grows linearly as a function of
excitation power density and reaches saturation at approximately 1:5 kW/cm2. The
nonlinear power dependence of the PL intensity indicates that the nonradiative
recombination process is dominant at room temperature [50]. The PL intensity of
the first excited state (Iexc: open squares) increases more rapidly than Ig above
0:5 kW/cm2. The inset of Fig. 10.22b shows the excitation power dependence of
the ratio of the emission intensity from the first excited state to that from the ground
state (D Iexc/Ig), which reflects the degree of a carrier population in the first excited
state. The PL intensity ratio is constant below 0:5 kW/cm2. The finite population
in the first excited state at the lowest excitation condition is well understood by
the thermal carrier excitation at 300K. The ratio exhibits critical increases above
0:5 kW/cm2 because additional carriers occupy the first excited state due to the
strong excitation. Hereafter, we define the power density where the PL intensity
ratio critically changes as I0.
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Fig. 10.22 (a) PL spectra of
a single QD at various
excitation densities ranging
from 0:3 to 7:1 kW/cm2. (b)
Excitation power dependence
of integrated PL intensity at
ground-state emission (Ig:
closed circles) and at the first
excited state (Iexc: open
circles). Inset shows the PL
intensity ratio (Ig/Iexc) as a
function of excitation density.
The excitation power density
at which the PL intensity ratio
exhibits a critical increase is
defined as I0
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Fig. 10.23 Energy shifts of
the ground-state emission
(E1) and the first excited state
(E2) of QD as a function of
excitation power density. The
PL peak energy of WL as a
function of power density is
also plotted

To study the many-body effect in the QD, we have plotted the spectral energy
shift of the ground state (E1) and the first excited state emission (E2) of the QD and
WL as a function excitation power in Fig. 10.23. Both E1 and E2 shift to the lower
energy side with an increase in excitation density [51]. As the PL peak energy of
the WL and GaAs barrier layer (not shown) does not change, the redshift of E1 and
E2 cannot be explained by simple band-gap shrinkage of the barrier layer; rather,
it is caused by the band-gap renormalization of the QD itself due to the Coulomb
interaction between carriers. When the excited carrier density is 2 � 1017 cm�3,
the value of band-gap renormalization is evaluated to be 8meV, which is in good
agreement with the theoretical predictions [52, 53].

Next, we examined additional broadening by evaluating the linewidth of the
ground-state emission. Figure 10.24 shows a dependence of the emission linewidth
(A: closed squares) on the excitation power density. Results of two different QDs
(B: open circles, C: open squares) are also plotted. The linewidth remains constant
below I0. In this regime, the broadening is well explained by the dephasing process
due to the interaction between electron (carrier) and phonon, which has already
been discussed in detail [38]. At higher excitation, the linewidth increases with the
excitation power. Through the investigation of many QDs, we found that the values
of I0 were scattered from QD to QD, and we also found that additional broadening
always starts to occur at I0, that is, when the carriers are populated in the excited
state of QD. The strong dependence of this broadening on the excitation power
implies that the interaction between carriers, such as the Auger scattering process,
would lead to an increased dephasing rate. We should consider two types of Auger
scattering process in the QD system grown in the S–K mode. One is the scattering
process that takes place between confined carriers in the QD and free carriers in
two-dimensional (2D) WL. The other is the intra-QD process, in which carriers in
the QD interact each other.
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Fig. 10.24 Linewidth of the
ground-state emission (E1) as
a function of excitation power
density for three different
QDs

We will discuss which processes are dominant in terms of causing the excitation
power-dependent broadening in the QD system. First, we consider the scatter-
ing process between confined carriers in a QD and free carriers in a 2D WL.
A theoretical calculation predicts that the exchange process between a carrier in
the QD and a free carrier in the WL causes a broadening of several meV at high
carrier density and that the value of broadening is determined by the carrier density
in the WL. However, this mechanism should be ruled out because the broadening
behavior in the experiment differs from QD to QD (Through the 2D mapping of PL
intensity, we confirmed that the carrier density in WL was uniform in the observation
area).

Next, we consider the intra-QD scattering process, where the broadening depends
on the carrier population in the QD [54, 55]. The correlation between the additional
broadening and the carrier population in the excited states of the QD, as shown in
Fig. 10.24, indicates that the intra-QD process is a dominant mechanism for the
broadening. From the experimental results, we conclude that an Auger scattering
process with the following scenario is most probable. First, there is a relaxation
of the hole into the QD from the WL and the excitation of an electron into a
higher level via Coulomb interaction. As a next step, the electron relaxes to the
lowest level and the hole is emitted into the WL. Theoritically, the additional
broadening of several meV is possible if the capture and emission processes are
efficient. Further theoretical studies that take the realistic electronic structure into
consideration will be needed for the quantitative explanation of the experimental
results.
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10.6 Real-Space Mapping of Exciton Wave Function
Confined in a QD

As described in the previous section, the near-field optical characterization of
semiconductor quantum structures, with a resolution of approximately 0:2�m,
reveals sharp PL spectra from individual quantum constituents and provides a
significant contribution to the investigation of their intrinsic electronic structure
and dynamics. Beyond such single-constituent spectroscopy, the next challenge
of near-field optical measurement is to illustrate directly the internal features of
quantum-confined systems [56]. If the spatial resolution of NSOM reaches the
length scale of the quantum structure, theoretical studies predict that the NSOM
will allow mapping of the real-space distribution of eigenstates (wave functions)
within quantum-confined systems [57]. Moreover, in combination with ultrafast
pulsed excitation, the local access to single QD systems enables control of individual
eigenstates in a coherent manner, which provides a fundamental technique in
quantum-information technology.

In this section, the near-field optical mapping of exciton and biexciton center-of-
mass wave functions confined in 100-nm GaAs interface QDs is demonstrated. The
QDs investigated in this study are much smaller than those investigated in a previous
report [56]. The successful imaging of such a small quantum electronic structure is
attributed to improvement in the design and fabrication of the near-field fiber probe.

The sample investigated in this study was a 5-nm (18–19ML) GaAs QW
sandwiched between layers of AlAs and Al0:3Ga0:7As grown by molecular beam
epitaxy. Growth interruptions for 2 min at both interfaces led to the formation of
naturally occurring QDs, as shown in Fig. 10.25. The GaAs QW was capped with a
15-nm Al0:3Ga0:7As layer and a 5-nm GaAs layer. As we see in the above section,
a spatial resolution as high as 30 nm can be achieved even when QDs are covered
with 20-nm cap layers. As depicted in Fig. 10.25, the sample was non-resonantly

Fig. 10.25 Schematic of the
sample structure and the
configuration of the near-field
optical measurement
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Fig. 10.26 (a) Near-field PL spectra of a single QD at 9K under various excitation power
densities. (b) Excitation power dependence of PL intensities of the X and the XX emission line

excited with He–Ne laser light (� D 633 nm) through the aperture, and the resultant
PL signal was collected via the same aperture to prevent a reduction of the spatial
resolution due to carrier diffusion. The near-field PL spectra were measured at every
10-nm step in a 210-nm � 210-nm area, and the near-field images were constructed
from a series of PL spectra.

Figure 10.26a shows near-field PL spectra of a single QD at 9K at excitation
densities ranging from 0:17 to 3:8W/cm2. A single sharp emission line (denoted
by X) at 1:6088 eV is observed below 0:4W/cm2. With an increase in excitation
power density, another emission lines appear at 1:6057 eV (denoted by XX). In order
to clarify the origin of these emissions, we show the excitation power dependence
of PL intensities in Fig. 10.26b. Based on the linear increase of the intensity of the
X emission line and the saturation behavior, the X line is identified as an emission
from a single-exciton state. The quadratic dependence of the XX emission with
excitation power density indicates that XX is attributed to an emission from a
biexciton state [47, 58]. The identification of the XX line is also supported by the
correlation energy of 3:1meV (the energy difference between the XX line and the
X line), which agrees well with the value reported previously [47, 58].

High-resolution PL images in Fig. 10.27a, b were obtained by mapping the PL
intensity with respect to the X and the XX lines under the excitation density of
1:3W/cm2. In this excitation regime, both the emissions from single-exciton (X)
and biexciton (XX) states appear in a PL spectrum. The two images were obtained
by selecting the detection peak in a series of PL spectra. The exciton PL image
in Fig. 10.27a manifests an elongation along the [�110] crystal axis. The image
sizes along the [110] and [�110] axes are 80 nm and 130 nm, respectively, which
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a bFig. 10.27 High-resolution
PL mapping for the emissions
from (a) the exciton state (X)
and (b) the biexciton state
(XX). The excitation power
density and scanning area are
1:3W/cm2 and
210 nm � 210 nm,
respectively

are larger than the PL collection spot diameter, that is, the spatial resolution of
the NSOM. The size and the elongation along the [�110] axis are consistent with
a previous observation made with a scanning tunneling microscope [5]. These
findings lead to a conclusion that the local optical probing of the NSOM directly
maps out the center-of-mass wave function of an exciton confined in a monolayer–
high island elongated along the [110] crystal axis.

We also obtained the elongated biexciton PL image along the [�110] crystal
axis and found a clear difference in the spatial distribution between the exciton and
the biexciton emissions. This tendency was reproduced for other QDs in using the
same measurement. The different properties between exciton and biexciton wave
functions may explain this. Since the relative-motion wave function of the biexciton
state extends more widely than does that of the exciton state, the center-of-mass
motion of the biexciton is more strongly confined in the monolayer–high island.

10.7 Carrier Localization in Cluster States in GaNAs

In contrast to the well-defined quantum-confined systems such as QDs grown in a
self-assembled mode, the more common disordered systems with local potential
fluctuations leave unanswered questions. For example, a large reduction of the
fundamental band gap in GaAs with small amounts of nitrogen is relevant to
the clustering behavior of nitrogen atoms and resultant potential fluctuations.
NSOM characterization with high spatial resolution can give us a lot of important
information that is useful in our quest to fully understand such complicated systems,
such as details about the localization and delocalization of carriers, which determine
the optical properties in the vicinity of the band gap.

The GaNAs and GaInNAs semiconductor alloy system has attracted a great
deal of attention due to its interesting physical properties, such as its extremely
large band-gap bowing [59], and its wide range of potential applications in solar
cells and optoelectronic devices. In particular, for long-wavelength semiconductor
laser application, high-temperature stability of the threshold current is realized in
the GaInNAs/GaAs quantum well as compared to the conventional InGaAsP/InP
quantum well due to strong electron confinement [60]. However, GaNAs and
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GaInNAs with a high nitrogen concentration of more than 1% have been suc-
cessfully grown only under nonequilibrium conditions by molecular beam epitaxy
[61, 62] and metal-organic vapor phase epitaxy [63].

The incorporation of nitrogen generally induces degradation of optical proper-
ties [64–69]. To date, several groups of researchers have reported characteristic
PL properties of GaNAs and GaInNAs, for example, the broad asymmetric PL
spectra [64, 67, 69] and the anomalous temperature dependence of the PL peak en-
ergy [65,68]. With respect to this characteristic PL behavior, it has been pointed out
in the realm of macroscopic optical characterization that carrier localization plays
an important role. By contrast, microscopic optical characterization techniques with
high spatial resolution can give us a lot of important information that allows us
to understand the optical properties, especially the localization or delocalization of
carriers.

In this section, we show the results of spatially resolved PL spectroscopy at both
7:5 and 300K obtained using NSOM with a high spatial resolution of 150 nm.
At low temperature, we observed sharp-structured PL spectra and the spatial
distribution of the PL intensity of the GaNAs alloy. This spatial inhomogeneity is
direct evidence of carrier localization in the potential minimum case caused by the
compositional fluctuation [70].

The samples investigated in this study were GaNAs epilayers grown on (001)
GaAs substrates by low-pressure metal-organic vapor phase epitaxy. The details of
the growth conditions are described in Ref. [71]. The GaNAs layer was sandwiched
by a 100-nm thick GaAs buffer layer and a 50-nm thick GaAs cap layer. The
GaNAs layer was 500 nm thick, and the N concentration was estimated to be 0:8%
by high-resolution X-ray diffraction and secondary ion mass spectroscopy. After
growth, thermal annealing was performed for 10 minutes in H2 ambient at 700K
to improve the optical properties [71]. The macro-PL spectra were measured at
both 10 and 300K with excitation by means of a laser diode (� D 687 nm). In the
NSOM measurement, the sample was also illuminated by the laser diode through
the aperture of the fiber probe, and the PL signal from the GaNAs epilayer was
collected by the same aperture.

Figure 10.28a shows the excitation power dependence of the macro-PL spectrum
from a GaNAs epilayer at 10K. Broad and asymmetric PL spectra with a low-
energy tail as shown in Fig. 10.28a were observed under low excitation conditions.
With an increase in excitation power density, the PL intensity of the low energy-tail
gradually reaches saturation, and the peak energy of the PL spectra (solid square)
is shifted to the higher energy side. In the PL spectrum under the highest excitation
conditions, we can see the appearance of a shoulder (open circles) corresponding
to the transition energy of the band edge (1:343 eV) determined by the photore-
flectance spectrum [72]. Figure 10.28b shows the excitation power dependence
of the macro-PL spectra at room temperature. In contrast to what occurs at low
temperature, the peak energy indicated by the open circles and the shape of the PL
spectra do not change with an increase in excitation power. Here, it should be noted
that we observed no broad emission due to recombination of the carriers at a deep
trap in GaAs, and the quality of this sample was high. From the PL behavior as a
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a bFig. 10.28 Power
dependence of the
macro-photoluminescence
(PL) spectra of a GaNAs
epilayer at (a) 10 and (b)
300K. The vertical axis of
the PL spectrum was
normalized by the maximum
value of each peak

function of excitation power dependence, it is evident that the carrier recombination
mechanism drastically changes from 10 to 300K.

In order to investigate the spatial distribution of the optical properties, we
performed spatially resolved PL spectroscopy with NSOM at room temperature.
Figure 10.29a shows a typical topographic image of the sample surface. The flatness
of the sample surface is within a few nanometers, which does not affect the artificial
effect for near-field optical images. Figure 10.29b shows the monochromatic PL
image obtained at a detection energy of 1:268 eV with a spatial resolution of
150 nm at 300K. Weak contrast on a large scale of a few micrometers is observed.
Figure 10.29c shows the near-field and macro-PL spectra at 300K. The near-field
PL spectrum is almost the same as the macro-PL spectrum, indicating that the
carriers do not localize spatially. The PL spectrum with a higher energy tail is well
reproduced by the fitted curves (open circles), assuming that the carriers are found
in a bulk system with Boltzmann distribution. Therefore, we can conclude that the
dominant emission of the GaNAs epilayer at room temperature comes from the
recombination of the delocalized carriers at the band edge.

To examine the difference in the mechanism of recombination of carriers
between room temperature and cryogenic temperature, we conducted a near-field PL
measurement at 7:5K. Figure 10.30a, b show the low-temperature monochromatic
PL images obtained at a detection energy of 1:316 and 1:328 eV, respectively. We
observed high-contrast images with structures on a scale of within 1�m, as shown
in both Figs. 10.30a, b. By comparing Figs. 10.30a, b, we can see that the contrast
pattern of the monochromatic image changes in accordance with the detected photon
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a b

c

Fig. 10.29 (a) Topographic image of the sample surface. The scanning area and power density is
4:0�m � 4.0�m. (b) Monochromatic PL images obtained at a detection energy of 1:268 eV with
a spectral window of 6meV at 300K. (c) PL spectra obtained with the macro (dotted line) and near-
field (solid line) configuration. The power density of near-field PL measurement is 200W/cm2. The
open circles represent the fitted curves assuming the free-carrier recombination at the band edge

energy. These high-contrast and energy-dependent images suggest the existence of
energy fluctuation on a scale of within 1�m. Figure 10.30c shows the integrated
PL intensity image obtained at a photon energy of 1:325 eV with a spectral window
of 30meV to detect the whole PL signal at 7:5K. Spatial inhomogeneity of the
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Fig. 10.30 (a), (b) Monochromatic PL images obtained at a photon energy of 1:316 and 1:328 eV,
respectively, with a spectral resolution of 4meV, measured at 7:5K. (c) Integrated PL intensity
image obtained at a photon energy of 1:325 eV with a spectral window of 30meV. The scanning
area and excitation power density are 4:0�m � 4.0�m and about 5W/cm2, respectively

integrated PL intensity with a scale of several hundred nanometers was observed,
indicating that the density of the defect and the nonradiative recombination center
are distributed spatially [73].

Figure 10.31a shows the near-field PL spectrum and its power dependence as
determined by fixing the fiber probe at a certain position. Under the lowest excitation
conditions (the lowest spectrum in Fig. 10.31a), several sharp peaks at around
1:32 eV, not seen in the macro-PL spectrum (dotted line), are clearly observed. With
an increase in excitation density, the sharp PL peaks gradually show saturation, and
the center of gravity in the PL spectrum shifts to the higher energy side. Finally,
we observed structureless PL spectra similar to the macro-PL spectra. Judging from
the sharp spectral features and the rapid saturation behavior, it seems that the sharp
PL peaks observed under low excitation conditions come from the recombination of
localized carriers (excitons).

To confirm whether these sharp PL peaks originate from the recombination of
localized carriers (excitons), we measured the position dependence of the near-field
PL spectra shown in Fig. 10.31b. These four PL spectra were obtained at different
positions under low excitation conditions. The number of sharp peaks and these
energy positions in each spectrum is drastically different from position to position.
These sharp emissions occur in a small area on a scale of within 150 nm, that is,
in the local potential minimum, and the scale of the local potential fluctuation is
estimated to be at least within 150 nm. Therefore, we conclude that the dominant
emission mechanism at low temperature is recombination of the tapped and
localized carriers (excitons) due to energy fluctuation. This energy fluctuation could
come from the compositional variation of nitrogen, since the spatial distribution of
the optical properties strongly depends on the nitrogen concentration and the scale
of the inhomogeneity decreases with an increase in nitrogen concentration.
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a bFig. 10.31 (a) Near-field PL
spectra at various excitation
power densities at 7:5K. The
dotted line represents the
macro-PL spectrum. (b)
Near-field PL spectra
obtained in different positions
under low excitation
conditions

10.8 Perspectives

The quality and reproducibility of aperture NSOM measurements have been greatly
improved in the last decade by the introduction of high-definition fiber probes
made by combining chemical etching with ion-beam milling or by using a simpler
impact method. The flat end of the probe provides high spatial resolution determined
solely by the aperture size, down to 10 nm. The probes, however, should be
improved with respect to optical transmission, tip stability, and damage threshold for
routine applications in material characterization, device diagnostics, and industrial
testing. Micromachined, cantilever-based probes offer a promising solution to these
difficulties. Recently, these kinds of high-performance probes are available as
commercial products and contribute to expanding NSOM users and its application
field. Nano-imaging spectroscopy of semiconductor nanostructures will continue to
attract much attention by extending the operation wavelength into infrared region.
At such wavelength we can determine the free-carrier density and hence the dopant
concentration nondestructively. Also near-field imaging of thermal radiation will
reveal the possibility of enhanced heat transfer. NSOM working in THz regime
will allow spatiotemporal visualization of phonon dynamics and phase transition
process. In combination with polarization control and measurement, NSOM makes
it possible to generate, manipulate, and read out the electron spin state at the
nanoscale. This will open new perspectives towards nano-spin photonics with
semiconductor nanostructures.
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In this chapter, near-field imaging spectroscopy of quantum-confined systems
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local density of states and exciton wavefunctions confined in quantum dots are
visualized. The fundamental aspects of localized and delocalized electrons in
interface and alloy disorder systems are also discussed.

11.1 Introduction

Optical probing and manipulation of electron quantum states in semiconductors at
the nanoscale are key to the development of future nanophotonic devices which are
capable of ultrafast and low-power operation [1]. To optimize device performance
and to go far beyond conventional devices based on the far-field optics, the degree
of confinement of the electron and light must be properly designed and engineered.
This is because while stronger confinement of the electron is favorable to utilize
its quantum nature, its interaction with light becomes weaker with reduction of the
confinement volume. To maximize their interaction, the overlap in scale between
confinement volume of electron and that of light is required. More generally,
the spatial profile of the light field should be designed to match that of electron
wavefunction in terms of phase as well as amplitude.

Semiconductor quantum dots (QDs) provide ideal electron systems because
electrons are three-dimensionally confined, resulting in a discrete density of states,
in which level energy spacing exceeds the thermal energy. Due to such nature
of QDs, they exhibit ultranarrow optical transition spectrum and long duration
of coherence [2]. Moreover, they can be engineered to have desired properties
by controlling the size, shape, and strains, as well as appropriate selection of
material. Regarding the size of QDs, with the maturation of crystal growth along
with the nanofabrication of semiconductors, we have obtained QDs with a wide
range of sizes from a few nm to larger than 100 nm. For example, interface
fluctuation QDs, which confine excitons by imperfect GaAs quantum well, are
extensively studied [3]. By adopting a growth interruption technique, monolayer
high islands larger than 100 nm develop at the well-barrier interface. Large QDs are
advantageous to maximize the magnitude of the light–electron (exciton) interaction
due to the enhancement of oscillator strength, which is proportional to the size of
QDs [4].

The progress in confinement of light, on the other hand, has been also remark-
able [5, 6]. Basically efforts to focus light more tightly than half the wavelength
(diffraction limit) have been motivated by ultimate spatial resolution of optical
microscopy. For example, a near-field scanning optical microscope (NSOM) [5, 6]
uses a sharpened optical fiber probe with a small metal hole at its apex to squeeze
light in an area determined by the size of the hole. Recent advances in fabrication of
NSOM probe enable us to generate a light spot smaller than 10 nm [7]. An optical
antenna is also attracting attentions due to higher efficiency in the delivery of energy
to a nano–focused spot [8]. Metal nanorods and more sophisticated metal structures
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provide an opportunity to engineer the light field at the nanoscale with high degree
of freedom.

Broad-range overlap in scale between the confinement volume of electrons and
light, as described above, leads to the change of their interaction from the far-field
counterpart [9]. More specifically in case that the spatial resolution of NSOM falls
below the size of QD, it becomes possible to directly map out the distribution of the
wavefunction [10]. More interestingly the optical selection rule can be broken; one
can excite the dark states whose optical transition is forbidden by the far field and
can open new radiative decay channels. The light–matter coupling at the nanoscale
offers guiding principles for future nanophotonic devices.

In this article, we describe development of a high-resolution NSOM with a
carefully designed aperture probe and near-field imaging spectroscopy of quantum-
confined systems. Thanks to a spatial resolution as high as 1–30 nm, we visualize
spatial profiles of local density of states and wavefunctions of electrons confined in
QDs and clarify the fundamental aspects of localized and delocalized electrons in
interface and alloy disorder systems.

11.2 Near-Field Scanning Optical Microscope

11.2.1 General Description

When a small object is illuminated, its fine structures with high spatial frequency
generate a localized field that decays exponentially normal to the object [5, 6]. This
evanescent field on the tiny substructure can be used as a local source of light
illuminating and scanning a sample surface so close that the light interacts with
the sample without diffraction. A metal opening (aperture) is a popular method by
which a localized optical field suitable for NSOMs can be generated. As illustrated
in Fig. 11.1, aperture NSOM uses a small opening at the apex of a tapered optical
fiber coated with metal. Light sent down the fiber probe and through the aperture
illuminates a small area on the sample surface. The fundamental spatial resolution
is determined by the diameter of the aperture, which ranges from 10 to 100 nm.

The simplest setup for imaging spectroscopy based on aperture NSOM, a config-
uration with local illumination and local collection of light through an aperture,
is illustrated in Fig. 11.1. The light emitted by the aperture interacts with the
sample locally. Resultant signals from the interaction volume must be collected as
efficiently as possible. In photoluminescence (PL) or Raman spectroscopy, collected
signal is dispersed by a spectrometer and is detected by a CCD recording device. The
regulation system for tip–sample feedback is essential for NSOM performance, and
most NSOMs employ a method similar to that used in an atomic force microscope
(AFM), called shear-force feedback, the regulation range of which is 0–10 nm [11].
For the measurement at low temperature to reduce phonon-induced broadening, the
sample, probe tip, and scanner are placed into a cryostat [12].
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11.2.2 Aperture-NSOM Probe

Great efforts have been devoted to the fabrication of the aperture probe, which is
the heart of NSOM. Since the quality of the probe determines the spatial resolution
and sensitivity of the measurements, tip fabrication remains of major interest in
the development of NSOM. To enhance the performance of aperture NSOM, we
focus on two important features of the probe: the light propagation efficiency of the
tapered waveguide and the quality of aperture as illustrated in Fig. 11.2.
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Improvement of the optical transmission efficiency (throughput) and collection
efficiency of aperture probes is the most important issue to be addressed for the
application of NSOM in the spectroscopic studies of nanostructures. The tapered
region of the aperture probe operates as a metal-clad optical waveguide. The mode
structure in a metallic waveguide is completely different from that in an unperturbed
fiber and is characterized by the cutoff diameter and absorption coefficient of the
cladding metal. Theoretical and systematic experimental studies have confirmed that
the transmission efficiency of the propagating mode decreases in the region where
the core diameter is smaller than half the wavelength of the light in the core. The
power that is actually delivered to the aperture depends on the distance between
the aperture plane and the plane in which the probe diameter is equal to the cutoff
diameter, which distance is determined by the taper angle. We therefore proposed
a double-tapered structure with a large taper angle [13, 14]. This structure is easily
realized using a multistep chemical-etching technique, as will be described below.
With this technique, the transmission efficiency is much improved by one and two
orders of magnitude as compared to the single-tapered probe with a small taper
angle.

We used a chemical-etching process with buffered HF solution to fabricate the
probe. The etching method is easily reproducible and can be used to make many
probes at the same time. The details of probe fabrication with selective etching are
described in Ref. [14]. The taper angle can be adjusted by changing the composition
of a buffered HF solution. A two-step etching process is employed to make a double-
tapered probe. Another important advantage of the chemical-etching method is the
excellent stability of the polarization state of the probe.

The next step is metal coating and aperture formation. In general, the evaporated
metal film generally has a grainy texture, resulting in an irregularly shaped aperture
with nonisotropic polarization behavior. The grains also increase the distance
between the aperture and the sample, not only degrading resolution but also reducing
the intensity of the local excitation. As a method for making a high-definition
aperture probe, we use a simple method based on the mechanical impact of the
metal (Au)-coated tip on a suitable surface [15, 16]. The resulting probe has a flat
end and a well-defined circular aperture. Furthermore, the impact method assures
that the aperture plane is strictly parallel to the sample surface, which is important in
minimizing the distance between the aperture and the sample surface. The size of the
aperture can be selected by carefully monitoring the intensity of light transmitting
from the apex, since the throughput of the probe is strictly dependent on the aperture
diameter.

11.3 Spatial Resolution of NSOM Studied by Single-Molecule
Imaging

Ultimate spatial resolution of NSOM is of great interest from the viewpoint of
revealing the nature of light–matter interaction at the nanoscale. As a standard
method for the evaluation of spatial resolution of NSOM, fluorescence imaging of
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a single molecule is most reliable because it behaves as an ideal point-like light
source. Many groups have made efforts to improve the resolution in the single-
molecule imaging using a variety of methods, such as apertureless NSOM [17]
and a single-molecule light source [18]. A spatial resolution as high as 32 nm
has been reported in fluorescence imaging by using a microfabricated cantilevered
probe [19]. By using an aperture probe, a spatial resolution as high as 25 nm has
been reported recently in single-molecule fluorescence imaging by scanning near-
field optical/atomic force microscopy [20].

In this section, single-molecule imaging with a high resolution approximately
10 nm achieved by an aperture NSOM is described [21]. To discuss the dependence
of the resolution on the wavelength of excitation light, measurements with two
different excitation lasers for the same probes are carried out. These results are
compared with a computational calculation employing the finite-difference time-
domain (FDTD) method, which is appropriate for simulation of electromagnetic
field distributions applied to actual three-dimensional problems [22]. Thus, we
discuss the achievable spatial resolution of the aperture NSOM.

11.3.1 Single-Molecule Imaging with Aperture Probes

An NSOM fiber probe with the double-tapered structure and well-defined aperture
created by the mechanical impact method, as described in Sect. 11.2, was employed.
Samples examined were single dye molecules of Cy5.5 and Rhodamine dispersed
on quartz substrates. Single-molecule dispersion on the substrate was confirmed by
observing one-step photobleaching of almost all of the molecules. The fluorescence
NSOM was operated in the illumination mode. As excitation light sources, a
He–Ne laser (� D 633 nm) and a SHG YVO4 laser (� D 532 nm) were employed.
The emission from a single dye molecule was collected by an objective lens and
transported to an avalanche photodiode (APD) through a band-pass filter (center
wavelength � D 700 nm, bandwidth �� D 40 nm for the Cy5.5 dye, � D 600 nm,
�� D 40 nm for the Rhodamine dye). The sample–probe distance was controlled
by a shear-force feedback mechanism.

Figure 11.3a shows a cross-sectional illustration of the Au-coated probe. Scan-
ning electron micrographs of aperture probes are shown in Fig. 11.3b–d: a side
view of a probe with the double-tapered structure and overhead views of apertures.
From the scanning electron micrographs, which were taken after several scanning
measurements, it is found the probes have flat endfaces with small round apertures.
The diameters of the apertures in Fig. 11.3c, d are estimated to be 10 and 30 nm,
respectively.

Figure 11.4a shows a fluorescence image of single Cy5.5 dye molecules irradi-
ated by the He–Ne laser light. Each bright spot is attributed to the fluorescence from
a single molecule. The bright spot circled in the image is magnified in Fig. 11.4b.
Figure 11.4c shows a cross-sectional profile of the fluorescence signal intensity
evaluated along a line indicated by a pair of arrows in Fig. 11.4b. From the full
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Fig. 11.3 (a) A
cross-sectional illustration of
the Au-coated probe. (b)–(d)
Scanning electron
micrographs of aperture
probes: (b) a side view of a
probe with the double-tapered
structure and (c) and (d)
apertures created by the
impact method. Aperture
diameters are 10 and 30 nm,
respectively

width at half maximum (FWHM) of the profile, the spatial resolution is estimated
to be 20 nm.

Figure 11.5a shows a fluorescence image obtained using the same probe and the
same sample of single Cy5.5 dye molecules, but not measured in the same area as in
Fig.11.4a, by the SHG YVO4 laser excitation. The bright spot circled in Fig.11.5a is
magnified in Fig. 11.5b, and Fig. 11.5c shows its cross-sectional profile. The spatial
resolution estimated from the FWHM of the profiles is 21 nm.

The highest resolution images obtained with Rhodamine at 532 nm excitation and
Cy5.5 at 633 nm excitation are shown in Fig. 11.6a, b, respectively. The resolution
is estimated to be 11 nm at 532 nm excitation and 8 nm at 633 nm excitation.

11.3.2 Numerical Simulation of NSOM Resolution

To evaluate the achievable resolution of the aperture NSOM in visible range in
the illumination mode of operation, a computer simulation by the FDTD method
was employed for various aperture sizes and wavelengths. Electric fields (E ) were
calculated for the probe tip with an aperture diameter D D 20 nm at various
wavelengths (� = 405, 442, 488, 514.5, 532, and 633 nm) of irradiation lights and
for the probe tips with various aperture sizes ranging from D D 0 to 50 nm at the
wavelength � D 633 nm.

Figure 11.7a illustrates a cross-sectional view of the FDTD geometry of the
three-dimensional problem, which reproduces the tip of the double-tapered probe
with an aperture employed in the experiments. A three-dimensional illustration of
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Fig. 11.4 (a) A fluorescence
image of single Cy5.5
molecules at 633 nm
excitation. (b) A magnified
image of the bright spot
circled in (a).
(c) A cross-sectional profile
of the signal intensity
evaluated along a line
indicated by the pair of
arrows in (b). The spatial
resolution determined from
the FWHM of the profile is
20 nm

the probe is shown in Fig. 11.7b. The origin of the Cartesian coordinate was located
at the center of the aperture. We assumed the light source, which was placed at 10 nm
below the upper end of the tapered probe with a cone angle � D 90ı, was a plane
wave with a Gaussian distribution polarized along the x direction. The refractive
index of the core of the fiber was 1.5, and the refractive indices of the real Au metal
were extracted from Ref. [23]. The simulation box had a size of 1:6� 1:6� 0:8 �m3

in the x, y, and z directions. The space increment of the z directions around the
aperture was 2 nm, and the increments of the x and y directions were 1 nm for
aperture diameters less than D D 10 nm and were 2 nm for the other aperture
diameters.

Figure 11.8a and 11.6b show the intensity distribution of electronic field jE j2
along the x- and y-axis, respectively, on z D �4 nm plane for the probe with the
aperture ofD D 20 nm at � D 633 nm excitation. Here we define the spatial resolu-
tion of�x and�y as the FWHM of the intensity distribution, indicated by arrows in
Fig. 11.8a, b.
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Fig. 11.5 (a) A fluorescence
image of single Cy5.5
molecules at 532 nm
excitation obtained using the
same probe and the same
sample as those in Fig. 11.4,
but not measured in the same
area as in Fig. 11.4. (b) A
magnified image of the bright
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Fig. 11.6 The highest
resolution images obtained
with Rhodamine at 532 nm
excitation ( a) and Cy5.5 at
633 nm excitation (b).
Estimated resolutions are 11
and 8 nm, respectively
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Spatial resolutions for the aperture of D D 20 nm at various wavelengths are
plotted in Fig. 11.9. The skin depth of Au calculated from its optical constants is
indicated by a dashed line. It is found that the dependence of the resolution on the
excitation wavelength has similar tendency as the skin depth of Au. Figure 11.10
shows the resolutions for various aperture diameters: D = 0, 10, 20, 30, and 50 nm
at � D 633 nm. The result indicates that the discrepancy between the predicted
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resolution and the physical aperture size is less than 10 nm for D > 10 nm. The
highest resolution is obtained at D D 10 nm and is evaluated to be �x D 16 nm
and�y D 12 nm.

To discuss the resolution attainable using the NSOM with a tiny aperture, we
compare the results of the computational calculation by the FDTD method with
the experimental results obtained by the fluorescence imaging of single molecules.
The same spatial resolutions as small as 20 nm were obtained experimentally at
the different excitation wavelengths (� = 532 and 633 nm) using the same aperture
probe. The result does not agree with the results of the computational calculation
for various excitation wavelengths in which about 10 nm of difference is predicted
between the resolutions for the wavelengths of 532 and 633 nm. The dependence
of the calculation results on the aperture sizes indicates that our computational
simulation also does not reproduce the best resolutions in our measurements as
high as 10 nm realized at excitations of both � = 532 and 633 nm. The profile of
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intensity distribution of fluorescence signal obtained in the experimental operations
is also greatly different from that evaluated along the x-axis in the computational
calculation as characterized by the well-defined double peaks in Fig. 11.8. The
disappearance of the double peaks can be explained by some distortion of the
aperture shape. A slight inclination of the aperture face also results in contribution
of a single peak because the intensity of the other peak decreases rapidly with
the distance from aperture face. Taking account of the value of the FWHM of the
intensity profile for one of the double peaks in Fig.11.8, the experimental resolution
as high as 10 nm is attributed to the efficient use of the localized near-field light with
a single peak profile at the rim of the aperture.

11.4 Single Quantum Dot Spectroscopy and Imaging

In order to evaluate optical properties of QDs, such as an extremely sharp PL line,
a macroscopic measurement, where an ensemble of QDs is observed at a time, is
insufficient. This is because inhomogeneous broadening is inherent to QDs due to
the distribution of their sizes and shapes. Thus, the intrinsic natures are hidden in
an inhomogeneously broadened signal, and spectroscopy on a single QD is strongly
required. An NSOM offers a high spatial resolution, typically 100–200 nm, which
is comparable to a typical dot-to-dot separation, and allows to optically address
individual quantum dots as illustrated in Fig. 11.11a.

As described above, usually the size of light spot created by the NSOM probe is
larger than the size of QD. Recent progress in the fabrication of aperture near-field
fiber probe has pushed the spatial resolution to less than 30 nm [21, 24], which is
comparable to or below the sizes of QDs. In such a case, NSOM allows to investigate
the inside of the QD. Roughly speaking, if the size of QD is smaller than 100 nm,
the energy separation of discrete quantum levels is greater than thermal energy at a
cryogenic temperature, NSOM can visualize the spatial profile of a single quantum
state: real-space mapping of an electron wavefunction [25–27]. The situation is
illustrated in Fig. 11.11b. Moreover, illumination of QD with extremely narrow
light source makes it possible to excite optically “dark” states whose excitation
is forbidden by symmetry in the far field (breakdown of the usual optical selection
rules) [9,28]. These interesting observation and manipulation of electronic states in
quantum confinement systems are unique to light–matter interaction at the nanoscale
and the essential motivation to utilize near-field optical method.

In another case we deal with a QD created by means of a nanofabrication
technique. In contrast to naturally grown QDs, the size of artificially fabricated
QDs can be as large as several hundreds of nm. In such a weakly localized electron
systems, where energy separation of quantized states is smaller than thermal energy,
NSOM maps out the local density of states as shown in Fig. 11.11c. Spatially and
energetically resolved spectroscopy is a powerful tool to reveal the localized and
delocalized electron systems and, more importantly, their crossover region (weakly
localized system).
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Fig. 11.11 Conceptual illustration of wavefunction mapping and LDOS mapping in single QD
spectroscopy

11.5 NSOM Spectroscopy of Single Quantum Dots

11.5.1 Type II Quantum Dot

A self-assembled quantum dot is an ideal system for studying zero-dimensional
quantum effects and has the potential for realizing future quantum devices. In self-
assembled In(Ga)As/GaAs QDs with a band alignment classified as type I, both
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electrons and holes are confined in the QD. In a staggered type II band structure,
the lowest energy states for an electron and a hole are concentrated on different
layers [29–33]. Spatial separation occurs between the electron wavefunction in
the GaAs layer and the hole wavefunction in a type II GaSb QD, and the optical
properties differ from those of a type I QD [29, 31].

Single QD PL spectroscopy allows us to study multiexciton states by creating
many excitons in a QD under high excitation conditions [34]. The two-exciton state
is an especially interesting system, because it easily forms a bound biexciton state
due to the attractive Coulomb interaction in a type I In(Ga)As QD [35, 36]. The
energy level of a bound biexciton state is lowered by the binding energy from the
two excitons, where the binding energy is defined as the downward shift in energy
of the biexciton relative to that of two uncorrelated excitons. As the stability of
the biexciton state is sensitive to the structural and electronic parameters [37], the
interaction between excitons in a type II GaSb QD should be different from that in
a type I In(Ga)As QD. Here we describe an experimental study of the exciton and
two-exciton states in a single type II GaSb QD using the NSOM.

11.5.2 NSOM Spectroscopy of Single GaSb QDs

The sample in this study was self-assembled GaSb QDs grown on a GaAs
(100) substrate using molecular beam epitaxy [38]. The lateral size, height, and
density of the GaSb QDs of an uncovered sample were 16–26 nm, 5–8 nm, and
2 � 1010 cm�2, respectively, as measured by an atomic force microscope. Cross-
sectional transmission electron microscopy showed that a GaSb QD has a lens shape
after capping with a GaAs cover layer of 100 nm. The sample was illuminated
through the aperture with a diode laser (=685 nm), and the PL from a GaSb QD
was collected via the same aperture. The PL signal was detected using a 32 cm
monochromator equipped with a cooled charge-coupled device with a spectral
resolution of 250�eV. All measurements were conducted at cryogenic temperature.

Figure 11.12a, b shows typical near-field PL images, monitored at photon ener-
gies of 1.266 and 1.259 eV, respectively, under relatively low excitation conditions.
Several bright spots of the PL signals from single GaSb QDs are observed in both
images. We can confirm the spectroscopic observation of a single GaSb QD from
the PL images. The average size of the bright spots, defined by the full width at half
maximum (FWHM) of the PL intensity profile, is estimated to be about 120 nm,
a value that corresponds to the spatial resolution of the measurement. The spatial
resolution is somewhat larger than the aperture diameter of the probe tip (80 nm),
because the GaSb QDs are embedded at a depth of 100 nm from the sample surface.

Figure 11.13 shows, typical near-field PL spectra of the exciton emission from
three different single GaSb QDs on an expanded energy scale. The linewidths of the
three emission peaks are estimated to be 250�eV, where the value is limited by the
spectral resolution of the measurements. Consequently, the homogeneous linewidth
of an exciton state in a type II GaSb QD is evaluated to be less than 250�eV, which
is narrower than the 280�eV theoretically predicted in an ideal quantum well (QW)
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Fig. 11.12 Near-field PL images of single GaSb QDs monitored at photon energies of (a) 1.266
and (b) 1.259 eV, respectively
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at 8 K. The narrow PL linewidth means that the exciton state in a type II GaSb QD
has a longer coherence time than that in the QW.

Figure 11.14a shows near-field PL spectra of a single GaSb QD at various
excitation power densities. A single emission peak in the PL spectrum, denoted
as X, is observed at 1.2716 eV under lower excitation conditions (less than 1�W).
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Fig. 11.14 (a) Near-field PL
spectra of a single GaSb QD
at 8 K under various
excitation power densities.
The PL peaks at 1.2716 and
1.2824 eV are denoted as X
and XX, respectively. (b)
Excitation power dependence
of PL intensities of the X and
XX lines. The solid (dotted)
line corresponds to the
gradient associated with
linear (quadratic) power
dependence

As shown in Fig. 11.14b, the PL intensities of the X line, as a function of excitation
power densities, show an almost linear power dependence under lower excitation
conditions. The sharp, less than 1 meV FWHM linewidth, X emission line is
assigned to the radiative recombination of the exciton consisting of a hole confined
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in a GaSb QD and an electron in the surrounding GaAs barrier layer, which are
weakly bound together by an attractive Coulomb interaction.

Next, in Fig. 11.14a, we focus on the PL spectra at higher excitation conditions
(greater than 1�W). An additional peak appears at 1.2824 eV in the PL spectra,
and the peak denoted as XX is observed at about 11 meV higher energy than the
exciton emission (X). Figure 11.14b shows a nearly quadratic power dependence of
the XX line as a function of the excitation power. The power dependence of the PL
intensity suggests that the XX emission results from the radiative transition from
a two-exciton state to the exciton ground state. In type I self-assembled In(Ga)As
QDs [35] and naturally occurring GaAs QDs [36], the PL line is usually observed at
3–5 meV to the lower-energy side of the exciton emission with the quadratic power
dependence generally assigned to the bound biexciton emission. This experimental
result, with the two-exciton emission occurring on the higher-energy side of the
exciton emission, contrasts the results in type I QDs. This is consistent with the
results of the macroscopic PL spectra from GaSb QD ensembles showing a blueshift
of the PL peak with increasing excitation power [29, 32].

The energy difference between the two-exciton emission (XX) and the exciton
emission (X) corresponds to the binding energy (Ebin D 2EX � EXX), where
EXX and EX are the energy of the two-exciton state and the exciton ground state,
respectively. After measuring many GaSb QDs in the same sample, we found
that Ebin always has negative values, ranging from �11 to �21 meV. A negative
Ebin implies that the sign of the exciton–exciton interaction is repulsive in these
QDs. In type II GaSb QDs, only the holes are confined inside the QD, while the
electron wavefunction is relatively delocalized in the GaAs barrier layer around
the QDs. Consequently, it is reasonable to expect the Coulomb energy of the two-
exciton ground state to be mainly dominated by the hole–hole repulsive Coulomb
interaction, and to have a negative value, because the strengths of the electron–hole
and electron–electron interactions are smaller than that of the hole–hole interaction.

For a quantitatively accurate understanding, we performed theoretical calcula-
tions of two-exciton states in these QDs. We used the empirical pseudopotential
model (EPM) that has been applied to various III–V type I QDs [39]. The single-
particle states are obtained by solving the one-electron Schrödinger equation in
a potential, which is obtained from the superposition of atomic pseudopotentials
centered at the location of each atom in a supercell containing the QD and the
surrounding matrix. Spin–orbit coupling is included as a similar sum of nonlocal
potentials [39]. The EPM parameters fitted to the bulk band structure parameters of
GaSb and GaAs were taken from Ref. [40].

As described earlier, the exciton and two-exciton states involve electrons weakly
bound to the QD solely by the Coulomb attraction of the confined holes. This
situation makes it practically impossible to calculate the exciton and two-exciton
states using the conventional configuration interaction approach typically used in
type I QD calculations. To handle this situation, we developed a self-consistent mean
field (SCF) calculation method for multiple electron-hole pair excitations within
the EPM framework. In this approach, each single-particle state of a multiexciton
complex is calculated by including the Coulomb potential due to all the other
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Fig. 11.15 Calculated
biexciton binding energy as a
function of the height of the
lens-shaped GaSb QDs. The
height-to-diameter ratio was
fixed as 0.3. The inset shows
a schematic of the conduction
band (CB) and valence band
(VB) lineup of the
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lines schematically illustrate
the potential sensed by an
electron when a hole is
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particles occupying the lowest possible single-particle orbitals. We use Resta’s
model [41] for the nonlocal dielectric constant. Our approach treats the electron–
electron and electron–hole interactions at the Hartree–Fock level for one-exciton
and two-exciton ground states and is identical to Hartree with a self-interaction
correction for three or more exciton complexes.

First, we calculated the single-particle energies and orbitals for a few lowest
conduction and highest valence band states with zero, one, and two electron–hole
pairs using a linear combination of bulk Bloch functions as the basis [42]. The
single- and two-exciton calculations are iterated to self-consistency. The exciton
and two-exciton (biexciton) energies are calculated as the sum of single-particle
energies corrected for double counting of the Coulomb interaction. A negativeEbin

indicates that the two-exciton emission in PL spectra appears on the higher-energy
side of the exciton emission.

Although the structure is grown as nominally pure GaSb QDs in GaAs, inde-
pendent studies have shown that relatively strong admixing of Sb and As atoms
is expected [42]. Calculations were done for the lens-shaped GaSb1�xAsx QDs in
a GaAs matrix. The absolute exciton energies depend strongly on the alloying, as
well as the size and shape of the QDs. In addition, PL studies of GaSb/GaAs type II
heterostructures tell us that the observed emission energies can be explained only by
using a much smaller valence offset than is theoretically accepted [43]. Therefore,
it is difficult to correlate the absolute exciton energies with the experiment. The
calculated Ebin as a function of QD size is shown in Fig. 11.15. The calculated
data correspond to QDs of heights ranging from 4.8 to 6.6 nm with the height-to-
diameter ratio fixed at 0.3. We found Ebin from �12 to �19 meV, that is, negative
values for the entire range of QD sizes considered. The range of experimentally
observed binding energies is well consistent with the calculated results. A detailed
analysis of the results shows that although the two-exciton energy shift relative to
the exciton could be understood qualitatively as due to the repulsion between the
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two confined holes, the contributions from electron–hole attraction and electron–
electron repulsion are not negligible. For example, for a 4.8 nm high QD, theEbin of
�19 meV includes �27 meV of hole–hole repulsion, �5 meV of electron–electron
repulsion, andC12 meV of electron–hole attraction.

11.6 Real-Space Mapping of Electron Wavefunction

With the recent progress in the nanostructuring of semiconductor materials and
in the applications of these nanostructured materials in optoelectronics, NSOM
microscopy and spectroscopy have become important tools for determining the local
optical properties of these structures. In single quantum constituent spectroscopy,
NSOM provides access to individual quantum constituent, such as QD, an ensemble
of which exhibits inhomogeneous broadening due to the distribution of sizes,
shapes, and strains. NSOM can thus elucidate the nature of QD, including the
narrow optical transition arising from the atom-like discrete density of states.

Single QD spectroscopy has revealed their long coherence times at low temper-
ature and large oscillator strengths of optical transition. However, to improve these
parameters for implementation of quantum computers, accurate information on the
wavefunction for individual QDs is of great importance. In addition, in the study of
coupled-QD systems as interacting qubits, in which it is difficult to predict the exact
wavefunction within theoretical frameworks, an optical spectroscopic technique
for probing the wavefunction itself should be developed. By enhancing the spatial
resolution of NSOM up to 10–30 nm, which is smaller than the typical size of QDs,
local probing allows direct mapping of the real-space distribution of the quantum
eigenstate (wavefunction) within a QD, as predicted by theoretical studies [25–27].

In contrast to the well-defined quantum-confined systems like QDs, the more
common disordered systems with local potential fluctuations still leave open ques-
tions. To fully understand such complicated systems, exciton wavefunctions should
be visualized with an extremely high resolution less than the spatial extension of
wavefunction. NSOM with a spatial resolution of 10 nm level is the only tool to
obtain such information.

11.6.1 Light–Matter Interaction at the Nanoscale

In this section we summarize a theoretical approach to understand the light–matter
interaction at the nanoscale [44]. When the nanoscale-confined electron system,
such as a semiconductor QD, is excited by light with a frequency !, the absorbed
power ˛(!) is

˛.!/ /
Z

E.r/P.r; !/dr (11.1)

where E.r/ is the spatial distribution of electromagnetic field and P.r; !/ is the
induced interband polarization. In the general form the relationship between P.r; !/
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and E.r/ should be expressed by the nonlocal electrical susceptibility �.r ; r 0I!/ as

P.r ; !/ D
Z
�.r ; r 0I!/E.r 0/dr 0 (11.2)

�.r ; r 0I!/ can be obtained by eigenfunction ex and eigenenergyEex of exciton
state confined in a QD:

�.r ; r 0I!/ /  ex.r/ �
ex.r

0/
E � „! � i�

(11.3)

Here we assume that quasi-resonant excitation atEex, and therefore, the contribu-
tion of other quantized exciton states are negligible. � is a damping constant due to
phonon scattering and radiative decay of exciton. By using (Eq.11.2) and (Eq.11.3),
˛(!) can be written in the form

˛.!/ /

ˇ̌
ˇ̌Z  ex.r/E.r/dr

ˇ̌
ˇ̌2

E � „! � i�
(11.4)

To illustrate the physical meaning in (Eq. 11.4), we discuss two limiting cases.
For far-field excitation, where QD is illuminated by a spatially homogeneous
electromagnetic field, ˛(!) is given by the spatial integration of the exciton
wavefunction,

˛.!/ /
ˇ̌̌
ˇ
Z
 ex.r/dr

ˇ̌̌
ˇ
2

(11.5)

From the value of this integral, so-called optical selection rules are derived. If the
integral is zero, the corresponding transition is “forbidden” and the exciton state is
optically “dark.” In the opposite limit of extremely confined light, E.r/ is assumed
to be ı.r � R/, where R is the position of nanoscale light source, say a near-field
tip. As a result one can probe the local value of the exciton wavefunction,

˛.!/ / j ex.R /j2 (11.6)

By measuring ˛(!) as a function of the tip position, we can map out the exaction
wavefunction. More interestingly, dark-state exciton becomes visible by breaking
the selection rule of optical transition. In the intermediate regime in terms of the
confinement of light,  ex are averaged over an illumination region.

Now we try to give an intuitive explanation on the local optical excitation
using a classical coupled oscillator model as shown in Fig. 11.16. Each pendulum
represents a localized dipole, such as a constituent molecule that makes up a
molecular crystal. The dipole–dipole interaction, which forms exciton as a collective
excitation of constituent molecules, is taken into account by introducing springs to
couple neighboring pendulums. Here we assume the size of the system (the size of
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Fig. 11.16 Coupled pendulum model to intuitively explain the light–matter interaction at the
nanoscale. (a) The lowest mode and (b) the second lowest mode of the coupled oscillator

molecular crystal) is much smaller than the wavelength of light. Figure 11.16a, b
illustrates the lowest and the second lowest normal modes of the coupled oscillator,
respectively. For the far-field illumination, all the pendulums are swung together at
the frequency of irradiated light with the same phases. Therefore, the second lowest
mode, where two halves of pendulums move opposite, cannot be excited by the far-
field light, whereas the lowest mode can be. This corresponds to the optical selection
rule for far-field excitation of confined exciton systems. For the near-field regime,
on the other hand, the situation drastically changes. The trick that the nanoscale-
confined light plays is to grasp solely a single pendulum and swing it. In this case, if
the light frequency matches eigenfrequency of the individual oscillation mode, any
normal mode can be excited regardless of the symmetry of oscillation, which means
that the optical selection rule is broken by the near-field excitation. The efficiency of
mode excitation is dependent on which pendulum is swung, that is, the position of
nanoscale light source. By swinging a pendulum in order from the end and observing
the magnitude of mode oscillation for each, we can map out the distribution of
oscillation amplitude of individual pendulums. This illustrates the principle of the
wavefunction mapping of exciton states.

11.6.2 Interface Fluctuation QD

Here we describe PL imaging spectroscopy of a GaAs QD by NSOM with a spatial
resolution of 30 nm. This unprecedented high spatial resolution relative to the size of
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Fig. 11.17 A schematic of a
GaAs quantum dot naturally
formed in a quantum well due
to the fluctuation of well
thickness

the QD (100 nm) permits a real-space mapping of the center-of-mass wavefunction
of an exciton confined in the QD based on the principle discussed above [10, 45].

A schematic of QD sample structure is shown in Fig.11.17. We prepared a 5-nm-
thick GaAs QW, sandwiched between layers of Al(Ga)As grown by molecular-beam
epitaxy. Two-minute interruptions of the growth process at both interfaces lead to
the formation of large monolayer-high islands which localize excitons in QD-like
potential with lateral dimensions on the order of 40–100 nm [3]. The GaAs QW
layer was covered with a thin barrier, and a cap layer of totally 20 nm allows the
near-field tip to be close enough to the emission source (QD).

The GaAs QD was excited with He–Ne laser light (� D 633 nm) through the
aperture, and carriers (excitons) were created in the barrier layers as well as the QW
layer. Excitons diffused over several hundreds of nm and relaxed into the QDs. The
PL signal from the QD was collected via the same aperture to prevent a reduction of
the spatial resolution due to carrier diffusion. Near-field PL spectra were measured,
for example, at 11 nm steps across a 210 � 210 nm, area and two-dimensional
images were constructed from a series of PL spectra.

Figure 11.18a shows near-field PL spectra of a single QD at 9 K at excitation
densities ranging from 0.17 to 3.8�W. At low excitation densities, a single emission
line (denoted by X) at 1.6088 eV is observed. With an increase in excitation density,
the other emission lines appear at 1.6057 eV (XX) and at 1.6104 eV (X*). In order to
clarify the origin of these emissions, excitation power dependence of PL intensities
is examined as shown in Fig. 11.18b. The X line can be identified as an emission
from a single-exciton state by its linear increase in emission intensity and its
saturation behavior. The quadratic dependence of the XX emission with excitation
power indicates that XX is an emission from a biexciton state. This identification
of the XX line is also supported by the difference in the emission energy of
3.1 meV, which corresponds to the binding energy of biexciton and agrees well
with the values reported previously [46]. The X* emission line can be attributed
to the radiative recombination of the exciton excited state by considering its energy
position (higher-energy side of the single-exciton emission by about 1.6 meV) [47].
Figure 11.19 shows low-magnification PL maps for the intensity of X emissions
with three different energies in the same scanning area. These emission profiles
were found to differ from QD to QD.
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Fig. 11.18 (a) Near-field PL
spectra of a single QD at 9 K
for various excitation
densities. The PL peaks at
1.6088, 1.6057, and
1.6104 eV are denoted by X,
XX, and X*. (b) Excitation
power dependence of PL
intensities of the X and the
XX lines. The two dotted
lines correspond to the
gradient associated with
linear and quadratic power
dependence

11.6.3 Real-Space Mapping of Exciton Wavefunction
Confined in a QD

High-magnification PL images in Fig. 11.20 were obtained by mapping the PL
intensity with respect to the X ((a), (c), and (e)) and the XX ((b), (d), and (f))
lines of three different QDs. The exciton PL images in Fig. 11.20 ((a), (c), and (e))
show an elongation along the [�110] crystal axis. The image sizes are larger than
the PL collection spot diameter, that is, the spatial resolution of the NSOM. The
elongation along the [�110] axis due to the anisotropy of the monolayer-high island
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Fig. 11.19 Two-dimensional
mapping of the PL intensity
for three different X lines

is consistent with previous observations with a scanning tunneling microscope
(STM) [3]. We also obtained elongated biexciton PL images along the [�110]
crystal axis in Fig. 11.20 ((b), (d), and (f)) and found a clear difference in the spatial
distribution between the exciton and biexciton emission. Here the significant point
is that the PL image sizes of biexcitons are always smaller than those of excitons.

Figure 11.21a, b shows the normalized cross-sectional PL intensity profiles of
exciton (thick lines) and biexciton (thin lines) along the [110] and [�110] crystal
axes. The spreads in the exciton (biexciton) images, defined as the full width at half
maximum (FWHM) of each profiles are 80 (60) nm and 115 (80) nm along the [110]
and [�110] crystal axes, respectively.

Theoretical considerations can clarify what we see in the exciton and biexciton
PL images. The relevant quantity is the optical near field around a single QD
associated with an optical transition. This field can be calculated with Maxwell’s
equations using the polarization field of the exciton or biexciton as the source
term. The observed luminescence intensity is proportional to the square of the
near field detected by the probe. In the following, however, we have calculated the
emission patterns simply by the squared polarization fields without taking account
of the instrumental details. The polarization fields at the position of the probe (rs)
are derived from the transition matrix element from the exciton state (X) to the
ground state (0) and that from the biexciton state (XX) to the exciton state (X) as
follows [48]:
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Fig. 11.20 Series of
high-resolution PL images of
exciton (X) state ((a), (c), and
(e)) and biexciton (XX) state
((b), (d), and (f)) for three
different QDs. Crystal axes
along [110] and [�110]
directions are indicated

h0 jpı.r � r s/jXi D �
p
2pcv�.rs; rs/ (11.7)

hX jpı.r � rs/jXXi D �
r
3

2
pcv

X
r1;ra

�.r1; ra/ˆCC.r1; r s; ra; rs/

�
r
1

6
pcv

X
r1;ra

�.r1; ra/ˆ��.r1; rs ; ra; rs/ (11.8)

where �.re; rh/ stands for the exciton envelope function with the electron and
hole coordinates denoted by re and rh, ˆCC.ˆ��/.r1; r2; ra; rb/ represents the
biexciton envelope function with electron coordinates .r1; r2/ and hole coordinates
.ra; rb/ that are symmetrized (antisymmetrized) with respect to the interchange
between two electrons and between two holes, and pcv is the transition dipole
moment between the conduction band and the valence band. The spatial distribution
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Fig. 11.21 High-resolution
PL images and corresponding
cross-sectional intensity
profiles of the exciton ((a)
and (b)) and the exciton
excited ((c) and (d)) state.
The intensity profiles are
taken along solid and dotted
lines in the images

of the exciton polarization field corresponds to the center-of-mass envelope function
of a confined exciton. For the biexciton emission, the polarization field is determined
by the overlap integral, which represents the spatial correlation between two
excitons forming the biexciton and is expected to be more localized than the single-
exciton wavefunction.

Figure 11.21c shows the squared polarization amplitudes of the exciton (thick
line) and biexciton (thin line) emission, which have been calculated for a GaAs
QD with size parameters relevant to our experiments. The calculated profile of the
squared polarization amplitude of the biexciton emission is narrower than that of
the exciton emission. The spread of the biexciton emission normalized by that of
the exciton emission is estimated to be 0.76, which is in good agreement with the
experimental result (0:75 ˙ 0:08). This theoretical support and the experimental
facts lead to the conclusion that the local optical probing by the near-field scanning
optical microscope directly maps out the center-of-mass wavefunction of an exciton
confined in a monolayer-high island.

Furthermore, we can demonstrate a novel powerful feature of the wavefunction
mapping spectroscopy. Figure 11.22 shows the PL image and corresponding cross-
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Fig. 11.22 (a) and (b)
Normalized cross-sectional
intensity profiles of exciton
(thick lines) and biexciton
(thin lines) PL images
corresponding to
Fig. 11.20a, b. (c) Spatial
distributions of squared
polarization fields of the
exciton (thick line) and
biexciton (thin line) emission,
which are theoretically
calculated for a GaAs
quantum dot (radius of
114 nm, thickness of 5 nm).
The horizontal axis is
normalized by the disk
radius R

sectional intensity profiles of the exciton ground state X ((a) and (b)) and the exciton
excited state X* ((c) and (d)) from a single QD, which is different from that observed
in Fig. 11.21. The exciton PL image exhibits a complicated shape in this QD,
unlike the simple elliptical shape shown in Fig. 11.21. This is because the exciton
is confined in a monolayer-high island with an extremely anisotropic shape. The
significant point is that the exciton ground state image exhibits a single maximum
peak in the intensity profile, while a double-peaked intensity profile is obtained from
the exciton excited state. This is attributable to the difference in spatial distribution
of the center-of-mass wavefunction, which has no node in the ground state, but does
have a node in the excited state.

11.7 Real-Space Mapping of Local Density of States

Since the local electronic structure defined as the local density of states (LDOS)
in metal corrals was first demonstrated using scanning probe microscopy and
spectroscopy [49, 50], the LDOS mapping technique has been applied to many
interesting quantum systems, such as two-dimensional (2D) electron gas [51],
one-dimensional quantum wires [52], and zero-dimensional (0D) quantum dots
(QDs) [53]. Although NSOM is useful for studying the elementary excitation of
these quantum structures with less than subwavelength spatial resolution, there are
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Fig. 11.23 A schematic of
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two-dimensional electron gas
with a mesh gate structure

only a few results of LDOS mapping using NSOM: for example, observation of the
optical LDOS of an optical corral structure with a forbidden light [54].

Here we probed the local electronic states of a Be-doped GaAs/Al1-xGaxAs
single heterojunction with a surface gate using an NSOM. The spatial distribution
of LDOS in a field-induced quantum structure can be mapped using near-field PL
microscopy, as the quantum structure investigated here is larger than the spatial
resolution of NSOM and the PL spectrum reflects the DOS of electrons.

11.7.1 Field-Induced Quantum Dot

The QDs formed by an electrostatic field effect have been extensively studied
[55–58]. In a field-induced QD, the strength and lateral profile of the confinement
potential can be tuned using the design of the surface gate and the strength of
the bias voltage applied to the surface gate. As the degradation and imperfections
at interfaces are minimized owing to electrostatic confinement, the electrons are
confined by the well-defined lateral potential in this system. The properties of
confined electrons have been investigated using macroscopic PL spectroscopy
in a field-induced quantum structure based on a Be-doped single heterojunction
[58, 59]. In this characteristic structure, the PL spectrum arising from the recom-
bination of holes bound to Be accepters with electrons in an electron gas provides
us with a probe to investigate the DOS of electrons owing to relaxation of the
k-selection rule in the optical process [58, 60, 61].

The sample investigated in this study was a Be-doped single heterojunction
of a GaAs/Al1�xGaxAs (x D 0:7) structure fabricated using molecular beam
epitaxy [58,61]. Figure 11.23 illustrates a rough schematic of sample structure. The
heterostructure was grown on an n-type GaAs substrate used as the back contact
and was fabricated under 75 nm from the surface. The nominal concentration of Be
dopant was 2:0 � 1010 cm�2, and the Be-doped layer was inserted 25 nm below the
heterojunction interface. The estimated sheet electron density without modulation
using an external bias voltage (VB ) was 3:6 � 1011 cm�2 at 1.8 K, using an optical
Shubnikov-de Hass measurement. A semitransparent Ti/Au Schottky gate structure
on the surface was fabricated with a square mesh of a 500 nm period using electron
beam lithography. The bias voltage was applied between the surface Schottky gate
and the Ohmic back electrode.
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Fig. 11.24 Bias-voltage
(VB ) dependence of
macroscopic PL spectra of a
Be-doped single
heterojunction
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An aperture about 120 nm in diameter was fabricated by milling of the probe
apex using a focused ion beam (FIB) apparatus. The sample on the scanning stage
was illuminated with a cw diode laser light (=685 nm) through the aperture, and a
time-integrated PL signal from the sample was collected via the same aperture. The
PL signal was sent to a 32 cm monochromator with a cooled charge-coupled device
with a spectral resolution of 220�eV. The spatial resolution of NSOM in this study
was about 140 nm.

Figure 11.24 shows far-field PL spectra, measured at the VB ranging from
0 to �1.6 V. The PL signal from the 1.475 to 1.491 eV region is attributed to the
recombination between the localized holes bound to Be accepters with electrons in
the electron gas. The holes bound to Be accepters can recombine with any electrons
with wave vectors up to the inverse of the hole Bohr radius with nearly equal optical
transition probabilities [58–61]. Owing to the small effective Bohr radius of the hole
bound to the Be accepter, the PL spectrum of the 1.475–1.491eV region reflecting
the DOS of electrons [58] is used as a probe to investigate the electronic structure.
Under low negative bias conditions (VB < �0:35V), the signals from 1.480 to
1.489 eV show flat shape PL spectra reflecting the 2D DOS. The strong peaks at
1.496 eV come from the recombination between 2D electrons in the second subband
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Fig. 11.25 (a) Shear-force
microscopy (topographic)
image of the gated sample
surface (height contrast,
50 nm). (b)–(d) Near-field PL
images at different bias
voltages VB = 0, �1.2, and
�1.6 V, respectively. These
images were monitored at a
detection energy of around
1.483 eV at 9 K. The dotted
lines in the images
correspond to the position of
the surface gate. (e)
Near-field PL image at
VB D �1:6V, measured for a
wide area. (f) Cross-sectional
PL intensity profiles taken
along a diagonal of the mesh
gate

with holes bound to the accepters [59]. When the VB is increased to �1.6 V, the PL
spectra show a linear increase in intensity toward higher photon energies from 1.480
to 1.489 eV. This behavior is expected from the 0D DOS of electrons because the
linear dependence is in accordance with the generally accepted picture, in which the
degeneracy of states increases with the quantum number.

11.7.2 Mapping of Local Density of States in a Field Induces QD

We investigated the local electronic states of the field-induced quantum structure
while tuning the external bias voltage. As the PL intensity owing to the recombi-
nation of holes with electrons in an electron gas is proportional to the amplitude
of the DOS and the spatial resolution of NSOM is higher than the size of the
quantum structure, we can map the LDOS experimentally by monitoring the spatial
distribution of the PL intensity from 1.475 to 1.491 eV. The atomic force microscopy
image of a gated sample surface in Fig. 11.25a shows a square mesh gate with
a 500 nm period. Figure 11.25b–e shows near-field optical images obtained by



11 Optical Interaction of Light with Semiconductor 473

detecting the PL intensity at around 1.483 eV while changing the external bias
voltage (VB = 0,�1.2, and�1.6 V). In a series of images, we can observe the change
in the PL images from 2D (plane) to 0D (dot) features with the application of VB
to the surface gate. For VB D �1:6V, a bright spot is observed in the center of
the square mesh gate in the PL image in Fig. 11.25d. Looking at a wide spatial
area, we see an array of PL spots corresponding to the period of the square mesh,
as shown in Fig. 11.25e. The change induced by applying a bias voltage is also
supported by the cross-sectional intensity profiles shown in Fig. 11.25f, taken along
a diagonal of the mesh gate at the same positions. The size of the full width at half
maximum (FWHM) of the profiles decreases from 400 nm at VB D 0V to 160 nm at
VB D �1:6V. The narrow distribution of the PL intensity is caused by depletion of
the electron density in the electron gas around the mesh gate under the external bias
voltage. As a result, there is a dense electron population at positions far from the
mesh gate, and the potential for electrons is minimal at the center of the mesh gate.
Therefore, the change in the PL image directly connects to the change in electronic
structure from a 2D electron gas to the confined 0D electronic state (QD) and an
artificially formed QD array, induced by the electrostatic confinement potential.

Figure 11.26a–c shows PL images in the QD state under VB D �1:6V, detected
at 1.4827, 1.4863, and 1.4882 eV, respectively. The spatial distribution of the PL
intensity changes with the monitored photon energy and gradually spreads, going
from an image at a lower photon energy to one at a higher photon energy (from
Fig. 11.26a–c). We evaluated the spread of the PL image defined as the FWHM
of the intensity profile as a function of photon energy and plotted the values for
various bias voltages in Fig. 11.26d. At low bias voltage (�0.7 V), the values of the
spread in the PL images are essentially constant for the entire energy range from
1.477 to 1.490 eV, which is easily understood from the 2D DOS characteristics. By
contrast, under higher bias voltage, the spread of the PL image strongly depends
on the monitored energy and the value increases gradually toward the higher-energy
side, which indicates that the distribution of the LDOS gradually spreads from lower
to higher-energy states in a field-induced QD.

To confirm the feasibility of the LDOS mapping, we refer the numerical calcula-
tion results of the electron density distribution derived from solving Schrödinger
and Poisson’s equations [61–64]. The calculated potential for electrons in this
quantum structure is minimal at the center of the mesh gate with an application
of the bias voltage [61, 62]. The electrons with lower energy near the bottom of
the electrostatic potential are confined strictly and the spatial distribution of the
wavefunction extends with increasing energy. The experimental results obtained
from the near-field PL images are consistent with the calculated electron density
distributions and its energy dependence. Thus, the optical near-field microscopy
maps the LDOS in a field-induced quantum structure.

Finally, we will mention the near-field PL spectrum of a field-induced single
QD (not shown here). We did not observe the sharp spectral features, as frequently
observed for 0D systems (QDs) [65, 66]. A peak in the PL spectrum arising from
each confined level should be broadened by at least 0.5 meV with taking into
consideration of the estimated energy separation between confined levels [62].
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Fig. 11.26 (a)–(c) Near-field PL images obtained at different detection energies under a bias
voltage of 1.6 V. (d) PL intensity distribution defined as the FWHM of the profiles as a function of
the detection photon energy under various bias-voltage conditions

This broadening might be because it takes 0.1–1�s for the nonequilibrium electrons
to cool after excitation [60]. Therefore, the combination of near-field PL microscopy
with the time-gated PL detection technique will enable us to observe fine spectral
structures of a field-induced QD.

11.8 Carrier Localization in Cluster States in GaNAs

11.8.1 Dilute Nitride Semiconductors

In contrast to the well-defined quantum-confined systems such as QDs grown in a
self-assembled mode, the more common disordered systems with local potential
fluctuations leave unanswered questions. For example, a large reduction of the
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fundamental band gap in GaAs with small amounts of nitrogen is relevant to
the clustering behavior of nitrogen atoms and resultant potential fluctuations [67].
NSOM characterization with high spatial resolution can give us a lot of important
information that is useful in our quest to fully understand such complicated systems,
such as details about the localization and delocalization of carriers, which determine
the optical properties in the vicinity of the band gap.

Dilute GaNAs and GaInNAs alloys are promising materials for optical commu-
nication devices [68–70] because they exhibit large band gap bowing parameters. In
particular, for long-wavelength semiconductor laser application, high-temperature
stability of the threshold current is realized in the GaInNAs/GaAs quantum well
as compared to the conventional InGaAsP/InP quantum well due to strong electron
confinement. However, GaNAs and GaInNAs with a high nitrogen concentration of
more than 1% have been successfully grown only under nonequilibrium conditions
by molecular beam epitaxy and metal organic vapor phase epitaxy.

The incorporation of nitrogen generally induces degradation of optical proper-
ties. To date, several groups of researchers have reported characteristic PL properties
of GaNAs and GaInNAs, for example, the broad asymmetric PL spectra and the
anomalous temperature dependence of the PL peak energy. More seriously emission
yield drastically degraded with an increase of nitrogen concentration.

For improvement of their fundamental optical properties, it is strongly required
to clarify electronic states due to single N impurities [71, 72] or N clusters, which
interact with each other and with the host states. The interaction gives rise to the
formation of weakly localized and delocalized electronic states at the band edge.
Hence, the shape of optical spectra is extremely sensitive to the N composition.
In conventional spatially resolved PL spectroscopy, it is easy to detect single
impurity emissions in ultradilute compositional region. However, in order to resolve
complicated spectral structures and to clarify the interaction of localized states and
the onset of alloy formation, a spatial resolution far beyond the diffraction limit is
needed.

Here we show the results of spatially resolved PL spectroscopy with a high
spatial resolution of 30 nm. Spatial inhomogeneity of PL is direct evidence of
carrier localization in the potential minimum case caused by the compositional
fluctuation. PL microscopy with such a high spatial precision enables the direct
optical observation of compositional fluctuations, that is, spontaneous N clus-
ters and N random alloy regions, which are spatially separated in GaNxAs1�x /
GaAs QWs.

11.8.2 Imaging Spectroscopy of Localized and Delocalized States

The samples investigated in this study were 5 nm thick GaNxAs1�x /GaAs single
QWs with different N compositions (x = 0.7 and 1.2 %) grown on (001) GaAs
substrates using low-pressure metalorganic vapor phase epitaxy [73]. The growth
temperature was 510 ıC, and the details of the growth conditions have been
described elsewhere [73]. The GaNAs layer was sandwiched between a 200 nm
thick GaAs buffer layer and a 20 nm thick GaAs barrier layer. The thin 20 nm thick
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Fig. 11.27 Far-field (dotted
line) and near-field (solid
line) PL spectra of a
GaNxAs1�x /GaAs
(x D 0:72%) single QW at
8.5 K

barrier layer allowed a near-field probe tip to come close enough to the emission
sources to achieve a spatial resolution as high as 35 nm. The N composition (x)
of the QW layer was estimated using secondary ion mass spectroscopy and cross
checked using the energy position in the PL spectra [74]. After growth, thermal
annealing was performed for 10 min in a mixture of H2 and TBAs at 670 ıC to
improve the PL intensity [73].

We used NSOM probe tips with apertures of different diameters (30 and 150 nm),
depending on the measurements. Optical measurements were performed at 8 K
with a similar setup as described above. Near-field PL spectra were obtained at
every 12 nm steps for a 300 � 300 nm area, and two-dimensional PL maps were
constructed from a series of these spectra.

The dotted line in Fig. 11.27 shows a far-field PL spectrum of a single
GaNxAs1�x /GaAs (x D 0:7%) QW at low temperature. The far-field spectrum
has a broad linewidth of 30 meV and a lower-energy tail. To resolve the inhomoge-
neously broadened PL spectrum, we carried out near-field PL measurements with a
high spatial resolution of 35 nm. The near-field PL spectrum in Fig. 11.27 has fine
structures that are not observed in the far-field spectrum [75–77]. After analyzing
several thousands of near-field PL spectra, we found that the fine structures in the
near-field PL spectra were divided into two groups: sharp luminescence peaks with
narrow linewidths below 1 meV and broad peaks with linewidths of several meV.
We discuss the origin of these spectral features using both spectral and spatial
information.

Figure 11.28a shows a typical near-field PL spectrum with sharp emission lines.
To evaluate the linewidth, we show one of the sharp emission lines (1.382 eV) at
an expanded energy scale in the inset; the spectral linewidth, defined as the full
width at half maximum (FWHM), was determined to be less than 220�eV, which is
limited by the spectral resolution. The narrow PL linewidth means that the exciton
state has a long coherence time, that is, there is a reduction of the scattering rate
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Fig. 11.28 (a) Near-field PL spectrum with a sharp emission peak. (b) Two-dimensional PL
intensity mapping of the sharp emission line at 1.382 eV. (c) Cross-sectional PL intensity profile
taken along the dotted line in (b). The size of the emission profile, defined as the FWHM, is 35 nm
(restricted by the spatial resolution of NSOM)

between an exciton and phonons due to the change in the electronic structures from
a continuum to discrete density of states. Such discrete density of states might be
explained by the formation of naturally occurring quantum dot (QD) structures in a
narrow GaNxAs1�x /GaAs QW (x D 0:7%).

The spatial characteristics of the naturally occurring QD structures in a narrow
QW showing the sharp emissions should be investigated. Figure 11.28b shows
a high-resolution optical image of the sharp PL line, obtained by mapping the
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Fig. 11.29 (a) Near-field PL
spectrum with a broad
emission peak. (b) PL
intensity map of the broad
emission line at 1.374 eV. The
scanning area is same as that
of Fig. 11.28b. (c)
Cross-sectional PL intensity
profile of the broad emission
along the dotted line in (b).
The FWHM of the profile is
80 nm

intensity (denoted by the arrow in Fig. 11.27). The surface topography did not
influence the optical images, because the sample had a flat surface with a roughness
of less than several nm, as estimated from a shear-force topographic image. The
PL image clearly shows a point emission feature, and the spot size defined as the
FWHM of the cross-sectional profile shown in Fig. 11.28c is estimated to be 35 nm,
which is limited by the spatial resolution of NSOM. The experimental spatial and
spectral results suggest that the exciton strongly localizes in a potential minimum
of naturally occurring QD structure in a narrow QW. The local N-rich regions
(spontaneous N clusters) in a GaNAsN layer are the origin of the naturally occurring
QD structures, as indicated by transmission electron microscopy [78].

Consider the broad peaks in the near-field PL spectrum. Figure 11.29a shows a
typical PL spectrum of a broad peak with a 3 meV linewidth, which is much broader
than below 220�eV for the sharp emission line. The two-dimensional PL intensity
map of the broad emission line in Fig. 11.29b shows spatially extended behavior
that extends approximately 80 nm, as estimated from the cross-sectional profile in
Fig. 11.29c (taken along the dotted line in the PL image). These characteristics
of the broad PL line indicate that the exciton has a delocalized nature due to the
random alloy state, which is frequently observed in isovalent semiconductor alloys.
In addition, the energy positions and linewidths in the PL spectra are unchanged
throughout the bright regions in Fig. 11.29b, which supports the delocalized nature
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Fig. 11.30 Near-field PL
spectra of GaNxAs1�x /GaAs
(x D 1:2%). The PL spectra
measured at different
positions were normalized by
the maximum peak intensity

of excitons. Note that the PL images in Figs. 11.28b and 11.29b were obtained in
the same scanning area. Therefore, the regions with randomly distributed N and the
spontaneous N-rich clusters are separated spatially in GaNxAs1�x (x D 0:7%), as
observed directly using NSOM with a high spatial resolution of 35 nm.

We investigated the compositional fluctuations in GaNxAs1�x for different
concentrations of N. Figure 11.30 shows near-field PL spectra for x D 1:2% at
different spatial positions. These PL spectra were obtained using a probe tip with
a 150 nm aperture, because the PL intensity strongly depends on x [76] and the
intensity at higher x (=1.2 %) decreases by about one order of magnitude compared
with that for x D 0:7%. The near-field PL spectra in Fig. 11.30 consist of many
sharp lines from localized exciton recombinations in N-rich clusters and broad
emissions, similar to the near-field PL spectra for x D 0:7%. Note that sharp
emission peaks are observed in the PL spectra for x > 1%. Recent macroscopic
PL [79] and magneto-PL [80] measurements of GaNxAs1�x for x D 1:0% showed
broad, smooth spectra, which were assigned to emissions from delocalized excitons.
However, our near-field PL spectroscopy reveals that the inhomogeneous broadened
PL spectrum consists of the sharp emission lines owing to the recombinations of
excitons localized in N-rich clusters superimposed on the broad emissions from the
delocalized exciton state in GaNxAs1�x (x D 1:2%). The regions of randomly
distributed N and spontaneous N-rich clusters coexist at N compositions over 1 %.
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11.9 Perspectives

The dramatic progress in the spatial resolution of near-field optical microscope
down to 10 nm offers an exciting opportunity for the study of light–matter inter-
action at the nanoscale. Real-space imaging of spatial distributions of quantized
states can answer fundamental questions about the localized and delocalized nature
of electrons in complicated potential systems and will lead to wavefunction engi-
neering. Ultimately small light spot affect the light–matter interaction through the
modification of quantum interference. For example, the near-field optical coupling
of nano-electronic systems can enhance far-field forbidden transitions. Such alter-
nation of the selection rule of optical transition will enable spatiotemporal coherent
control of electronic excitation, which can be utilized as the principal function
of nanometric devices. Light-harvesting devices like a mimic of photosynthesis
antenna systems are also anticipated. A nanoscale light source also provides new
techniques for wave packet engineering: creation, detection, transport, tailoring,
and coherent control of electron wave packet. Pronounced quantum features of
wave packet dynamics in nanoscale length will open new possibilities to control the
capture processes from delocalized states to localized states, which will improve the
quantum efficiency of light-emitting devices.
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Abstract
Recombination dynamics in InGaN-based semiconductors has been assessed
taking into account the effect of potential modulations which are induced not
only by potential fluctuations in InGaN plane but also by quantum-confined Stark
effects perpendicular to the plane. Local diffusion, radiative, and nonradiative
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processes have been identified, by employing multimode scanning near-field
optical microscopy where time-resolved photoluminescence data are taken by
both illumination-collection mode and illumination mode.

12.1 Introduction

Recent progress of epitaxial growth techniques has achieved the successful intro-
duction of indium into gallium nitride, leading to the realization of light-emitting
devices based on InxGa1�xN/GaN/AlyGa1�yN heterostructures in wurtzite crystal
phase, such as dazzling violet, blue, green, and amber light-emitting diodes
(LEDs) [1–3], as well as laser diodes (LDs) operated from ultraviolet (350 nm) to
blue (480 nm) spectral region [4–6]. However, further improvement of emission
efficiency, reduction of lasing threshold, and extension of operable wavelength
range are required to expand the application field of such devices. Therefore, it is
very important to assess the carrier/exciton recombination processes, through which
positive feedback can be made not only to the growth conditions but also to the
appropriate design of device structures.

There has been controversy concerning a major role on the modulation of
optical transitions in InxGa1�xN-based semiconductors [7]. One important effect,
as schematically depicted in Fig. 12.1a, is exciton localization induced by poten-
tial fluctuation because of compositional modulation of In [8–12]. This can be
understood as a nature of InxGa1�xN ternary alloys, where insoluble tendency of
InN is energetically favored in GaN at the growth temperatures [13–16]. Actually,
spontaneous formation of In-rich region on the nanoscopic scale has been reported
by a lot of groups [9,17–21]. In this case, large Stokes-like shifts between absorption
and emission have been attributed to the exciton/carrier distribution to localized
tail states acting as quantum disks or quantum dots (QDs) depending on the lateral
spatial confinement [22–26]. It has been claimed that the high quantum efficiency
of InxGa1�xN-based emitters in spite of high threading-dislocation density is
mostly due to the large localization of excitons/carriers because the pathway to the
nonradiative recombination centers is prohibited once they are captured in a small
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Inplane of InGaN QW growth direction

Fig. 12.1 (a) Potential fluctuation induced by inhomogeneity of indium distribution within
InxGa1�xN QW. (b) Piezoelectric field induced in InxGa1�xN/GaN QW grown toward (0001)
orientation (C-axis)
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volume [9]. Another important effect is large piezoelectric fields in InxGa1�xN/GaN
quantum wells (QWs) perpendicular to (0001)-oriented growth direction as shown
in Fig. 12.1b that induces the quantum-confined Stark effect (QCSE) [27–31] and
the Franz-Keldysh effect (FKE) [32]. As described in the forthcoming section, both
effects contribute to the Stokes-like shifts, and to the localization-like behavior, so
that conventional macroscopic optical data do not provide adequate information on
the mechanism [33]. Therefore, photo-induced change of optical absorption spectra
was assessed [34–37] to determine which effect plays a major role, by employing
white-light pump and probe spectroscopy [38].

A number of reports have recently been appeared on the spatial mapping
of luminescence in InxGa1�xN/GaN QWs by optical microscope [39–41], by
cathodoluminescence (CL) [42, 43], or by scanning near-field optical microscopy
(SNOM) [44–53]. It is worth noting that such SNOM technique is not only useful for
the photoluminescence (PL) mapping but also applicable to the electroluminescence
(EL) mapping under the current driving condition of LEDs [54,55]. Although spatial
resolution of optical microscope is typically a few to several hundred nm that is
restricted by diffraction limit, CL has a much smaller diameter in exciting electron
beam (e-beam). However, the spatial resolution is generally much larger than the
e-beam diameter not only because incident electrons spread during the penetration
to the sample but also because generated carriers/excitons diffuse spatially in lateral
direction before recombining radiatively or nonradiatively. Another drawback of
CL is that both active and cladding layers are photoexcited, while selective
photoexcitation to active layers is achieved in optical excitation by tuning incident
laser wavelength. SNOM technique has a potential to attain spatial resolution with
nm scale. Moreover, spatial and temporal dynamics can be detected by combining
with time-resolved (TR) spectroscopy [50–52].

In this chapter, material parameters are summarized such as bandgap energy and
alloy broadening of InxGa1�xN, and piezoelectric field in InxGa1�xN/GaN QWs,
and then general transition models are discussed based on screening of piezoelectric
field, as well as on localization behavior of excitons/carriers. Finally, detailed
results are shown on SNOM-luminescence mapping in an InxGa1�xN/GaN single
quantum well (SQW) structure, by which the physical interpretation was made for
the recombination mechanism in InxGa1�xN-based nanostructures.

12.2 Material Parameters of InxGa1�xN

12.2.1 Bandgap Energies in InxGa1�xN Alloys

In order to assess the optical transitions in InxGa1�xN-based nanostructures, it is
essential to estimate the bandgap energies (Eg) of InxGa1�xN ternary alloys and
then take into account the effects of quantum confinement under an electric field, as
well as those of localization induced by fluctuation of composition or of well width.
However, there have been a lot of papers discussing the exact bandgap energies
of InxGa1�xN. This is due to the difficulty in obtaining high-quality InN crystals
caused by the low dissociation temperature and high vapor pressure of nitrogen.
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Although InxGa1�xN-based light-emitting devices are in practical use, only small
amount of In up to a few tens of % was successfully incorporated to gallium
nitride with sufficient quality in current fabrication technology. Moreover, fabricated
InxGa1�xN active layers are highly strained, and their layer thicknesses are as small
as a few nm. Therefore, the fundamental bandgap of InN has been thought to be
about 1:89 eV at room temperature (RT) for a long period, where the value had
been obtained by the optical absorption measurement on polycrystalline InN grown
by sputtering technique [56]. The bandgap energies of InxGa1�xN have also been
estimated by the similar way, and the most commonly cited equation was

Eg D 3:42 eV.1 � x/C 1:89 eVx � bx.1 � x/; (12.1)

where b denotes the bowing parameters, reported values of which scattered in the
range between 1:0 and 3:8 eV [57–59].

However, PL and absorption measurements of high-quality InN epitaxial layers
grown by metallorganic vapor phase epitaxy (MOVPE) and RF-molecular beam
epitaxy (RF-MBE) have demonstrated that the fundamental bandgap of InN is about
0:78 eV [60–63], revealing that appropriate equation should be

Eg D 3:42 eV.1 � x/C 0:78 eVx � bx.1 � x/: (12.2)

InxGa1�xN alloy films with an entire alloy composition have been grown by
RF-MBE at about 550 ıC without noticeable phase separation, and b D 2:3 eV [64]
was reported by fitting PL and CL peak positions as a function of x-value, while
b D 1:43 eV [65] was claimed by fitting absorption data as shown in Fig. 12.2.
Although there still exists to some extent the scattering of the value of b, the
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Fig. 12.2 Bandgap energies
of InxGa1�xN alloys as a
function of In-contents x,
calculated assuming various
parameters, (a) Eg of
InN = 1.8 eV,
b D 1:0 eV [57]; (b) Eg of
InN = 0.78 eV,
b D 2:3 eV [64]; and (c)
Eg D 0:77 eV,
b D 1:43 eV [65]
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difference in this case may be contributed from the localization effects, where
the luminescence peaks are located on the low-energy side on absorption edge.
Consequently, it has been clarified that InxGa1�xN alloy semiconductors cover
not only in ultraviolet and full-visible range but also in infrared reaching to the
wavelength used for optical communications [66].

12.2.2 Alloy Broadening Factor in InxGa1�xN Alloys

The effect of disorder in alloy semiconductors can be classified into two categories,
where inhomogeneous broadening is induced by inevitable nature inherent to
alloys as well as by compositional modulation. The former takes place in random
distribution of alloy composition because of standard deviation of alloy composition
within exciton Bohr radius. This effect is significant in widegap semiconductors
owing to their small exciton Bohr radius. The full width at half maximum (FWHM)
of an excitonic transition [�.x/] in A1�xBx alloy due to this effect is given by the
following equation [67]:

�.x/ D 2p2 ln 2ŒdEex.x/=dx�
p
x.1 � x/V0.x/=Vex.x/ (12.3)

if a Gaussian line shape is assumed, where Eex.x/ is the exciton transition
energy, V0.x/ is the volume of elementary cell, and Vex.x/ is that of exciton.
Zimmermann [68] has derived the relevant exciton volume using a statistical theory
expressed by

Vex.x/ D 8�r3B.x/; (12.4)

where rB.x/ denotes the Bohr radius of exciton. The �.x/ values have been calcu-
lated for InxGa1�xN using rB values of GaN and InN as 2:9 and 7:3 nm, respectively.
It should be noted here that no experimental data have been reported for excitonic
properties of InN because of the screening of Coulomb force between electron and
hole induced by high density of residual donor concentration (approximately in the
range of 1018–1020 cm�3) in current InN layers. Therefore, the rB value of InN has
been calculated by

rB D a0�r

�
m0

me
C m0

mh

�
; (12.5)

where a0 and �r are Bohr radius of hydrogen (0:0529nm) and relative dielectric
constant (�r D 15:3 [69]) andm0, me, andmh are free electron mass, effective mass
of electron (me D 0:12m0 [70]) and effective mass of hole (mh D 1:56m0 [71]),
respectively. For x dependence of rB, a linear variation with x has been assumed.

As shown in Fig. 12.3, it was found that the FWHM due to this effect is at most
20meV.

However, observed PL linewidths are much larger than this value, typically from
several ten meV to a few hundred meV depending on samples. This suggests that
the compositional modulation and alloy clustering are induced in samples grown by
current growth techniques.
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Fig. 12.3 Theoretical
FWHM values of excitonic
transition in InxGa1�xN
ternary alloys induced by the
effect of alloy broadening

12.2.3 Piezoelectric Fields in Strained InxGa1�xN Layers

Unlike other semiconductors with zinc blende crystal structures grown toward (001)
orientation, large piezoelectric field is induced in wurtzite-structured InxGa1�xN
with c-axis [(0001) orientation] [27]. This is not only because of large piezoelectric
constants with this direction but also due to high biaxial-compressive strain
in InxGa1�xN layers coherently grown on almost untrained GaN-based layers.
The piezoelectric polarization to the c-axis defined as Pz is given by

Pz D e31�xx C e31�yy C e33�zz; (12.6)

where e31 and e33 are piezoelectric constants and �xx , �yy , and �zz are strain elements
defined by the following equation using a-axis lattice constant of GaN (aGaN D
0:3189 nm) and InxGa1�xN (aInGaN D 0:3189.1 � x/ C 0:3548x nm), as well as
elastic stiffness constants of c13 and c33

�xx D �yy D aGaN � aInGaN

aGaN
; (12.7)

�zz D �2c13
c33

�xx: (12.8)

The internal electric field along the c-axis (Ez) is then given by

Ez D � Pz

�r�0
; (12.9)
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Fig. 12.4 Band structures as well as wavefunctions of both electrons and holes in
GaN/InxGa1�xN/GaN having 3-nm QW thickness, for (a) x D 25%, Ez D 2:7MV/cm, and
for (b) x D 50%, Ez D 4:5MV/cm

where �r and �0 are relative dielectric constants of InxGa1�xN and the permittivity
of free space, respectively. Although there still exists wide scattering of reported
values of e31, e33, c13, and c33 of both GaN and InN [72], Ez value is estimated to
be in the order of MV/cm for InxGa1�xN layers with x D 0:1 � 0:2 used for active
layers of blue-green emitters [73–75].

In Fig. 12.4, band structures of GaN/InxGa1�xN/GaN are depicted assuming that
only InxGa1�xN QWs are under compressive strain. Due to the internal field, the
effective bandgaps as well as oscillator strengths of excitons become much lower
than those in the case of flat bands.

12.3 General Transition Models

12.3.1 Localization Versus Screening of Piezoelectric Field

Potential fluctuation induces localization of excitons and/or carriers to potential
minima in real space. Besides the effect of inevitable alloy broadening, thermo-
dynamical theory shows that the fluctuation of In composition leading to local
clustering or phase separation is energetically favored considering the free energy
of mixing in InxGa1�xN alloys [13–15]. If an In clustering takes place with a
size less than several nanometers, localization centers act as QDs [9, 17–21].
Such localization is conspicuous even with small amount of disorder because of both
small exciton Bohr radius and large bandgap variation with x-value in InxGa1�xN.
The model of exciton localization due to potential fluctuation, as well as density of
states (DOS) of exciton energy distribution induced by localization, is schematically
shown in Figs. 12.5 and 12.6, respectively. The observation of large Stokes shift
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between absorption edge and PL peak energy may be interpreted as a result of
this effect because radiative recombination takes place at localized tail states, DOS
of which is very small. The recombination dynamics of localized exciton can be
assessed by TRPL spectroscopy. If the pulsed photoexcitation is made at continuum
energy levels, TRPL peak energies make red shift with increasing monitored time
after excitation, so that PL decay time depends on monitored photon energy with
a function of �.E/. This is because exciton transition is due not only to radiative
and/or nonradiative recombination processes but also to transfer process to the
localized levels distributed to lower energy side [76]. If the density of localized
states is approximated as single exponential tail with gE D exp.�E=E0/ using
parameters for the localization depth as E0, and if radiative recombination lifetime
(�rad) is constant within the emission band neglecting nonradiative recombination
processes, it is possible to estimate �.E/ by fitting the experimental data with the
theoretical equation [76], so that the density of excitons is expressed as functions of
energy (E) and time (t) after pulsed excitation with n.E; t/
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Fig. 12.7 TRPL spectra of a
0:1-�m-thick In0:08Ga0:92N
single epilayer taken at
various time delays
(0–1;500 ps) after pulsed
photoexcitation at 24K

�.E/ D �rad

1C expf.E �Eme/=E0g ; (12.10)

n.E; t/ D n0 expf�t=�.E/g; (12.11)

where Eme shows characteristic energy analogous to mobility edge. Typical ex-
amples of TRPL spectra taken at a 0:1-�m-thick In0:08Ga0:92N single epilayer at
24 K are shown in Figs. 12.7 and 12.8, where localization dynamics induced by
compositional fluctuation have been revealed [77]. Such characteristics have been
observed in wide-bandgap ternary alloys, for example, in CdSxSe1�x [78] and
ZnxCd1�xS [79]. However, one has to be careful in interpreting the recombination
mechanism in InxGa1�xN/GaN QW structures by means of TRPL because such
localization-like behavior can also be contributed from the QCSE.

As shown in Fig. 12.9, electron and hole wavefunctions in InxGa1�xN wells are
spatially separated to opposite direction due to piezoelectric field as described in the
previous section [27, 27–30]. This leads not only to the reduction of recombination
probability of electrons and holes but also to the QCSE, where transition energy
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Fig. 12.8 Time-integrated
PL (TIPL) spectrum and the
PL decay times [�.E/]
plotted as a function of
monitored photon energies
taken at a 0:1-�m-thick
In0:08Ga0:92N single epilayer
at 24K. The best fitting of
�.E/ was made using values
of �rad D 440 ps,
E0 D 21meV, and
Eme D 3:242 eV

Time after pulsed photo-excitation

(b) t = t2 (c) t = t3(a) t = t1

Fig. 12.9 Radiative recombination in a quantum well under piezoelectric field. Just after pulsed
excitation [(a) t D t1], screening of the field is significant due to large amount of photogenerated
carriers. With increasing time, the effect of screening becomes less dominant in accordance with
the reduction of carrier density, so that transition energy as well as recombination probability is
decreased

is red-shifted compared to the case of flat band with zero internal electric field.
Since the electric field is screened by carriers either by photoexcitation or by
electrical injection, InxGa1�xN-based LEDs show blue shift of emission energy with
increasing injection current density. This effect becomes significant for wider well
thicknesses and for higher In mole fractions (x-value). PL lifetime also shows large
well dependence where it varies from sub-ns to more than �s if the well width is
increased from 2 to 7 nm. Consequently, PL peak makes red shift and PL lifetime
increases with increasing time after excitation in accordance with the reduction of
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carriers contributing to the screening. It should be noted that the typical well width
of InxGa1�xN-based LEDs and LDs is as small as 2–3 nm in order to avoid such
QCSE as small as possible.

12.3.2 Photo-Induced Change of Optical Density Induced by Two
Major Effects

Two effects, internal electric fields versus potential fluctuation, can be separated
if the photo-induced change of absorption spectra is characterized by means of
pump and probe spectroscopy, by which the transmission spectrum of the probe
beam detected in the presence of the pump beam (T C �T ) is compared with
the spectrum without pump beam (T ) [34–37]. Photo-induced change of the
transmission [�T .!; Iex; td/] depends not only on the frequency of incident photon
(!) but also on both the photo-pumping energy densities (Iex) and time delay
between pump and probe beams (td) as shown in Fig. 12.10. The photo-induced
change of optical density [�OD.!; Iex; td/] is given by the following equation:

�OD D log

�
T

T C�T
�
D �˛d � 0:434; (12.12)

where�˛.!; Iex; td/ is the photo-induced change of absorption coefficient and d is
the total thickness of absorbing layer. Schematic of band structures in InxGa1�xN
QW under (a) FKE and QCSE and (b) localization effect is shown in Fig. 12.11.
Since both effects contribute to the broadening of absorption edge, it is difficult to
separate two effects by linear absorption spectra. However, the modification of such
optical density due to injected carriers is different between two cases. If the time
domain of about 1 ps to ns order is concerned, internal electric field is reduced by
the screening effect in case of (a), so the optical density .OD/ spectra corresponding
to absorption spectra (as well as to DOS) become sharp, so the feature of�OD is as
shown in the figure, where the positive signal is sandwiched between two negative

Probe beam (white light)

Pump beamDifference in
optical length: L

Time delay: td
td = c/L

I0 (λ) I = I0exp(-ad )

Iex: Photo-pumping
energy density

a (λ,Iex,td) = ln(I0/I )/d

Fig. 12.10 Optical configuration in pump and probe spectroscopy. Time difference between two
pulses can be controlled by changing the optical length difference
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Fig. 12.11 Schematic band
structure and corresponding
OD and �OD spectra in
InxGa1�xN QW under (a)
FKE and QCSE effects and
(b) localization effect

signals. However, in case of (b), only the negative signal is observed in �OD due
to the band filling of localized tail states. Motivated by this idea, the dynamics
of �OD was estimated by employing white-light pump and probe spectroscopy
to InxGa1�xN/GaN multiple quantum well (MQW) structures. The effects of
(a) the screening and (b) the band filling are the major origins of nonlinear optical
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Table 12.1 Various types of optical nonlinearities dependent on time domains by classifying
positive or negative polarity in �OD

Positive or negative
Time domain Origin of nonlinearity polarity of �OD

0–2 ps Optical Stark effect �OD > 0

Nonthermal distribution of carriers �OD < 0

Energy relaxation �OD < 0

1–10 ps Optical gain �OD < 0

OD C�OD < 0

1 ps–ns order Band filling of localized states �OD < 0

Screening of internal electric fields �OD > 0

ns order–�s order Screening by trapped carriers �OD > 0

Thermal effect �OD > 0
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Fig. 12.12 Optical apparatus used for the pump and probe spectroscopy

density in this time domain, the applicable duration period of which is determined
by the carrier recombination times. Optical Stark effect, nonthermal distribution
of carriers, energy relaxation, and optical gain are the possible origins of optical
nonlinearity in the faster time domain, while the persistent trapped carriers or
thermal effects in the slower one can contribute to �OD as shown in Table 12.1.

12.4 Pump and Probe Spectroscopy on InxGa1�xN Thin Layers
and Quantum Wells

The pump and probe spectroscopy depicted in Figs. 12.12 and 12.13 was performed
for the measurement of temporal behavior of differential absorption spectra. The
pump beam with wavelength 370 nm, pulse width 150 fs, and repetition rate; 1 kHz
was formed by passing the output beam from regenerative amplifier (RGA) to
optical parametric amplifier (OPA). The white light used for the probe beam was
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Pump beamPump beam
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Monochromator with dual-
photo diode-array

Fig. 12.13 Picture of beam path and optical component for the pump and probe spectroscopy

generated by focusing the part of output beam from the RGA on a D2O cell.
The pulse width of both pump and probe beam, was 150 fs. Delay time of the
probe beam with respect to the pump beam was tuned by changing the position
of retroreflector which could be controlled by the pulse stage. Since the minimum
difference in optical path was 2�m, the time resolution down to 6:7 fs was achieved.
In order to detect the probe beam with spatially uniform carrier distribution in the
sample, the focus size of the pump beam (500�m in diameter) was set so as to
be much larger than that of the probe beam (200�m in diameter). Furthermore,
the probe beam was perpendicularly polarized with respect to the pump beam,
and the transmitted probe beam polarized in this direction was detected to avoid
the scattered component of the pump beam. Both pump and probe beams were
detected by a dual photodiode array in conjunction with a 25-cm monochromator.
The four types of samples of InxGa1�xN-based quantum structures used in this study
are shown in Fig. 12.14. They are composed of, respectively, (a) an In0:1Ga0:9N
single layer (30 nm), (b) In0:1Ga0:9N/GaN (10/10 nm) MQWs with three periods,
(c) In0:1Ga0:9N/GaN (5/10 nm) MQWs with six periods, and (d) In0:1Ga0:9N/GaN
(3/10 nm) MQWs with ten periods. Although the active layers in each sample differ,
the total thickness of the InGaN active layers in each sample is 30 nm. All the
active layers are sandwiched between GaN layers (0:1�m) and Al0:1Ga0:9N/GaN
(2:5/2:5 nm) superlattices with 100 periods. All layers are grown on GaN buffer
layers on sapphire substrates under an undoped condition. Since the PL lifetime of
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GaN buffer

GaN 0.1mm

GaN 0.1mm

GaN/Al0.1Ga0.9N superlattices
(2.5nm/2.5nm 100 periods)

GaN/Al0.1Ga0.9N superlattices
(2.5nm/2.5nm 100 periods)

Sapphire

GaN 0.1mm

active layer

a.      In0.1Ga0.9N (30nm)

b.      In0.1Ga0.9N/GaN(10nm/10nm x 3)

c.      In0.1Ga0.9N/GaN(5nm/10nm x 6) 

d.      In0.1Ga0.9N/GaN(3nm/10nm x 10)

active layer

Fig. 12.14 Sample structures for pump and probe spectroscopy consisting of four types of
samples having different well widths: 30, 10, 5, and 3 nm. The total thickness of all InxGa1�xN
active layers was set to 30 nm in order to make the OD of each sample to comparable value

stimulated emission is much shorter than that of spontaneous one, it was confirmed
by means of TRPL that the appearance of stimulated emission at about 3:1 eV if
photoexcitation energy density (Iex) is above about 10�J/cm2 for all samples at
10K. Therefore, the threshold carrier density can be estimated to be on the order
of 1018 cm3.

Figure 12.15 shows the �OD spectra taken at the sample of (a) 30-nm-thick
In0:1Ga0:9N single layer at 10K as a function of time after pumping at 370 nm
(3:350 eV) under (a) Iex D 800�J/cm2 and under (b) Iex D 8�J/cm2. The photo-
pumping energy is located below the absorption edge of GaN barrier layers, so that
the selective photoexcitation to the active layer was made.OD spectrum taken under
weak photoexcitation, as well as PL spectra under both the same of �OD spectra
(Iex = 800 �J/cm2; stimulated emission, Iex = 8 �J/cm2; spontaneous emission) and



498 Y. Kawakami et al.

3

3
3

0.6ps

1.0ps

3.0ps

12ps

50ps

3.0 3.2 3.4

0.2ps

6.0ps

Photon energy (eV)

T
IP

L 
In

te
ns

ity
 (

ar
b.

 u
ni

ts
)

200ps

Iex =800 μJ/cm2

Iex =140 nJ/cm2

Iex =8 μJ/cm2

Iex =140 nJ/cm2

Δ
O

D
O

D
0.

1

Iex = 800 μJ/cm2 Iex = 8 μJ/cm2
30 nm thick InGaN epilayer

photo pumping

0.6ps

1.0ps

3.0ps

12ps

50ps

x 2

3.0 3.2 3.4

0.2ps

6.0ps

Photon energy (eV)

Δ
O

D
O

D
0.

1

T
IP

L 
In

te
ns

ity
 (

ar
b.

 u
ni

ts
)

ba
30 nm thick InGaN epilayer

photo pumping

x 3

3

3
3

0.6ps

1.0ps

3.0ps

12ps

50ps

x 2 0.2ps

6.0ps

200ps

Fig. 12.15 Variation of �OD spectra taken at 30-nm-thick In0:1Ga0:9N epilayer as a function
of time after pumping at 3:350 eV (370 nm) under (a) Iex D 800 �J/cm2 and under (b) Iex D
8 �J/cm2. The OD spectrum under weak photo-excitation, as well as the TIPL spectra under the
same and weak excitation conditions, is shown at the bottom of each plot

weak (Iex D 140 nJ/cm2, spontaneous emission) excitation conditions, is shown
for references. In case of (a) Iex D 800�J/cm2, the carrier density just after the
excitation is estimated to be about 1 � 1020 cm�3; negative signal appears at the
initiation of time in the whole observed energies. However, positive signal appears at
about 3:2 eV after about 12 ps. These phenomena indicate that the bleaching due to
high-density carriers dominates the spectra initially, but the carrier density is rapidly
decreased due to the process of stimulated emission and photo-induced screening of
internal electric field plays major role on the photo-induced enhancement of OD.
In fact, only this positive spectral feature is observed in the whole time range if
the pumping energy density is as low as (b) Iex D 8�J/cm2 where no stimulated
emission was observed. It is noted that the same mechanism is also observed in a
GaN epilayer, where photo-induced enhancement was observed clearly in excitonic
absorption [34].
�OD spectra taken at samples of (b) In0:1Ga0:9N/GaN (10/10nm) MQWs and of

(c) In0:1Ga0:9N/GaN (5/10 nm) MQWs at 10K under Iex D 800�J/cm2 are shown
in Fig.12.16. Similar results with the sample (a) were observed for the sample (b) of
10-nm-thick In0:1Ga0:9N QW. However, the positive feature became less dominant
for the sample (c) of 5-nm-thick In0:1Ga0:9N QW.
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Fig. 12.16 Variation of �OD spectra taken at (a) In0:1Ga0:9N/GaN (10/10 nm) MQWs [sample
(b)] and (b) In0:1Ga0:9N/GaN (5/10 nm) MQWs [sample (c)] as a function of time after pumping
at 3:350 eV (370 nm) under Iex D 800�J/cm2 . The OD spectra under weak photo-excitation, as
well as the TIPL spectra under the same and weak excitation conditions, are shown at the bottom
of each plot. For the sample (c), the PL spectrum under the weak excitation condition was located
at about 2:7 eV that is out of plotted energy range

�OD spectra was taken for the sample (d) In0:1Ga0:9N/GaN (3/10 nm) MQWs
(Fig. 12.17). It was found that carriers photogenerated at 3:350 eV rapidly reach to
the bottom of density states within the time scale of several ps. And the important
finding is that only negative signal is observed in the whole spectra indicating the
importance of band-filling effect compared to the effect of piezoelectric field.

The following things were clarified, summarizing the results of the pump and
probe spectroscopy. In samples (a) and (b), the screening of the internal electric
field has a dominant effect on optical transitions after carrier generation. The internal
electric field reduces the oscillator strength of optical transition due to QCSE and
FKE. When the photogenerated carriers screen the internal electric field, excitonic
absorption is restored. As a result, photo-induced enhancement of the absorption
coefficient is observed. The internal electric field strength due to piezoelectric
polarization was calculated to be 0.45–1.6 MV/cm using the scattered value of the
piezoelectric constants [73, 75] as discussed in the previous section. In sample (d),
exciton localization has a dominant effect on optical transitions. The density of
localized levels is so small that the DOS is easily occupied by the photo-generated
carriers. As a result, the broad negative signals of �OD are observed. Piezoelectric
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Fig. 12.17 Variation of�OD spectra taken at In0:1Ga0:9N/GaN (3/10 nm) MQWs [sample (d)] as
a function of time after pumping at 3:350 eV (370 nm) under (a) Iex D 800 �J/cm2 and under (b)
Iex D 8�J/cm2. The OD spectrum under weak photoexcitation, as well as the TIPL spectra under
the same and weak excitation conditions, is shown at the bottom of each plot

field dominates over inhomogeneity in samples with layer thickness more than the
exciton Bohr radius (3:4 nm) [80, 81]. Similar results have been observed at RT
though carrier density to observe the screening of piezoelectric fields in �OD
is reduced compared to that at low temperature, suggesting that intrinsic carriers
activated by thermal energy also contribute persistently to the partial screening of
piezoelectric fields.

12.5 SNOM-Luminescence Mapping Results

12.5.1 Instrumentation

The SNOM-PL detection has recently been developed as the PL mapping technique,
where the optical access in near-field regime is made through the tip of optical
fibers having very small aperture. Optical configurations in SNOM-PL technique
are schematically illustrated in Fig. 12.18, where photo-excitation is made in near-
field through optical fiber and the PL signal is detected from far-field with an
objective lens in (a) illumination mode (I mode); the optical accesses for excitation
and detection are opposite to (a) in (b) collection mode (C mode), while both
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Fig. 12.18 Three types of optical configuration used for SNOM-PL measurements: (a) I mode,
(b) C mode, and (c) I-C mode
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Fig. 12.19 Schematic of exciton/carrier generation induced by local photoexcitation by fiber tip
and their recombination dynamics based on diffusion, localization, radiative, and nonradiative
processes

excitation and detection are in near-field in (c) illumination-collection mode (I-C
mode). In Fig. 12.19, the dynamics of carriers/excitons are schematically shown in
InxGa1�xN-based layers. Even if they are photogenerated at very small area by the
tip of optical fiber, some of them diffuse out of the area and captured by radiative
centers or by nonradiative recombination centers. The most of SNOM results for
the assessment of InxGa1�xN have initially been performed in the I mode with
an aperture diameter of optical fiber of 100 nm to a few hundred nm [44–48, 51].
However, it is not possible by this mode to determine the true size of localization
centers because the spatial resolution is affected by the diffusion process before
radiative recombination. This problem can be overcome by means of I-C mode,
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Fig. 12.20 SNOM-PL detection with (a) I-C mode and (b) I mode under potential fluctuation.
Spatial resolution is not affected by the carrier/exciton diffusion for (a) I-C mode
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Fig. 12.21 Schematic of the SNOM system composed of SNOM head, excitation laser, and
detection parts, where PL mapping can be performed in both CW and time-resolved modes

where the resolution is solely limited by the diameter of aperture formed at the fiber
tip. The difference between I mode and I-C mode in detecting PL can be understood
by taking a look at probing areas described in Fig. 12.20.

The SNOM measurements were performed with NFS-300 near-field spectrome-
ter developed at JASCO Corp. (Figs. 12.21 and 12.22) that is capable of PL mapping
with scanning near-field optical microscopy under I-C mode. Two types of fibers
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Fig. 12.22 (a) SNOM head (whole view). The position of sample stage is controlled by PZT in
xyz directions. (b) The closed view of the sample stage and the probe. The separation between the
sample and the fiber tip is controlled by monitoring the friction force using the optical configuration
in the figure

were used in this study: double-tapered Ge-doped-SiO2 cores with aperture diameter
in the range from 30 to 150 nm and single-tapered pure-SiO2 cores with aperture
diameter of 300 nm. A double-tapered structure is fabricated by a multistep etching
technique using hydrofluoric-buffered solution, by which high efficiency of light
transmission is achieved compared to that in conventional single-tapered probes.
However, one drawback of this structure is the fluorescence of Ge-doped-SiO2 core
that sometimes buries the PL from the sample in the background level if the signal
intensity of PL is not strong enough. Therefore, single-tapered pure-SiO2 fibers
fabricated were used for detecting TRPL, where long exposure time was enabled by
the elimination of fluorescence background. Apertures of fiber probes were obtained
by applying the mechanical impact on a suitable surface after evaporating Au at
the apex. The sample-probe separation was controlled by detecting the amplitude of
dithered probe. The amplitude of this oscillation was less than 1 nm at the first-order
resonance frequency of the probe. This amplitude was fed back to control the height
of the sample PZT [Pb(Zr,Ti)O3] stage. As a result, the sample-probe separation was
regulated to be 10 nm. The cooling of the samples was performed by flowing cool
He gas. The stable measurement was achieved by flowing an appropriated flux of
He gas from the bottom to the top parts of the cryostat. An InxGa1�xN-based laser



504 Y. Kawakami et al.

undoped  GaN 5 nm
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Al2O3(0002) substrate

Fig. 12.23
In0:2Ga0:8N-SQW structure
used for the SNOM
measurement

diode emitting at 400 nm (developed at Nichia Corp.) was used as the excitation
source with continuous wave (CW) condition. An optical power of 1mW was
coupled to the probe, and about 2�W was used to illuminate the samples through
the probes of both Ge-doped-SiO2 fibers with aperture diameter of 100 nm and pure-
SiO2 cores with aperture diameter of 300 nm, while about 0:1 �W was used through
Ge-doped-SiO2 fibers with aperture diameter of 30 nm. PL signal was collected by
the probe and was introduced into a monochromator in conjunction with a cooled
charge-coupled device (CCD) detector (Roper Scientific, Spec-10:400B/LN). For
TRPL measurement, the frequency-doubled mode-locked Al2O3:Ti laser emitting
at 400 nm with the pulse width of 2 ps was used as an excitation source. A streak
camera (Hamamatsu Photonics, C5680) was used as a detector. It is noted that
the selective photoexcitation to the InxGa1�xN active layer was achieved for both
measurements. Since the cutoff wavelength of pure-SiO2 fiber is about 1:3 �m, the
beam propagation properties were assessed by measuring pulse width and spectra
before and after passing the fiber of 1 m length. It was found that the broadening
of the pulse width after transmission is as small as about 10 ps keeping the same
wavelength. Therefore, the pure-SiO2 fiber used in this study is capable enough for
employing TR-SNOM-PL measurement with time-resolution of about 10 ps.

12.5.2 SNOM-PL Mapping at Low Temperature under
Illumination-Collection Mode

The sample (shown in Fig. 12.23) is grown on sapphire (0002) substrate by
metalorganic chemical vapor deposition (MOCVD) and is composed of a 1:5-�m-
thick undoped-GaN, a 2:3-�m-thick n-type GaN:Si, a 3-nm-thick InxGa1�xN-SQW
active layer (x D about 0:2), and a 5-nm-thick undoped GaN layer. Macroscopic
PL peak is located at about 480 nm at 18K as shown in Fig. 12.24a. LO-phonon
side bands are associated on the low-energy side of the main peak. Temperature
dependence of integrated PL intensity plotted in Fig. 12.24b shows that the internal
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Fig. 12.24 (a) Macroscopic PL of the sample at 18K taken with the spot diameter of 100 �m. (b)
Macroscopic integrated PL intensity plotted as a function of inverse of temperature

quantum efficiency (	int) is nearly unity below 50K because of the suppression of
nonradiative recombination process and that it is decreased to about 20% at RT.

Figure 12.25 shows the PL mapping plotted with PL peak intensity (a) as well
as with PL peak wavelength (b) at 18K under photoexcitation power density of
100W/cm2. The scanning was made in the area of 4�4�m2 square with an interval
of 100 nm using a 150-nm aperture fiber probe in I-C mode. It was found that
the relative PL intensity fluctuates from 1 to 6 and that the PL peak wavelength
is distributed from 470 to 490 nm, both of which consist of island-like structures
within the range approximately 0:1–1�m.

Clear correlation was observed between PL intensity and wavelength as shown
in Fig. 12.26, where the areas of strong PL intensity correspond to those of long
PL wavelength (low PL peak energy). Temperature dependence of macroscopic PL
measurements reveals that the 	int is nearly unity (0:9–1:0) below 100K. Moreover,
atomic force microscopy (AFM) assessed in-situ during the SNOM measurements
shows that the root mean square of surface unevenness is as small as 5:1 nm within
the scanning area of 4�m square. The PL peak intensity map (Fig. 12.25a) shows a
relative intensity variation of approximately 1–6, corresponding to the 	int variation
of 0:17–1:00 if the maximum is 1:00. If nonradiative recombination alone explained
the spatial variation, then the spatially averaged quantum efficiency is estimated to
be 0:41 taking into account the area of each PL intensity. This value is much smaller
than unity that is the macroscopic 	int as mention above. Therefore, nonradiative
recombination alone cannot explain the results; diffusion of carriers from the low-
intensity to the high-intensity regions must occur.

In order to confirm such mechanism, TRPL was employed under SNOM
configuration using a pure-SiO2 fiber probe with a 300-nm aperture. Figure 12.27a
shows the PL image mapped with the PL intensity taken under 100W/cm2 with
CW condition. TRPL was detected across the white bar drawn in the figure with
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an interval of 180 nm. The photoexcitation energy density is 14�J/cm2 in this
case. PL lifetimes of the emission peak are plotted as a function of position as
shown in Fig. 12.27b. It was found that the short lifetimes (2:5–4:8 ns) rapidly
jump to the longer ones (7:6–9:0 ns) at about 0:75�m. This position corresponds
to the boundary where PL intensity changes from approximately 2:5 to 5:0. The PL
lifetime (�PL) is expressed by the equation by

1

�PL
D 1

�rad
C 1

�nonrad
C 1

�trans
; (12.13)

where �rad and �nonrad are radiative and nonradiative lifetimes, respectively, and
�trans represents the transfer lifetime to lower lying energy levels arising from
the localization phenomena. As mentioned above, the term of 1=�nonrad can be
neglected at this temperature. Therefore, the shorter lifetimes at weak PL regions
are contributed from the transfer lifetimes. This can be interpreted because PL peak
energies of such regions are higher than other surrounding regions. Figure 12.28a,
b shows the Time-integrated PL (TIPL) as well as TRPL spectra as a function of
time after pulsed excitation monitored at positions A and B, respectively. TIPL
spectrum in Fig. 12.28a is composed of two emission bands peaking at 458 and
464 nm. The main PL peak at 458 nm decays with the lifetime of 3:8 ns, while the
longer peak at 464 nm does with 6:4 ns. However, for Fig. 12.28b, the PL band
is composed of single emission peak associated with one LO-phonon replica and
decays with 8:4 ns. Two emission bands with different PL lifetimes in Fig. 12.28a
are probably because the two regions having different energy levels are included
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within the probing aperture, and the excitons and/or carriers generated at the shorter
wavelength region transfer to the longer wavelength regions distributed within or
out of the aperture. This model is schematically illustrated in Fig. 12.29.

SNOM-PL spectra were taken at various excitation power density [(a)
100W/cm2, (b) 1 kW/cm2, and (c) 10 kW/cm2] under CW excitation condition
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Fig. 12.28 TIPL and TRPL spectra as a function of time after pulsed excitation measured at
position A (a) and position B (b) at 18K

as shown in Fig. 12.30. Each monitored position made the shift toward shorter
wavelength with increasing excitation power density. However, such shift is
not uniformly distributed as revealed from the mapping of wavelength shifts
between Iex D 100W/cm2 and 1 kW/cm2 (Fig. 12.30d), as well as between
Iex D 1:0 kW/cm2 and 10 kW/cm2 (Fig. 12.30e). Figure 12.31 shows the PL
peak energies plotted as a function of excitation power for two data points, namely,
for the weak intensity region [averaged 100 data point for smaller value than 25%
of PL maximum intensity (Imax)] and for the strong intensity regions (averaged
100 data point for larger value than 75% of Imax). The PL peak energy increases
with increasing excitation power in both the strong intensity region and the weak
intensity region. However, the blue shift is larger in the strong intensity region than
in the weak intensity region for the same excitation intensity. These results can be
explained by assuming that the density of states of localized levels decreases with
increasing localization depth. Hence, more filling of the exciton and/or carrier band
occurs in the strong intensity region than in the weak intensity region for the same
excitation intensity. An additional factor that probably contributes to the blue shift
in both regions is screening of piezoelectric field induced by the photogenerated
excitons and/or carriers.

In order to assess the spatial distribution of localization centers, CW-PL was
performed using a 30-nm aperture probe taken at different positions as shown
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in Fig. 12.32. Several peaks are clearly observed by using small aperture size
fiber probe, and the spectral shape is different from each other. The minimum PL
linewidth is about 11:6meV. This value is one-fifth of macroscopic PL linewidth
(about 60meV), indicating that the macroscopic linewidth is not mainly contributed
from the homogeneous broadening due to the interaction with phonon, but from the
inhomogeneous one due to potential fluctuation. It is likely that inhomogeneous
broadening due to potential fluctuations is still a significant effect on a 30-nm-
length scale. Therefore, even smaller PL linewidth might be observed with smaller
aperture size. SNOM-PL intensity mapping was performed with a 30-nm aperture
under I-C mode as shown in Fig. 12.33. The images are taken with four different
emission energies, ranging from low-energy emission component to high-energy
one [(a) 2:560 eV, (b) 2:597 eV, (c) 2:615 eV, and (d) 2:636 eV]. The size of island-
like area is in the range from 20 to 70 nm for (a) to (c), showing close distribution.
However, islands tend to be connected if the monitored photon energy is the highest
(Fig. 12.33d). It should be noted that such fine structures disappear if monitored
under I mode and that exciton/carrier localization from high-energy region to
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low-energy one was observed by TR-SNOM-PL measurement. Therefore, it is
probable that excitons and/or carriers are deeply localized, but each localization
center is so closely distributed that they are mobile within the layer as illustrated
by the schematic model in Fig. 12.34. AFM assessed in-situ during the SNOM
measurements shows that the root mean square of surface unevenness is about 3 nm
and that the no correlation was found between the unevenness and PL intensity
within the scanning area of 250 nm squares. The origin of localization centers thus
may be mainly due to the fluctuation of In composition rather than the interface
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roughness. Cross-sectional TEM observation shows the formation of In-rich QD-
like region having about 3 nm in diameter [9]. In compositions in QW and in QDs
are estimated to be 20 and 30%, respectively, by energy-dispersive X-ray (EDX)
microanalysis. Transition energy was thus calculated as a function of the in-plane
quantum box size assuming that Lx D Ly . The result shows that the variation of
Lx(D Ly) in the range 2:2–3 nm leads to the distribution of localization depth from
70 to 170meV.

12.5.3 Multimode SNOM at RT

As described in the previous section, high spatial resolution limited only by the
size of aperture is achieved in SNOM-PL mapping under I-C mode. However, a
disadvantage of I-C mode is that it is impossible to detect the signal of radiative
recombinations in regions not directly under the probe while it is possible by a
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far-field detector of an I mode configuration. Therefore, it is difficult for the I-C
mode to attribute the weak PL intensity to nonradiative recombination processes or
to diffusion of photogenerated carriers outside the detection area of the fiber probe.
This is critical for the assessment at RT because the former processes cannot be
neglected, unlike at cryogenic temperature.

Focusing on these optical configuration problems, and understanding the im-
portance to collect different signal simultaneously, we set up an SNOM apparatus
able to operate simultaneously in multiple modes, I and I-C modes, and designed
to probe TRPL spectra in both modes. The multiple measurements taken in this
way allowed us to map at high resolution the PL signal, and we could clearly dis-
criminate radiative and nonradiative processes in InxGa1�xN-based semiconductors.
A schematic experimental setup of this multimode-SNOM is shown in Fig. 12.35,
where optical access in an I mode was made from the backside of the sample
through a cube-type half mirror because the sapphire substrate is transparent within
the whole spectral range of the detection.

Figure 12.36 shows spatial distribution of PL peak intensity under I-C mode
(a) and I mode (b) taken in the same scanning area. Excitation power density
is 2:5 kW/cm2 under CW condition. The mean carriers/excitons density for this
excitation condition is estimated to be about 5 � 1017 cm�3, considering the
absorption coefficient and the light source energy if uniform distribution of carriers
is assumed. The scanning area is 4�m� 4�m with an interval of 100 nm using
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Fig. 12.33 SNOM-PL intensity images monitored at each emission energy with a 30-nm aperture
at 18K

a 200-nm aperture fiber probe. Concerning the I-C mode measurement, it was
found that relative PL intensity fluctuates from 0:2 to 2:8, consisting of island-
like structures within the range of approximately 0:3–1�m. On the other hand,
in I mode measurement, relative PL intensity fluctuates from 0:1 to 2:7, a value
larger than that of I-C mode. Also at RT, there is no correlation with PL intensity
signal and surface roughness of 3:1 nm within the scanning area of 4� 4�m2. It is
very interesting to find that the differences between two images, where the presence
of weak PL intensity domains (indicated by the arrows) that appear as high PL
intensity in I mode. Other regions appear to remain unchanged if observed in the
two modes. This behavior can be explained as follows. In the case of domains
that appear of weak PL intensity in I-C mode and turn out as high PL intensity
in I mode, we believe that the carrier and/or exciton that is photogenerated directly
under the optical aperture of the probe is diffused and localized to out of the I-C
mode probing area, but they remain in the range of the far-field I mode detector. In
the other case, the photogenerated carriers and/or excitons do not migrate further
than the I-C mode probing region; they are presumably captured at nonradiative
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Fig. 12.36 Near-field PL intensity images taken under (a) I-C mode and (b) I-mode probed with
double tapered fiber (aperture size is 200 nm in diameter) at RT. The excitation power density is
2:5 kW/cm2 under CW condition. The scanning area is 4�m � 4�m with probing step of 100 nm

recombination centers, origin of which is related to microscopic dislocations and/or
to nanoscopic point defects. Cross-sectional profile of PL intensity along the white
line in Fig. 12.36a is plotted in Fig. 12.37. The FWHM of a Gaussian fitting result
of this profile is 550 nm; therefore, the diffusion length to radiative recombination
center is at least 275 nm in this area. It is noted that the similar value is reported by
Cherns et al. [82] as the diffusion length in InxGa1�xN-based quantum structures
using CL spectroscopy technique though this method is for the characterization
of the diffusion to nonradiative recombination centers originating from threading
dislocations.

Figure 12.38a, b shows the PL intensity mapped in I-C mode and I mode,
respectively. TRPL was detected at four different positions that are indicated
with the letters (a)–(d). These positions were selected as representative of four
different behaviors: (a) relatively weak PL intensity in I-C mode while stronger
PL intensity in I-mode, (b) opposite situation to the case of (a), (c) relatively strong
PL intensity in both modes, and (d) relatively weak PL intensity in both modes.
The photoexcitation energy density is 5:5�J/cm2 corresponding to an estimated
carrier/exciton density just after photoexcitation to be about 1 � 1018 cm�3. It
was found that the PL lifetime under I-C mode are always shorter than those
in I mode. The difference is significant for the data at (a), where �PL values of
spectrally integrated PL intensity are 0:541 and 1:553 ns, for I-C mode and I mode,
respectively, as shown in Fig. 12.39, both of which are fast components in double
exponential fitting. This assumption is valid because the faster components are
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dominant comparing to the slower ones and is necessary to make a simple discussion
as described below. The PL lifetime in I-C mode (�PL�I�C) is

1

�PL�I�C
D 1

�rad
C 1

�nonrad
C 1

�tr�out
; (12.14)

where �rad and �nonrad are radiative and nonradiative lifetimes, respectively, and
�tr�out represents the lifetime of carrier transfer from the area directly under the
tip aperture (within the I-C mode probing range, I mode and I-C mode detection are
both possible) to the external region (in this case only I mode detection is possible).
Since PL signal is detected in far-field configuration under I mode, the term of
1=�tr�out can be neglected; the PL lifetime under I mode (�PL�I) is expressed by

1

�PL�I
D 1

�rad
C 1

�nonrad
: (12.15)

It should be noted that this treatment is based on the first-order assumption,
where radiative lifetimes as well as nonradiative recombination times in I mode
are averaged to be same as those in I-C mode. More detailed analysis taking
into account the difference in radiative/nonradiative lifetimes is in progress. TIPL
intensity mapped under I mode (Fig. 12.38b) represents the spatial distribution of
	int. According to the temperature dependence of macroscopic PL measurements,
it was found that the internal quantum efficiency of this sample is nearly unity
(more than 90%) at temperatures less than 50K. Consequently, the distribution of
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Table 12.2 Internal
quantum efficiency and PL
lifetime in each mode
monitored at four different
positions

Position II�Cmode IImode 	int �PL�I�C (ns) �PL�I (ns)

a Weak Strong 21:1 0:541 1:55

b Strong Weak 15:0 0:673 0:67

c Strong Strong 22:6 0:564 0:568

d Weak Weak 9:0 0:552 0:677

Table 12.3 Recombination
lifetimes at each position
obtained by the calculation of
experimental data

Position �tr�out (ns) �rad (ns) �non�rad (ns)

a 0:83 7:35 1:97

b 4:18 4:49 0:79

c 87:1 2:50 0:73

d 3:00 7:44 0:74
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Fig. 12.40 TIPL and TRPL spectra monitored under (a) I mode and under (b) I-C mode.
Lifetimes in the figure are experimental decay times monitored at each emission energy shown
by dotted lines

PL intensities from 0:1 to 2:7 at RT corresponds to 	int values ranging from 3:4 to
22:7%. Since the 	int value is expressed by

	int D �nonrad

�rad C �nonrad
; (12.16)

all recombination lifetimes can be calculated using the experimental data as shown
in Table 12.3.
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It is evident that the shorter lifetime of �PL�I�C probed at position (a) is due
to a small �tr�out D 0:83 ns term. This transfer process is probably caused by
exciton/carrier localization centers that are local potential minima distributed in
the proximity of the tip but external of the I-C mode probing range. This idea is
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confirmed by examining the time integration of the PL peaks; in the case of position
(a), the time integrated peak is located at 461.9 nm (2.683 eV) under I-C mode,
while it is at 464.2 nm (2.670 eV) under I mode, as shown in Fig. 12.40.

In the point indicated with (b), relatively weak PL intensity in I mode is caused
by a transfer process to nonradiative recombination centers distributed in the region
external to the I-C probing, as it is indicated by the small �nonrad D 0:79 ns.
Concerning the point in (c), the strong PL intensities in both modes are due to
radiative recombinations that mainly take place within the aperture, as shown by a
large value of �tr�out D 87:1 ns. Moreover, in the position (d), a weak PL intensity in
both modes is due by large density of nonradiative recombination centers distributed
within and outside of the aperture range. Direct mapping of such nonradiative carrier
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dynamics has been achieved by employing a transient lens spectroscopy in the
SNOM configuration [83].

Recombination processes probed at (a)–(d) within in-plain potential fluctuation
are schematically illustrated in Fig. 12.41a–d. Based on the dynamics described
above, the transfer, radiative, and nonradiative processes taking place are repre-
sented in the scheme of Fig.12.42. Radiative and nonradiative recombination centers
are present all over the sample. Since their densities are inhomogeneously dis-
tributed, dense areas act as attractive domains for photogenerated excitons/carriers.
Potential energy was estimated by PL peak mapping that we performed separately;
in Fig. 12.42 the dotted lines represent regions where the potential energy is higher.
These high-energy lines form a potential ridge that presumably would suppress
the carrier/exciton diffusion, creating the carrier dynamics we observed. Such
inhomogeneous potential distributions depend strongly on the mean In compositions
in InGaN QWs, and the detailed correlation has been assessed between PL mapping
and the location of threading dislocations for violet- blue-,and green-emitting
InGaN SQWs [84].

12.6 Conclusion

Material parameters, such as bandgap energies, piezoelectric constants and alloy
broadening, have been summarized for InxGa1�xN alloys; the general model of
optical transitions have been described in InxGa1�xN/GaN QW structures taking
in to account two major effects of localization and screening of piezoelectric
fields.

The In0:1Ga0:9N well-width dependence on transient absorption revealed that the
screening of internal electric fields plays an important role on photo-induced change
of absorption spectra in wider wells of 30 and 10 nm. However, this effect was less
dominant for the well width of 5 nm and was not detectable for the well width of
3 nm, resulting in the observation of the photobleaching of localized tail states.

PL mapping with SNOM has revealed the dense distribution of island-like
localized structures, the size of which ranges from 20 to 70 nm in a 3-nm-
thick In0:2Ga0:8N SQW structure emitting at blue spectral region. Moreover, local
diffusion, radiative, and nonradiative processes have been identified at RT in this
structure, by employing multimode SNOM where TRPL data are taken by both
I-C mode and Imode. It was found that the probed area could be classified into
four different regions whose dominating processes are (1) radiative recombination
within a probing aperture, (2) nonradiative recombination within an aperture,
(3) diffusion of photogenerated excitons/carriers out of an aperture resulting in
localized luminescence, and (4) the same diffusion process as (3) but resulting in
nonradiative recombination. It should be noted that such a finding has led to the
development of a dual-probe SNOM technique, where the probe for photoexcitation
is fixed at a specific position and then another probe is scanned in the vicinity of it
for the detection of local PL to visualize anisotropic carrier motions [85].
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We believe our experimental technique can be a powerful tool for any nano-
photonic materials because of an applicability to study on carrier/exciton dynamics
where spatial and temporal dynamics have to be taken into account.
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Abstract
Plasmonic metal nanostructures exhibit unique optical properties, and funda-
mental studies of them are relevant to wide range of research areas. Unique
characteristics of the plasmonic nanostructures originate from the localized
optical fields and are closely related to spatiotemporal properties of plasmon
waves. In this chapter, visualization of plasmon wave functions and localized
optical fields by scanning near-field optical microscopy is described.

13.1 Introduction

The unique colors of noble metal nanoparticles have been used as dyes for various
items since ancient times. Red and yellow colors in stained glasses arise from the
scattering and absorption of light by gold and silver nanoparticles, respectively.
These optical properties of noble metal nanoparticles originate from the collective
oscillations of free electrons (plasma) known as plasmons [1–3]. Whereas plasma
in bulk material cannot be optically excited because of the momentum mismatch
between photons and electrons [4], plasmons in nanoparticles, the sizes of which
are smaller than those of the wavelengths of light, are optically excited because the
momentum mismatch is compensated by the spatial frequency of the nanoparticle
and also by the highly distorted optical field in the vicinity of the nanoparticle.
Optically excited plasmons are hybrid modes of optical fields and the electronic
oscillations and thus are called as plasmon-polaritons [5]. Herein, the plasmon-
polariton is simply called a plasmon for convenience.

Plasmons induce a large polarization in the nanoparticle and confine the optical
field on a nanometer scale. The confinement results in the enhancement of the
field. The enhanced optical field has been used to amplify Raman scattering from
molecules adsorbed on the nanoparticle [6]. Since the discovery of surface enhanced
Raman scattering (SERS) [7–9], much research has been devoted to developing
chemical- and biosensors based on SERS because the vibrational bands in Raman
spectra are useful for the identification of molecules. In 1997, single-molecule
sensitivity SERS was reported [10, 11]. Since then, the research area has been
further pursued in order to attain ultimate sensitivity for sensing applications and
also to elucidate the enhancement mechanism of the SERS. Currently, applications
of the enhanced field are expanding from sensing [12] to nano-optical devices
[13–15], imaging [16, 17], novel photochemical reactions [18, 19], and optical
trapping [20–23]. Plasmon-based materials also have a large impact on basic science
[24–31]. The negative refractive index of meta-materials and super resolution using
plasmons have been reported [32, 33], for example.

As described above, plasmons have attracted much attention not only in applied
science but also in basic science. For understanding and controlling the functions
of plasmons, it is essential to reveal the spatial features of plasmon wave func-
tions and optical fields. To study the spatial characters of a certain object, an
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optical microscope is useful in many occasions. The spatial resolution of optical
microscopes is limited to about <1�m in the visible range, however [34, 35].
Spatial features of plasmon wave functions are smaller than that achieved by optical
microscopy, and thus optical microscopy cannot be useful for the visualization of
plasmon wave functions and optical fields. Visualization of the smaller features
beyond the resolution of optical microscopy is feasible by means of the recently
developed near-field optical methods [36–38]. The optical contrast mechanism in
near-field optical microscopy provides very different images from those observed in
the conventional microscopy [39]. The conventional microscope uses an objective
lens with a high numerical aperture (NA) to achieve high resolution. However,
because a lens is used, the diffraction of light is always involved [34], and thus
the spatial resolution is limited by the diffraction limit of light. Near-field optical
microscopes, on the other hand, do not use lenses, and thus their spatial resolution
is not limited by the diffraction limit. Near-field optical microscopes can achieve
much higher spatial resolutions down to the 10 nm level [40, 41] and possess the
potential to visualize wave functions of elemental excitation [42–44]. In this review,
visualization of plasmon wave functions and optical fields using various near-field
optical methods will be described.

13.2 Optical Properties of Nanoparticles

Optical properties of nanoparticles can be elucidated by solving the electromagnetic
wave equations, considering the boundary conditions near the nanoparticles. In
1908, G. Mie formulated vector wave equations for spherical nanoparticles and
obtained rigorous solutions for them [45]. This is known as Mie theory. Mie
theory predicts the scattering and absorption properties of spherical nanoparticles
regardless of the particles’ size and the material. For example, Mie theory predicts
that a spherical gold nanoparticle of a diameter of 20 nm shows a plasmon resonance
near 520 nm and that the resonance shifts to the longer wavelength side with the
increase of the diameter. The theory also predicts that the scattering and absorption
cross-sections scale linearly and quadratically with the particle volume, respectively.
These predictions are confirmed to be correct experimentally.

As long as small spherical nanoparticles (<�/20) are concerned, dipolar approx-
imation is applicable to obtain optical properties, instead of solving the complex
vector wave equations. As a typical example, here we consider a spherical nanopar-
ticle of diameter a illuminated by a plane wave. Upon illumination, polarization
is induced in the nanoparticle and is proportional to the incident field (E0), the
dielectric constant �m of the surrounding material, and the polarizability P of the
nanoparticle as follows:

P D �m˛E0 (13.1)



530 K. Imura and H. Okamoto

The polarizability can be obtained by considering the boundary conditions of the
scalar potential near the particle:

˛ D 4�a3 � � �m

� C 2�m
(13.2)

The induced polarization reradiates the electromagnetic energy into the far-field.
Extinction and scattering cross-sections are given by the following relations,
respectively:

Cext D kIm.˛/ (13.3)

Csca D k4

6�
j˛j2 (13.4)

Because the extinction cross-section is a sum of the absorption and the scattering
cross-sections, the absorption cross-section is obtained by subtracting the scattering
from the extinction:

Cabs D Cext � Csca (13.5)

For a smaller nanoparticle, the scattering cross-section is much smaller than the
absorption cross-section, and thus Cabs � Cext. From Eqs. 13.2–13.4, it is revealed
analytically that the absorption and scattering cross-sections are proportional to the
particle volume and its square, respectively.

Mie theory gives the rigorous solutions of wave equations only for spherical
nanoparticles. For particles with other shapes like ellipsoids, Mie theory cannot be
applied, and treatment with the dipolar approximation is useful to discuss the optical
properties of the particle qualitatively. By taking the shape-dependent depolarization
factor into account, the polarizability of the ellipsoid can be obtained as a form
similar to that of the sphere [46]:

˛ D V � � �m

�m C Li.� � �m/
(13.6)

where V is the volume of the ellipsoid and Li is the geometrical factor for one of
the semi-principle axes of the spheroid:

L1 C L2 C L3 D 1 (13.7)

The geometrical factors satisfy the above relation, and thus for a sphere in which
three principal axes are identical, Li is equal to 1/3. Substitution of L1 D 1=3 in
Eq. 13.6 yields the same formula as that of Eq. 13.2.

The spheroid is a special kind of ellipsoid in which two principal axes are
identical to each other, and therefore only one of the geometrical factors is
independent. For a prolate spheroid (L1 < L2 D L3), the geometrical factor is
obtained by the following equations [47]:
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L1 D 1 � e2
e2

�
�1C 1

2e
ln
1C e
1 � e

�
(13.8)

e2 D 1 � b
2

a2

where a and b denote half-lengths of the major and minor axes of the spheroid,
respectively. As is understood from Eq.13.8, the geometrical factor changes with the
aspect ratio (a/b) of the prolate spheroid. For an oblate spheroid (L1 D L2 < L3),
similarly, the geometrical factor is dependent on the aspect ratio (a/c where c is
half-length of the minor axis):

L1 D g.e/

2e2

��
2
� tan�1 g.e/

�
� g

2.e/

2
(13.9)

g.e/ D
�
1 � e2
e2

�1=2
; e2 D 1 � c

2

a2

When the particle size becomes comparable to the wavelength of light, a retardation
effect occurs and has to be taken into account in analysis [48]. Radiation damping
becomes significant as the particle volume increases. These factors can be taken into
account in the following equation:

˛ D V 1

�m C Li.� � �m/

� � �m
� k

2

b

V

4�
� 2
3
ik3

V

4�

(13.10)

On the right-hand side of the equation, the second and third terms in the denominator
denote the retardation and radiation damping effects, respectively.

For particles with other shapes, the optical properties are numerically calculated
by solving the Maxwell equations. For this purpose, the finite-difference time-
domain (FDTD) method [49], discrete dipole approximation (DDA) method [50],
Green dyadic methods [51, 52], etc. have been developed. FDTD calculation is
based on the time-evolution of the electromagnetic wave in the scattering system,
and dynamical information of the electromagnetic wave can be obtained in addition
to static properties. However, the discretization of the scatterer sometimes induces
artifacts due to a finite size of the mesh, and thus careful operation is required to
extract the genuine optical properties of the particle.

Figure 13.1 shows extinction spectra for spherical gold nanoparticles, with
diameters of 20 and 100 nm, suspended in water. Gold nanoparticles with diameters
of 20 and 100 nm exhibit broad extinction bands near 520 and 580 nm, respectively.
Spectral features of the particles are well reproduced by Mie theory (Fig. 13.1b),
and the bands are assigned to plasmon resonancs. As mentioned, Mie theory
gives rigorous solutions for spherical nanoparticles, and thus discrepancy between
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Fig. 13.1 Far-field extinction spectra of spherical gold nanoparticles in water solution. Solid line:
20 nm. Dotted line: 100 nm. (a) Observation and (b) calculation by Mie theory
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Fig. 13.2 Far-field extinction spectra of gold nanorods in water solution. Solid line: aspect ratio
�3. Dotted line: aspect ratio �4. (a) Observation and (b) calculation by Eqs. 13.6–13.8

the observation and calculation is attributable to inhomogeneity (distribution of the
size and shape) of the sample.

Figure 13.2 shows extinction spectra of gold nanorods in water. The spectrum
shows two bands in the visible to near-infrared region. The peak position of the
intense band appearing in the near-infrared region depends on the aspect ratio
of the nanorod and shifts toward the longer wavelength side with the increase
of the aspect ratio, while the other band appearing near 520 nm depends little on
the aspect ratio. The extinction band observed in the long-wavelength region is
assigned to the plasmon resonance polarized along the long axis of the nanorod.
The other band near 520 nm is assigned to the plasmon resonance polarized across
the long axis of the nanorod. These are called longitudinal and transverse plasmon
modes, respectively. The dependence of the aspect ratio on the longitudinal plasmon
resonance is qualitatively reproduced by simulations using Eqs.13.6–13.8, as shown
in Fig.13.2b. The observed bandwidths are broader than the calculated ones because
of the inhomogeneity of the sample.
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Fig. 13.3 Far-field extinction spectra of gold nanodisks (thickness 35 nm, diameters: 50, 100, and
150 nm) on glass substrate. (a) Observation and (b) calculation by Eq. 13.10

Figure 13.3 shows extinction spectra of gold nanodisks prepared on the cover
slip by the electron beam lithography and liftoff technique [53]. The spectrum
shows an extinction band in the visible to near-infrared region, depending on the
size of the disk. The band shifts toward the longer wavelength with the increment
of the aspect ratio defined as (diameter)/(thickness), as is similar to the nanorod.
Spectral bandwidth gets broader with the increase of the disk size. Since the sample
is monodispersed, the broad bandwidth is attributed to the volume damping effect,
which is more significant for the larger disks. The observed spectral features are
well reproduced by the simulations using Eq. 13.10, as shown in Fig. 13.3b. From
the simulation, the extinction band is assigned to the dipolar plasmon mode excited
in the surface of the disk.

13.3 Plasmon Wave Functions

Spectral features of spherical nanoparticles, nanorods, and disks have been dis-
cussed in relation to plasmon resonances. The plasmon resonances considered so
far are the lowest dipolar mode, where free electrons in the particles oscillate
collectively in a single direction concerted with the optical field. The amplitude of
the electronic oscillation as a function of the position represents the wave function
of the plasmon. The plasmon wave function of the dipolar mode extends over the
nanoparticles and does not show any nodal planes. In addition to the dipolar mode,
higher plasmon modes can be excited in nanoparticles. Plasmon wave functions
of the higher modes, where the direction of the collective oscillation is reversed,
show nodal planes in nanoparticles. Longitudinal plasmon wave functions for gold
nanorods are schematically shown in Fig. 13.4. Arrows in the nanorod indicate the
directions of the oscillations of free electrons. Similar to the wave functions of a
“particle in a box,” there are higher modes in addition to the dipolar mode. The
mode with one node at the center is the second-lowest mode to the dipolar mode.
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Fig. 13.4 Schematic
drawing of plasmon modes.
Arrows indicate the amplitude
of free electron oscillation.
Dotted lines indicate plasmon
wave functions

Wave functions of the transverse plasmons show periodic oscillations across the
long axis of the nanorod. Plasmon resonance frequency of the mode is only little
dependent on the order of the mode, and many modes are spectrally overlapped.
On the other hand, for longitudinal plasmons, the plasmon resonances are spectrally
well separated, and thus selective excitation of the individual mode is feasible. Since
the spatial features of the plasmon wave functions are finer than the diffraction limit
of light, only near-field optical methods have the ability to visualize them optically.

13.4 Principle of Wave Function Visualization

In physics and chemistry, phenomena are always linked to the wave functions of
elementary excitations, and thus understanding the wave functions is of prime im-
portance. Molecular wave functions are indispensable for understanding molecular
properties. Photoexcitation processes of molecules and chemical reaction routes are
also elucidated from the view of the wave functions. Spatial scales of wave functions
are generally very small, and direct visualization of wave functions requires very
high spatial resolution. The first visualization of electronic wave functions was
demonstrated with a scanning tunneling microscope (STM). Scanning tunneling
microscopy visualizes electronic wave functions of an object with atomic-scale
spatial resolution. In optics, to realize the ultimate resolution like that of STM,
several breakthroughs may still be needed. However, wave functions of elementary
excitations such as excitons and plasmons can be visualized if a sufficiently high
spatial resolution is achieved. Near-field optical microscopy is promising for this
purpose. Wide spectral range and compatibility with dynamic measurements are
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the great advantages of optical methods and allow one to study materials properties
from broad points of view. Here the principles of visualization of wave functions
using a near-field optical microscope will be briefly described in comparison with
that of STM.

STM detects electric currents due to tunnel electrons between the sample and
the probe tip. Tunneling probability at the tip position is dependent on the overlap
of electronic wave functions between the sample and the tip. Because the wave
function of the electron at the tip is localized on a single atom, STM visualizes
the electronic local density-of-states (LDOS) of the sample at tip position �!r and
energyE with atomic resolution [54,55]. Operation principles of a near-field optical
microscope is similar to that of an STM [56, 57]. Instead of using tunnel electrons
as in an STM, a near-field optical microscope uses tunnel photons between the
sample and the near-field probe tip and visualizes photonic LDOS at position �!r
and frequency !. In general, LDOS is defined by the following equation [58]:

�.�!r ; !/ D
X
n

ı.! � !n/�n.�!r /��
n .
�!r / (13.11)

where �n is a set of orthogonal wave functions of electromagnetic modes and !n
denotes the resonance frequency of an eigenstate n. From Eq. 13.11, it is acceptable
that, under resonance ! � !n, LDOS is approximately equal to the square am-
plitude of the wave function j�nj2. Because near-field optical microscopy observes
the photonic LDOS, it enables visualization of the wave functions of elementary
excitations resonant with the incident photons. The near-field methods have been
utilized to visualize wave functions of exciton and biexcitons photoexcited in a
quantum dot [59] and wavy patterns arising from photonic modes in optical corrals
[60]. In the following, visualization of wave functions of plasmons using similar
operational principles will be described.

13.5 Near-Field Optical Microscope

Since the first demonstration of near-field optical imaging in the early 1990s
[38], the near-field optical microscope has expanded its application area from
basic to applied science and become an indispensable tool in imaging the optical
properties of objects with high spatial resolution. The operational principles of the
near-field optical microscope were first proposed by Synge in 1928 [61]. Synge
suggested the use of a tiny aperture created in an opaque screen. When the screen is
illuminated from its backside, a localized optical field is created in the close vicinity
of the aperture. High spatial resolution can be achieved if the localized photons
interact with the object, and then the resulting scattered photons are detected. Near-
field optical microscopes using a tiny aperture are called aperture-type near-field
microscopes. A localized optical field can also be created at the tip of a metal
needle with external illumination. Near-field optical microscopes using this type
of the optical field are called scattered-type near-field microscopes. Both types of
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Fig. 13.5 Schematic
diagram of an aperture-type
scanning near-field optical
microscope. TSL Ti:Sapphire
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near-field microscope have advantages and disadvantages, and we need to select
one of them, considering the sample condition and the information to be obtained.
Detailed operational principles have been well described in the references [39, 62].
In this review, we deal only with the experimental results taken by the aperture-type
near-field optical microscope.

13.5.1 Instrumentation of Near-Field Optical Microscope

Figure 13.5 shows schematic diagrams of an aperture-type near-field optical mi-
croscope. The apparatus consists of a light source, a sample scanner, a near-field
probe, a control unit, and a detection system. A light source is chosen from various
lasers and discharge lamps depending on the spectroscopic purposes. For example,
a Xe lamp (XL) is used for transmission measurements, and continuous wave lasers
(CWL) are used for Raman and fluorescence measurements. Aperture-type near-
field optical probe (NFP) is used for local illumination and is prepared by chemical
etching followed by metal coating and aperture fabrication. The aperture size of the
probe tip is several tens of nm confirmed by scanning electron microscope (SEM)
observation of the tip and/or near-field fluorescence images of single molecules
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Fig. 13.6 Scanning electron
micrograph of an aperture
near-field probe. Scale bar:
400 nm

using the tip. Figure 13.6 shows a SEM image of an aperture near-field probe tip.
The aperture, where the glass part is exposed outside of the metal film, appears as
a dark spot at the tip of the probe. An optical near-field is created at the aperture
by coupling the photons from a light source to the other end of an optical fiber of
the near-field probe. A sample is dispersed on a transparent glass or silica substrate
by spin-coating a colloidal solution. The sample substrate (S) is installed on the
piezo-driven stage (PZT) for lateral scanning. The piezo stage, with a closed-loop
feedback system for position regulation, is advantageous in improving the stability
and reproducibility of the sample positioning. Because the optical near-field is
localized in the vicinity of the near-field aperture, the near-field aperture should
be kept in close vicinity to the sample surface while scanning the sample. A shear-
force feedback mechanism was utilized for this purpose and enables the regulation
of the tip-sample distance within several nm [39]. The regulation signal can be used
for extracting topographic information of the sample. This enables simultaneous
observation of topography and the optical image of the sample. To take the optical
image, the sample is illuminated locally through the aperture of the near-field probe,
and the transmitted light and/or luminescence from the sample is detected. To collect
the light from the sample effectively, an objective lens (OB) with a high NA is used.
The detection system adopts either a multichannel or single channel detector taking
the required sensitivity and the purposes into consideration.

13.5.2 Time-Resolved and Nonlinear Measurements

By combining near-field optical microscopy with pulsed laser sources, time-
resolved and nonlinear measurements become possible. Several research groups
have succeeded in attaining ps time resolution and subwavelength spatial resolution
at the same time [63–67]. To excite nonlinear processes, short pulse duration is
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essential. Although higher time resolution in the fs regime is sometimes desired
for time-resolved near-field observation, the simple combination of a near-field
optical microscope with an ultrashort pulsed laser source does not allow us to
achieve very high time resolution. This is because the pulses delivered from the
laser source are seriously broadened as the pulses propagate in optical media due
to the group velocity dispersion (GVD) of the material. In an aperture near-field
optical microscope, the pulses travel through an optical fiber tens of cm in length,
and the pulse duration is broadened to several ps at the aperture of the near-field
probe even if the initial pulse duration is about 100 fs. By compensating for the
GVD with a grating pair (GP) before the pulses couple to the fiber, the GVD effect
can be cancelled out, and the original pulse width can be recovered at the aperture of
the near-field probe. This way, high time resolution can be achieved while retaining
the high spatial resolution of a near-field optical microscope. For time-resolved
and nonlinear near-field measurements, a mode-locked Ti:Sapphire laser (TSL)
oscillator is useful as a light source. Amplified lasers, which are frequently used
for far-field time-resolved measurements, are not compatible with the aperture near-
field probe because pulses with high power break the near-field tip easily by thermal
effects. Moderate peak power is desirable for combination with aperture near-field
probes.

Time-resolved near-field pump-probe measurements are feasible by the appara-
tus shown in Fig. 13.5. The optical beam from the laser is split into pump and probe
beams by a beam splitter. One of the two beams is introduced to a reflector mounted
on a motor-driven stage and the other to a reflector mounted on a fixed stage. The
two beams are coupled again collinearly by the beam splitter and introduced to the
downstream. The delay time between the pump and the probe pulses is adjusted
by the optical path difference of the beams, which is controlled by the movable
stage. Transient optical response induced by the pump pulse is observed by the
probe pulse using the one-color equal pulse correlation (EPC) method. To detect
the transient signal effectively, a phase-sensitive detection scheme is useful, where
the pump and the probe beams are modulated at different frequencies and the signal
is detected as the difference of the modulation frequencies. Dynamic information
at the tip position can be obtained by monitoring the transient signal as a function
of the delay time, and time-resolved image can be obtained by scanning the sample
while monitoring the transient signal [68].

13.6 Photonic Local Density-of-States (LDOS) Calculation

In near-field observation, the contrasts of the optical and topographic images often
do not match well. This originates from the fact that the optical contrast reflects
photonic LDOS at the tip position on the sample, which does not necessarily
coincide with the topography. However, artifacts sometimes contribute to the image
as well. The artifacts mostly arise from up-and-down motions of the near-field probe
tip as the tip follows the topography of the sample surface (topographic artifact)
[69]. The artifact interferes seriously with the genuine optical signal and makes
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correct interpretation of the image difficult. To interpret the observed optical contrast
appropriately, special care must be taken. In this respect, comparison of the observed
optical image with calculated photonic LDOS maps is beneficial in many cases.
Here the method of photonic LDOS calculations based on the Green dyadic method
is briefly described.

Analysis of the photonic LDOS relies on electromagnetic wave equations derived
from Maxwell’s equations. Electromagnetic properties of the scatterer can be
evaluated by solving the vector wave equations, where the boundary condition
near the scatterer is appropriately taken into account. The vector wave equation
at position �!r and angular frequency ! is given as

� r � r � �!E.�!r ; !/C !2

c2
�ref
�!
E.�!r ; !/C !2

c2
�s.
�!r ; !/�!E.�!r ; !/ D 0 (13.12)

where �s and �ref are the dielectric constants of the scatterer and reference medium,
respectively. The equation can be rewritten with the Green dyadic of the scatterer:

� r � r � !G .�!r ;�!r 0; !/C !2
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where ı.�!r � �!r 0/ is the delta function. The Green dyadic in the scattering system
can be obtained with the aid of the discretized Dyson equation by referencing the

Green dyadic of the homogeneous medium
 !
G0 [70]:

 !
G .�!r ;�!r 0; !/ D  !G0.�!r ;�!r 0; !/C !G0.�!r ;�!r 0; !/

!2

c2
.�ref � �s/

 !
G .�!r ;�!r 0; !/

(13.14)

The Green dyadic is correlated with the photonic LDOS as follows:

�.�!r ; !/ D � 1
�

ImŒTr
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Once the Green dyadic of the scattering system is obtained, the scattered field can
be calculated using the Lippmann-Schwinger equation:

�!
E.�!r ; !/ D �!E0.�!r ; !/C k2

Z
	

d�!r 0 !G .�!r ;�!r 0; !/.�ref � �s/ � �!E0.�!r 0; !/

(13.16)

where the integration should be taken over the volume of the scatterer.
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13.7 Near-Field Transmission Measurements

Transmission measurement enables us to gain spectroscopic information with a
wide spectral range and thus is generally useful for understanding the basic proper-
ties of some materials. However, the near-field version of transmission spectroscopy
has not been well utilized partly because of the low light throughput of the near-field
probe as well as interference from topographic artifacts as mentioned in the last
section. The chemical etching method for near-field probe tip fabrication improves
the throughput of the probe greatly [62] and facilitates the transmission spectral
measurement practicable level. As for topographic artifacts, pseudo-constant-height
mode operation, where the tip travels in a horizontal plane above the substrate,
reduces the artifacts to a considerable extent [71, 72], which partially removes this
problem. These techniques enable us to obtain reliable spectroscopic information
from the near-field transmission measurements.

In far-field measurements, the transmission spectrum is defined as the intensity
spectrum for the sample I (�) divided by the intensity spectrum of the reference
I0(�). Instead, the near-field transmission spectrum is obtained by (I�I0) /I0, where
I and I0 represent the intensity spectrum taken at the sample location and that at the
bare substrate, respectively.

13.7.1 Near-Field Transmission Measurement of Spherical
Gold Nanoparticles [73]

Figure 13.7a shows a typical near-field transmission spectrum of a single spherical
gold nanoparticle (diameter 100 nm). Positive and negative signs in the vertical
axis correspond to the reduction and enhancement of transmitted light intensity
with respect to that taken at the bare substrate. The spectrum shows a minimum
and a maximum at 580 and 730 nm, respectively. Near-field transmission images
taken at these wavelengths show reversed optical contrast to each other as shown in
Fig. 13.7b, c. The reduction peak observed at 580 nm is very close to the plasmon
resonance of the spherical nanoparticle. On the other hand, the transmission
enhancement peak appears rather far from the resonance. The enhancement cannot
be ascribed to luminescence from the particle because the quantum efficiency of
gold is extremely low. The enhanced transmission is attributed to an “antenna effect”
of the particle, where the nanoparticle extracts photons from the aperture of the
near-field probe and scatters them into the far-field. In the aperture-type near-field
microscope, near-field photons are localized at the aperture and can interact with
the object only when the object enters the near-field region. During the interaction,
the photons are first coupled to the object, and then they are either damped in the
object or reradiated toward far-field. The wavelength-dependent coupling between
the near-field and the far-field is described by the “near-field scattering” spectrum
[74], which can be calculated based on Mie theory. On the other hand, there is
a propagating (far-field) radiation component emanating from the aperture, which
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Fig. 13.7 (a) Near-field
transmission spectrum of a
spherical gold nanoparticle
(diameter 100 nm). (b) and
(c) Near-field transmission
images taken at 580 and
720 nm, respectively. Scale
bars: 1�m

is also scattered and absorbed by the particle. The spectral behavior of this far-
field component is also given by Mie theory. The observed transmission spectrum is
considered to be composed of these near-field and far-field scattering components.
The spectrum simulated using this idea reproduces the enhancement and reduction
of transmission and shows good qualitative agreement with the observation. The
peak observed near 580 nm can thus be assigned to the dipolar plasmon resonance
of the spherical particle.

13.7.2 Near-Field Transmission Measurement of Gold Nanorods
[68, 71, 75]

Near-field optical microscopy provides simultaneous observation of topography and
optical images, and a direct comparison between the morphology of the sample
and optical properties is feasible. Figure 13.8a shows the topography of a short
nanorod obtained using a near-field microscope. The topography of the sample is
broadened because of the finite size of the tip curvature. The dimensions of the
nanorod were estimated from the topography image by taking the tip-broadening
effect into account and were determined to be 30 nm in diameter and 180 nm in
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length. Figure 13.8b shows a near-field transmission spectrum of the nanorod taken
at its edge (cross point in Fig. 13.8a). The spectrum shows two major peaks at
530 and 850 nm (denoted as bands A and B, respectively) and a minor peak at
690 nm. The polarization dependence of band A shows the maximum extinction
as the incident field is parallel to the short axis of the nanorod. In contrast, the
polarization dependence of band B shows the maximum extinction as the field is
parallel to the long axis of the nanorod. Based on the polarization dependencies,
bands A and B are assigned to transverse and longitudinal plasmon resonances,
respectively.

Figure 13.8c, d show near-field transmission images of the nanorod taken at 532
and 780 nm, respectively. The dark parts correspond to reduction of the transmission
due to the absorption and scattering of light. The image reflects the transition
probability at the tip position. The images observed at 532 and 780 nm are markedly
different from each other. The image obtained at 532 nm shows a spatial feature
similar to that of the topography image. On the other hand, the image obtained
at 780 nm shows an oscillating feature along the long axis of the nanorod. The
oscillating feature is well reproduced by the photonic LDOS calculation and is
attributed to the square of the amplitude of the wave function associated with
a longitudinal plasmon mode resonant with the incident wavelength. The wave
function shows a node at the center of the nanorod and is assigned to m D 2 mode
in Fig. 13.4, which is the second-lowest dipolar mode. The dipolar mode appears at
a wavelength longer than 1�m. The observed minor peak at 690 nm can be assigned
to m D 3 mode based on the LDOS calculation as well as the spatial feature
of the observed transmission image. As the resonant frequency of the transverse
plasmon mode is weakly dependent on mode number (m in Fig. 13.4), the band
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Fig. 13.9 (a) Near-field transmission spectrum of a long gold nanorod (diameter 20 nm, length
510 nm). Dotted lines indicate plasmon resonances. (b) Calculated density-of-states (DOS)
spectrum of the gold nanorod

A may originate from various transverse modes. Consequently, the spatial feature
in Fig. 13.8c may be attributable to the overlap of many transverse plasmon-mode
wave functions.

Plasmon modes with odd parity characters are dipolar forbidden because no
polarization is created upon photoexcitation. Observation of the odd plasmon mode
in Fig. 13.8d indicates that the optically forbidden mode becomes optically allowed
by the local illumination of the near-field. It is also noted that observation of the
wave function image indicates that the coherence of the polarization wave extends
from the tip position to the whole area of the nanorod.

Figure 13.9a shows the near-field transmission spectrum of a longer nanorod
(diameter 20 nm, length 510 nm). Compared with the transmission spectrum of
the short nanorod, many plasmon resonances are observable in the spectral region
longer than 600 nm. Peak positions of the plasmon resonances are well reproduced
by the calculated photonic DOS spectrum in Fig. 13.9b, which was obtained by
spatially integrating the LDOS along the nanorod. The peaks are only visible when
the incident field is polarized along the long axis of the nanorod and are assigned to
longitudinal plasmon resonances. Transmission images at the plasmon resonances
are shown in Fig. 13.10a–c along with the corresponding calculated LDOS maps in
Fig. 13.10d–f. Periodic oscillating features along the long axis of the nanorod are
again observed and are assigned to plasmon wave functions with the mode numbers
m= 5, 6, and 7. It should be noted that the period of spatial oscillation becomes
longer as the wavelength of observation increases.

The resonance energy and the wave vector of the plasmon can be obtained
from the extinction peak wavelength of the transmission spectrum and the spatial
oscillation period of the image of the nanorod, respectively. By plotting the wave
vector of the plasmon versus the resonance photon energy, the dispersion relation of
the plasmon in the nanorod can be determined. Figure 13.11 shows the dispersion
relation determined from near-field transmission measurements of various nanorods
with different lengths and the same diameter. The results show that the dispersion
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relation follows a single dispersion curve regardless of the length of the nanorod if
the diameter is the same. The dispersion relation obtained by the DOS calculation
also follows the same curve and converges to a value close to the resonance energy
of the transverse plasmon.

A similar result was also reported by far-field measurements for gold nanowires
fabricated by electron beam lithography [76]. The dispersion relation of the
plasmons excited in silver nanorods was also determined in the same manner [77].
The dispersion relation of silver nanorods follows a single curve regardless of the
length of the rod, but the dispersion curve depends on the diameter of the rod.
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The dispersion curve shifts toward the higher-energy side as the diameter increases.
The shift has the same origin in the aspect-ratio dependence as that of the resonance
wavelength found in the far-field measurement of the nanorods [78] and is attributed
to the depolarization effect in the nanorod.

13.7.3 Near-Field Transmission Measurement of Gold Nanodisks
[53]

Figure 13.12 shows a typical near-field transmission spectrum of a single gold
nanodisk (diameter 150 nm) taken at the center of the disk. The disk diameter
is larger than that of the aperture of the near-field probe, and thus the disk
geometrically blocked the light path emanated from an aperture of the near-field
probe. As is expected from the configuration, in the visible region transmitted light
intensity is reduced, compared to that observed at the bare substrate. In the near-
infrared region, however, as is opposed to the expectation, transmitted light intensity
is enhanced. The spectrum shows a minimum and a maximum in the visible and
near-infrared region, respectively. Similar transmission spectral characteristics are
also observed for larger disks. The maximum peak shifts to longer wavelength
region with an increase of the disk diameter, and the enhancement becomes larger
at the same time. These diameter dependencies of the spectral characteristics are
consistent with those observed for far-field transmission spectrum of the disks in
Fig.13.3. The enhancement is attributed to the antenna effect of the dipolar plasmon
resonance excited, as is also the case for the near-field transmission in the spherical
nanoparticles. The spectral features can be reproduced by theoretical simulations
taking the near-field and far-field scattering components into account, as described
in the near-field transmission measurement of gold spherical nanoparticles in
Sect. 13.7.1.
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13.8 Time-Resolved Measurements

Photoexcited plasmons decay quickly within a few fs to a few tens of fs, and various
energy dissipation processes occur after that [79, 80]. In the case of noble metals,
hot electrons are created by electron-electron (e-e) collisions within a few hundreds
fs, and the electron distribution is cooled down within several ps by the e-e and
electron-phonon (e-ph) scattering processes [47, 81]. The photoexcitation energy
is finally released to the heat bath through the phonon-phonon scattering process.
Since plasmons are the collective oscillation of free electrons, plasmonic properties
are correlated with the electronic distribution and thus the energy dissipation pro-
cesses. In the case of nanoparticles, as the particle size becomes comparable to the
mean-free path of free electrons, the electron-surface scattering may also have some
influence on the e-e and e-ph processes. To understand electronic and nonlinear
properties of plasmonic materials, dynamics of free electrons after photoexcitation
is of special importance. Time-resolved measurements give direct information for
that. Far-field studies on colloidal solutions of gold nanoparticles have elucidated
decay dynamics of the e-e and e-ph processes [82–84]. The information obtained
suffers from the inhomogeneity of the sample, however, and is ensemble averaged
over many particles with various sizes and shapes. Time-resolved microscopy
enables us to give direct access to the dynamics of single particles. By using a
confocal microscope, a single particle study becomes feasible and gives valuable
information about dynamics and nonlinearity [85,86]. Though confocal microscopy
can achieve very high time resolution (15 fs) [87], the spatial resolution of the
conventional microscope is limited to submicrons, and thus position-dependent
dynamics on the nanostructures cannot be directly investigated. The combination
of near-field microscopy with time-resolved methods achieves high time resolution
of less than 100 fs with a higher spatial resolution in a wide spectral range for
various samples under ambient conditions. A typical example for the study of gold
nanoparticles is described below. Time-resolved photoemission electron microscope
(PEEM) also enables ultrafast measurements with a high spatial resolution under
high vacuum. By using the two-photon excitation scheme of the PEEM process,
propagation of the excited plasmon in metal films was visualized [88, 89].

We describe here the result of ultrafast near-field measurements on a gold
nanorod (diameter 30 nm, length 300 nm) [68]. In the polarized near-field transmis-
sion spectrum, the nanorod (Fig.13.13a, b) shows a longitudinal plasmon resonance
at 750 nm. A near-field transmission image taken at 750 nm shows two dark spots on
both sides and a node at the center of the nanorod (Fig. 13.13c). The spatial feature
is in excellent agreement with the calculated photonic LDOS at the excitation
wavelength. The spatial feature of the image is assigned to the plasmon wave
function ofm D 2mode. Similarly, a near-field transmission image taken at 900 nm
(Fig. 13.13d) is assigned the plasmon wave function of m D 1 mode. To examine
the ultrafast dynamics in the nanorod, the single-color EPC method was adopted,
with near-infrared pulses as the excitation sources. At the excitation wavelength,
both the m D 1 and m D 2 modes were excited at the same time. In EPC,
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Fig. 13.13 (a) and (b) Polarized near-field transmission spectrum of a gold nanorod (diameter
30 nm, length 300 nm); polarization parallel (a) and across (b) to the long axis of the nanorod.
(c) and (d) Polarized near-field transmission images obtained at 750 and 900 nm, respectively.
Polarization is parallel to the long axis of the nanorod

the pump pulse induces the transient absorption in the nanorod, and the probe
pulse is used to detect the transient transmission change. Ultrafast dynamics in the
nanorod can be investigated by detecting the transmission change as a function of
pump-probe delay time. Figure 13.14 shows the pump-probe time-resolved traces
taken at various positions in the nanorod. Depending on the position on the nanorod,
the time-resolved signal shows the induced and bleached absorption. Because the
e-e and e-ph processes in noble metals occur at different time scales in the fs to
ps regime, the observed pump-probe trace was analyzed by double exponential
functions. The results of the analysis are summarized in Table 13.1. The fast
component with a time constant of 600 fs was observed in the entire nanorod and
is attributed to the e-e scattering. The slow component with a ps time constant was
observed everywhere except at the center and is attributed to the e-ph scattering.
The ps component varies from 2.8 to 1.5 ps depending on the position on the
nanorod and becomes faster toward the end of the nanorod. The short lifetime at the
end and the position dependence may indicate that the electron-surface scattering
has some influence on the dynamics of the e-ph scattering. However, the far-field
studies using ensembles of colloidal solutions concluded that the electron-surface
scattering is of great significance only for nanoparticles smaller than 10 nm, which is
contradictory to the interpretation above [90–92]. Further investigation is underway
to clarify the position-dependent energy dissipation processes observed in the near-
field measurements.
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Fig. 13.14 Transient
transmission signal traces
obtained in the gold nanorod
(diameter 30 nm, length
300 nm). Solid curves
indicate double (for a, c–e)
and single (for b) exponential
fits. Inset: observed positions
in the nanorod

Table 13.1 Time constants
of relaxation after
photoexcitation in the
nanorod obtained from
double exponential fits

Position tfast=ps tslow=ps

a 0.6 2.8
b 0.6 –
c 0.6 2.8
d 0.6 1.8
e 0.6 1.5

The spatiotemporal behavior of the nanorod can be visualized by detecting the
transmission change at a fixed delay time while scanning the nanorod position
to obtain a near-field transmission image. Figure 13.15a shows the transient
transmission image of the nanorod at a 600 fs delay. Dark and bright parts in the
image correspond to the reduction (bleached absorption) and enhancement (induced
absorption) of the transmission induced by the pump pulse. Interestingly, both
bleached and induced absorptions are observed in the single nanorod. To reveal
the origin of the spatial feature, an electromagnetic simulation was performed
[93]. In the simulation, the electronic temperature in the nanorod was assumed
to be homogeneously elevated upon photoexcitation. An ultrafast study of gold
films reported that the heat transport in a 300 nm thick gold film occurs within
300 fs [81, 94]. If the heat transport mechanism in the nanorod is similar to that
in the metal film, it is reasonable to consider that the electronic temperature in the
nanorod is homogeneously increased and equilibrated within 600 fs. It may also be
reasonable to consider that the transient transmission change at each position arises
from the LDOS change due to the elevation of the electronic temperature, since
the static near-field transmission images are well reproduced by the LDOS maps



13 Near-Field Optical Microscopy of Plasmonic Nanostructures 549

a b

Fig. 13.15 (a) Near-field transient transmission image of the nanorod taken at delay time of
600 fs. (b) Simulated transient transmission image of the nanorod. Dotted lines: approximate shape
of the nanorod. Scale bars: 100 nm

as shown in the previous section. Thus, we assume that the transient transmission
change 
I is proportional to the difference between LDOS at room temperature
and that at elevated temperature:


I.�!r ; !/ D �.�!r ; !; T C
T / � �.�!r ; !; T / (13.17)

where 
T denotes the electronic temperature change induced by the pump pulse.
The temperature dependence of the LDOS originates from the variation of the
dielectric function of the material and induces variation of the spatial feature of
the LDOS. Figure 13.15b shows the simulated image based on Eq. 13.17. Bright
and dark parts in the image correspond to the increase and decrease of the LDOS,
respectively. The spatial feature calculated is well correlated to the observed image.
Upon elevation of the electronic temperature, plasmon resonance energies of both
m D 1 and m D 2 modes are shifted to the red, which makes the contributions
of these modes to the image at the probe wavelength different from those at room
temperature. The increased LDOS in both sides and the decreased LDOS at the
center arise from this effect. Transient images of other nanorods with different
diameters and/or lengths sometimes show reversed optical contrasts. Also, in such
cases, the images are well reproduced in terms of variation of the LDOS under
elevated electronic temperature. These results indicate that the transient image of
the nanorod arises from the deformation of plasmon wave functions induced by a
rise in electronic temperature in the nanorod.

Ultrafast dynamics investigated here are the phenomena that occur after the
plasmons are completely dephased. Spatiotemporal dephasing dynamics of plasmon
waves is of prime importance in attaining a deeper understanding of plasmons. For
this purpose, ultimately high time resolution (several fs), which is shorter than the
lifetime of the plasmon, is required and is still a challenge for near-field optical
microscopy to achieve.



550 K. Imura and H. Okamoto

13.9 Nonlinear Measurements

Nonlinear optical methods have various advantages over linear methods [95].
Spatial resolution, optical contrast, and occasionally, signal-to-noise ratio can be
improved in the nonlinear measurements with respect to those of the linear mea-
surements. In addition, the nonlinear methods often enable us to obtain information
that is not accessible by linear methods. Since high peak power is essential to
excite the nonlinear processes, a pulse laser with a short pulse width is frequently
used. For excitation of the nonlinear processes, spatial confinement and focusing
of light is helpful. Combination of the near-field method and the short pulse laser
source enables effective excitation of nonlinear processes, such as two-photon-
induced photoluminescence (PL), second harmonic generation (SHG), and so forth
in nanomaterials.

The quantum yield of PL from gold is extremely low [96]. This is because
the excited energy decays very rapidly through non-radiative processes before the
excited energy decays by radiating photons to the far-field. Recently, many research
groups reported that the PL from gold is significantly enhanced when the PL is
excited by two-photon absorption [97–101]. The two-photon absorption process in
materials occurs via either simultaneous or sequential photon absorptions. The two-
photon signal intensity scales with the square of the incident power, in contrast to
the one-photon signal where the intensity scales linearly with the incident power.
Thus, two-photon-induced PL (TPI-PL) is more sensitive to the optical field than
one-photon PL. Near-field TPI-PL of gold holds great potential in visualizing
the enhanced optical field in the vicinity of gold nanostructures. TPI-PL of gold
has been applied in, for example, white-light continuum generation [102] and
bioimaging [103–105]. In this section, visualization of the optical fields for single
gold nanoparticles [97, 106, 107], and their assembly [108–111], using near-field
TPI-PL is described.

The PL process of gold begins with the excitation of an electron in the d band to
the sp band above the Fermi level and the creation of a hole in the d band [112,113].
Photoluminescence is radiated after a manifold of collision processes occur when
the electron-hole pair recombines. With near-field irradiation of infrared light pulses
(800 nm), some gold nanoparticles emit strong PL in the visible spectral range.
From the incident power dependence of the PL intensity, it was confirmed that
the PL was excited by two-photon absorption. Spherical gold nanoparticles show
no TPI-PL, but the gold nanorod exhibits strong TPI-PL. Figure 13.16a shows a
typical spectrum of TPI-PL from a single gold nanorod. TPI-PL shows two bands
near 550 and 620 nm. The relative intensity of the two bands varies depending on
the size and shape of the particle. However, the peak positions of the two bands
show little dependence. Based on the band structure calculation of gold [114],
the photon energies of these two bands are in good agreement with the band gap
energies between the d band and the Fermi energy levels near the L and X symmetric
points, respectively. The two bands are thus assigned to radiative recombination of
an electron in the sp band near the Fermi energy level and a hole in the d band
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Fig. 13.16 (a) Two-photon induced photoluminescence from a single gold nanorod. (b)
Symmetry points and axes in the first Brillouin zone of gold. (c) Band structures of gold near the X
and L symmetric points. The notations sp and d denote, respectively, the sp conduction band and the
d valence band. The dashed line: Fermi energy level. „!PL: photon energy of photoluminescence
radiated through recombination of an electron-hole pair

near these symmetric points (Fig. 13.16b, c). Polarization characteristics of PL
for these bands are also consistent with the emission mechanism described above
and the crystalline structure of the gold. Incident polarization dependence of the
TPI-PL intensity indicates that the two-photon process occurs through the sequential
absorption of photons via the intermediate state. Time-resolved measurements for
the TPI-PL revealed that the lifetime of the intermediate state is shorter than several
tens of fs.
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13.9.1 Gold Nanorods [97, 106]

Visualization of the optical field is feasible by detecting the PL intensity while
scanning the sample surface laterally. Optical images obtained in this way reflect
the excitation probability at the tip position (we should note that the observed image
is not the map of PL intensity itself). Figure 13.17 shows the two-photon excitation
images of single gold nanorods. Similar to the transmission image (Fig. 13.10),
periodic spatial oscillation along the long axis of the nanorod is found in Fig.13.17a.
The period of the oscillation depends on the incident wavelength and becomes
longer with increasing wavelength. By comparing with the calculated photonic
LDOS map, the observed oscillating feature is attributable to the plasmon wave
function resonant with the incident photons. As mentioned before, the two-photon
process is very sensitive to the optical field strength, and the image reflects the
enhanced optical fields in the vicinity of the nanorods. In the present case, the PL
signal was enhanced because of the resonance between the incident field and the
plasmon mode of the nanorod, which was confirmed by the excitation wavelength
dependence. Some gold nanorods show different spatial features in which the optical
fields are enhanced only at the end parts of the nanorod, as shown in Fig.13.17b. It is
known that the optical field enhancement occurs at sharp corners or edges of metal
nanostructures. This is known as the “lightning rod effect” [115–117]. The effect is
mainly determined by the geometry of the sample and shows little dependence on
the incident wavelength. In Fig. 13.17b, the lightning rod effect is dominant over
the plasmon-mode resonance enhancement. Difference between Fig. 13.17a, b may
originate from the difference in the resonance conditions of the nanorods or from
microscopic structures created at the edges of the nanorod.

a

Einc

b

Einc

Fig. 13.17 Two-photon excitation images of single gold nanorods. (a) Diameter 20 nm, length
540 nm, (b) diameter 21 nm, length 565 nm (The images are taken at 780 nm excitation). Dotted
lines: approximate shape of the nanorod. Scale bars: 100 nm
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13.9.2 Gold Nonoplates [107]

Near-field TPI-PL excitation imaging is applicable to various shapes of nanoparti-
cles. Two-dimensional structures such as nanoplates are of fundamental interest in
optical-field imaging because the excited plasmons may extend over the nanopar-
ticles as two-dimensional waves. The TPI-PL intensities of gold nanoplates are
found to be, in general, more intense than those of gold nanorods. Single gold
triangles show one or two orders of magnitude more intense PL compared to gold
nanorods. The optical field enhancement in the nanotriangles is also interesting in
relation to SERS. Figure 13.18a shows a near-field two-photon excitation image of
a single nanotriangle. The dotted line in the figure shows the approximate shape
of the particle estimated from the topography image. The two-photon excitation
image shows that the excitation is probably highly localized near one of the apexes
of the triangle. It is noted that the lightning rod effect was operative at the sharp
corners or at the edges and was observed in the nanorod (Fig.13.17b). In Fig.13.18a,
however, the enhanced field observed is located at the inner part of the triangle. In
addition, it was found that the excitation probability (i.e., the PL intensity) is very
sensitive to the excitation wavelength. As described before, the lightning rod effect
shows little wavelength dependence, but the plasmon-mode resonance effect shows
strong wavelength dependence. It is likely that in the triangle the plasmon resonance
effect is dominant over the lightning rod effect. The calculated optical field image
in Fig. 13.18b is in excellent agreement with the observation, and the spatial feature
found in the image is assigned to the plasmon wave function resonantly excited with
the incident wavelength. The location of the enhanced optical field can be controlled
from one apex to the other by rotation of the incident-field polarization. This fact

a

Einc Einc

b

Fig. 13.18 (a) Two-photon excitation image of a triangular gold nanoplate (thickness 18 nm,
base length 160 nm). (b) Calculated optical field distribution near the triangle. Arrows indicate the
incident polarization. Dotted lines: approximate shape of the triangle. Scale bars: 100 nm
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indicates that the plasmon mode is degenerated as a pair of two-dimensional waves
with a degenerate resonance frequency, and one of the waves can be selectively
visualized by the polarized incident light.

13.9.3 Dimeric Nanoparticles [108, 109]

Assemblies of nanoparticles exhibit very unique properties which are very different
from those of single nanoparticles. The unique properties sometimes originate in
near-field interactions between elemental excitations such as excitons and plasmons.
Near-field interactions between optical fields and molecules also give rise to
remarkable phenomena such as SERS [118]. Signal enhancement of SERS is
104- to 106-fold on roughened metal surfaces or on isolated metal particles [6, 12].
Noble metal nanoparticle dimers were predicted theoretically to exhibit extraordi-
narily enhanced optical fields at the junctions of the dimers [119–121]. In the late
1990s, SERS with single-molecule-level sensitivity was reported experimentally
[10, 11], and since then, noble metal nanoparticle dimers have been studied
extensively as prototypical systems to theoretically examine the mechanism of the
enhancement. Figure 13.19a, b show typical examples of calculated optical field
intensity maps for a gold nanosphere dimer. When the incident field is polarized
across the interparticle axis of the dimer (Fig. 13.19a), the field is only slightly
enhanced. This is because plasmons excited in the individual particles do not interact
with each other through the gap. On the contrary, when the incident field is polarized
along the interparticle axis of the dimer (Fig. 13.19b), the field is significantly
enhanced at the junction. The enhancement mechanism can be explained by
considering the near-field interaction of plasmons in the dimer. As the incident
field is parallel to the dimer axis, particle plasmons excited in individual particles
interact with each other through the space at the junction, and a new plasmon
resonance (“dimer plasmon” mode) is formed. The dimer plasmon amplifies the
optical field greatly up to four orders of magnitudes because of the Coulombic
interaction at the junction. In SERS, signal enhancement is operative not only for
the incident field but also for the scattering radiation, and thus signal enhancement
is approximately proportional to the fourth power of the field enhancement. The
enhancement of SERS thus reaches 1011–1013 in the highest case. If the optical field
localized at the interstitial site is visualized in real space, it is highly advantageous
in the detailed investigation of SERS mechanisms. Near-field TPI-PL imaging is
promising for this purpose. Visualization of the enhanced fields is important not
only for understanding the SERS mechanism but also for applications of the field
enhancement to photochemical reactions. Recently, it has been reported for noble
metal nanoparticle dimers that the multiphoton polymerization reaction is promoted
predominantly at the junction of the dimer [18].

Figure 13.19c shows a typical topography image of dimeric and isolated gold
nanoparticles prepared on a cover slip. From the SEM observation of the sample,
particles in the aggregate do not directly contact each other but are separated by a few
nm to 10 nm. A two-photon excitation image of the sample is shown in Fig. 13.19d.
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Fig. 13.19 (a) and (b) Calculated optical field distributions near a dimer of spherical gold
nanoparticles (diameter 100 nm). Arrows indicate the incident polarization. (c) Topography of
single and aggregated gold nanoparticles. (d) Two-photon excitation image of the sample (c) taken
with incident polarization indicated by the arrow. Scale bars: 500 nm

The image obtained sensitively reflects the optical field distribution of the sample.
The optical field of the sample was greatly enhanced at the dimers (and at the
trimer) in comparison with the isolated nanoparticles. Among four dimers in the
sample, two dimers whose axes were parallel to the polarization of the incident
light exhibited huge enhancements at the interstitial sites of the dimers. The other
two dimers, whose axes are perpendicular to the incident field, showed only little
enhancement. These observations are in excellent agreement with the theoretical
predictions illustrated in Fig. 13.19a, b.

To examine the influence of the localized optical field on Raman enhancement,
dimeric gold nanospheres doped with Raman active dye molecules were inves-
tigated. Figure 13.20a shows the topography of the sample and Fig. 13.20b the
near-field excited Raman spectrum for dimer A. Raman scattering excited at the
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Fig. 13.20 (a) Topography of single and aggregated gold nanoparticles. (b) Near-field Raman
spectra taken at dimer A and the isolated particle indicated in (a). Excitation wavelength is 785 nm.
(c) Polarized near-field Raman excitation images of the dimer A and dimer B. Arrows indicate the
incident polarization. Solid curves: approximate shape of the dimer

interstitial site of the dimer shows very high intensity in Fig. 13.20b. Most of
the bands observed are assigned to vibrational modes of the dye molecule [122].
Raman active sites can be visualized by monitoring one of the vibrational bands
while the sample position relative to the probe is scanned. Figure 13.20c shows the
observed near-field Raman excitation image, and the Raman active site is localized
at the junction. Raman signal is strongest as the incident field is polarized along
the interparticle axis of the dimer. The location of the Raman active site spatially
overlaps well with the alternatively visualized optical field in the near-field TPI-PL
experiment [109]. These results are consistent with the proposed SERS mechanism
described above. The average number density of dye molecules was about 100
molecules/�m2, which means only several molecules were excited at the near-field
probe tip. From this figure, the Raman enhancement factor is estimated to be even
greater than 1010 at the most intense sites. Furthermore, Raman signals fluctuate
at a time scale of a few seconds, which suggests that the Raman signal originates
from a very small number of molecules. These observations indicate that single-
molecule-level sensitivity has been achieved in this near-field SERS experiment,
where optical field enhancement at the junction of the dimer is essential for the
giant Raman signal.

13.9.4 Larger Assemblies of Nanoparticles [110, 111]

In many-body assemblies of nanoparticles, a number of interparticle near-field
interactions are involved and may give further unique properties. Many-particle
assemblies have been paid much attention in relation to the development of the
SERS active substrates. Various protocols have been reported for the preparation
of the assemblies with close-packed forms [123–125]. Most of them give moderate
SERS enhancements on the order of 106–108, which are much lower than those
needed for single-molecule-level sensitivity. The results may indicate that a simple
increase of the particle number in the assembly is not enough to attain the ultimate
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field enhancement. To clarify the reason for this finding, visualization of the optical
field is one of the most straightforward methods.

Figure 13.21a shows a near-field two-photon excitation image of an island-
like assembly of gold nanospheres (diameter 100 nm). Because the topography
image obtained simultaneously with the near-field image is not clear enough to
discuss fine details of the nanostructures, such as the interparticle separation of the
nearly touching nanoparticles, SEM observation of the sample is of great use to
gain finer information of the nanostructure. From the SEM image in Fig. 13.21b,
the interparticle distances were found to be less than 10 nm for the close-packed
portion. The optical-field image in Fig. 13.21a reveals that the enhanced field is
nonuniformly distributed over the island-like assembly. The enhancement is more
significant at the rim of the assembly than at the inner part. The difference between
the inner part and the rim may originate from the delocalization character of
plasmon excitations in the assembly. At the inner part, particles are surrounded by
many particles, and excited plasmons may propagate in all of the directions though
the near-field interactions. On the other hand, at the rim part, particles are only
partially surrounded by the other particles. Localization of the excited plasmon may
be stronger in this case because the plasmon propagation into the surroundings is
geometrically restricted compared with that at the inner part.

From close inspection of the image, it is found that the highest enhancement
occurs at the isolated dimer A, and the enhancement observed at the rim or at the
defect sites in the assembly is lower. This observation implies that the enhancement
is the highest in the dimer and becomes lower with increasing size of the assembly.
The finding may have some correlation with the relatively low SERS enhancement
reported in close-packed assemblies. Plasmon localization at the rim of the assembly
may have some similarities with photon localizations at the boundaries of photonic
crystals [126]. The analysis based on FDTD approach as well as simple point dipole
model that incorporates the interparticle interaction through dipole-dipole potential

A

b

Einc

A

a 

Fig. 13.21 (a) Near-field two-photon excitation image of an assembly of spherical gold nanopar-
ticles (diameter 100 nm). (b) SEM image of the assembly. Scale bars: 1�m
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revealed that the interparticle interaction, that causes the propagation of the plasmon
excitation in the assembly, are essential for the localization of the enhanced field at
the rim [127].

Near-field observation of the optical field distribution in the nanostructures
reveals a wealth of information about the enhancement mechanism of the optical
field and will give useful guidelines to design a desirable SERS substrate. It is also
practically important to consider the potential applications of the confined optical
fields to nano-optical devices, bioimaging, and photochemical reactions.

13.10 Summary

In this review, the visualization of plasmon wave functions and optical fields using
near-field methods was described. Longitudinal plasmon wave functions visualized
for single gold nanorods showed periodic spatial oscillations along the long axis of
the nanorod. The periods of the oscillations depended on the excitation wavelength
and became longer with the increase of the excitation wavelength. Spatial features
of the plasmon wave functions and their resonance energy dependencies were
similar to those in the “particle in a box.” The number of nodes in the wave
function increased with the increment of the eigen energy of the plasmon mode.
Spatiotemporal behaviors of the plasmon wave function upon photoexcitation were
also discussed. Visualized transient transmission images of the nanorod showed
characteristic spatial features that were different from the static plasmon wave
function images. The observed transient image was understood as a variation of
plasmon wave functions due to the elevation of the electronic temperature in the
nanorod.

The optical fields excited in various nanostructures were visualized with the
nonlinear near-field imaging technique. The optical field strength in the nanorod
was found to be larger than that in the spherical nanoparticle and was effectively
enhanced either by the resonance excitation of a plasmon mode or by the lightning
rod effect. In the case of the dimer of nanoparticles, the near-field interaction
of plasmons excited in the individual nanoparticles induced extraordinarily large
enhancements of the optical field with respect to that of the isolated nanoparticle.
The optical field induced in the interstitial site of the dimer was found to enhance
Raman scattering from molecules, and the sensitivity was close to the single-
molecule level. For the larger assembly, the optical field was larger at the rim of
the assembly than at the internal positions of the assembly. The distribution of the
optical fields in the assembly was discussed in relation to the spatial localization
character of the plasmons.

In the near future, dynamic visualization of plasmon wave functions will
become more important. Experimentally, however, imaging with time resolutions
shorter than the lifetime of a plasmon (<20 fs) is a challenge. On the other hand,
electromagnetic field calculation has fewer barriers and is feasible. Calculation
protocols with high precision, high reliability, and reasonable computational cost
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are expected to be developed and applied to reveal the dynamic features of plasmon
wave functions.

Basic studies on plasmons and their related materials will influence wider
research areas in fundamental and applied fields. Among them, applications of
plasmonic optical fields to photochemical reactions have a large impact in photo-
and material-sciences. For instance, the interaction between localized optical
(or plasmon) fields with molecular electronic wave functions may enhance photo-
chemical reaction rates, which is sometimes forbidden under the far-field irradiation
of light. It has a potential to open up new chemical reaction routes beyond the dipolar
approximation. Such novel photochemical reactions shed new light on photo- and
material-sciences.
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M. Pellarin, M. Broyer, Phys. Rev. Lett. 85, 2200 (2000)
93. K. Imura, H. Okamoto, Phys. Rev. B 77, 041401 (R) (2008)
94. S.D. Brorson, J.G. Fujimoto, E.P. Ippen, Phys. Rev. Lett. 59, 1962 (1987)
95. N. Bloembergen, Nonlinear Optics (World Scientific, Singapore, 1996)
96. A. Mooradian, Phys. Rev. Lett. 22, 185 (1969)
97. K. Imura, T. Nagahara, H. Okamoto, J. Am. Chem. Soc. 126, 12730 (2004)
98. P.J. Schuck, D.P. Fromm, A. Sundaramurthy, G.S. Kino, W.E. Moerner, Phys. Rev. Lett. 94,

017402 (2005)
99. R.A. Farrer, F.L. Butterfield, V.W. Chen, J.T. Fourkas, Nano Lett. 5, 1139 (2005)

100. A. Bouhelier, R. Bachelot, G. Lerondel, P. Royer, G.P. Wiederrecht, Phys. Rev. Lett. 95,
267405 (2006)

101. A. Hohenau, J.R. Krenn, J. Beermann, S.I. Bozhevolnyi, S.G. Rodrigo, L. Martin-Moreno,
F. Garcia-Vidal, Phys. Rev. B 73, 155404 (2006)

102. M. Mühlschlegel, H.-J. Eisler, O.J.F. Martin, B. Hecht, D.W. Pohl, Science 308, 1607 (2005)



562 K. Imura and H. Okamoto

103. H. Wang, T.B. Huff, D.A. Zweifel, W. He, P.S. Low, A. Wei, J.-X. Cheng, Proc. Natl. Acad.
Sci. USA 102, 15752 (2005)

104. N.J. Durr, T. Larson, D.K. Smith, B.A. Korgel, K. Sokolov, A. Ben-Yakar, Nano Lett. 7, 945
(2007)

105. Y. Jiang, N.N. Horimoto, K. Imura, H. Okamoto, K. Matsui, R. Shigemoto, Adv. Mater. 21,
2309 (2009)

106. K. Imura, T. Nagahara, H. Okamoto, J. Phys. Chem. B 109, 13214 (2005)
107. K. Imura, T. Nagahara, H. Okamoto, Appl. Phys. Lett. 88, 023104 (2006)
108. K. Imura, H. Okamoto, M.K. Hossain, M. Kitajima, Chem. Lett. 35, 78 (2006)
109. K. Imura, H. Okamoto, M.K. Hossain, M. Kitajima, Nano Lett. 6, 2173 (2006)
110. T. Shimada, K. Imura, M.K. Hossain, H. Okamoto, M. Kitajima, J. Phys. Chem. C 112, 4033

(2008)
111. M.K. Hossain, T. Shimada, M. Kitajima, K. Imura, H. Okamoto, Langmuir 24, 9241 (2008)
112. G.T. Boyd, Z.H. Yu, Y.R. Shen, Phys. Rev. B 33, 7923 (1986)
113. P. Apell, R. Monreal, S. Lundqvist, Phys. Scr. 38, 174 (1988)
114. R. Rosei, Phys. Rev. B 10, 474 (1974); M. Guerrrisi, R. Rosei, P. Winsemius, Phys. Rev. B

12, 557 (1975)
115. J.I. Gersten, J. Chem. Phys. 72, 5779 (1980)
116. J. Gersten, A. Nitzan, J. Chem. Phys. 73, 3023 (1980)
117. P.F. Liao, A. Wokaun, J. Chem. Phys. 76, 751 (1982)
118. A.M. Michaels, M. Nirmal, L.E. Brus, J. Am. Chem. Soc. 121, 9932 (1999)
119. H. Xu, J. Aizpurua, M. Käll, P. Apell, Phys. Rev. E 62, 4318 (2000)
120. E. Hao, G.C. Schatz, J. Chem. Phys. 120, 357 (2004)
121. T.E. Talley, J.B. Jackson, C. Oubre, N.K. Grady, C.W. Hollars, S.M. Lane, T.R. Huser,

P. Nordlander, N.J. Halas, Nano Lett. 5, 1569 (2005)
122. H. Watanabe, N. Hayazawa, Y. Inouye, S. Kawata, J. Phys. Chem. B 109, 5012 (2005)
123. H. Wang, C.J. Levin, N.J. Halas, J. Am. Chem. Soc. 127, 14992 (2005)
124. J.A. Fan, C. Wu, K. Bao, J. Bao, R. Bardhan, N.J. Halas, V.N. Manoharan, P. Nordlander,

G. Shvets, F. Capasso, Science 328, 1135 (2010)
125. T. Kodo, F. Matsumoto, K. Nishio, H. Masuda, Chem. Lett. 37, 466 (2008)
126. N. Nedyalkov, T. Sakai, T. Miyanishi, M. Obara, Appl. Phys. Lett. 90, 123106 (2007)
127. H. Okamoto, K. Imura, T. Shimada, M. Kitajima, J. Photochem. Photobiol. A 221, 154 (2011)



14Luminescent Nanomaterials for
Molecular-Specific Cellular Imaging

Andrei Vasilyevich Zvyagin, Zhen Song, Annemarie Nadort,
Varun Kumaraswamy Annayya Sreenivasan, and
Sergey Mikhailovich Deyev

Contents

14.1 Introduction. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 564
14.2 Luminescent Nanodiamonds (LND). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 566

14.2.1 Nanodiamond. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 566
14.2.2 Nitrogen-Vacancy Center. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 568
14.2.3 Luminescent Nanodiamonds for Cellular Imaging Applications. . . . . . . . . . . . . . 571
14.2.4 Ultrasmall LND. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 572
14.2.5 Surface Effects on the NV Emission. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 574
14.2.6 Limitations of LND for Optical Biomedical Imaging. . . . . . . . . . . . . . . . . . . . . . . . . . 575

14.3 Upconversion Nanoparticle (UCNP). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 577
14.3.1 Photophysics of Upconversion Nanomaterials. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 577
14.3.2 Production and Characterization of UCNP. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 579
14.3.3 Merits of the UCNP-Assisted Optical Biomedical Imaging. . . . . . . . . . . . . . . . . . . . 580
14.3.4 Optical Imaging of UCNP in Biological Samples. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 581
14.3.5 Shortcomings of the UCNP Technology. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 583

14.4 Luminescent Nanoparticle Bioconjugation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 584
14.4.1 Colloidal Stability in Water and Buffer Solutions. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 585
14.4.2 A Universal Bioconjugation Platform Based on a High-Affinity

Molecular Pair Barnase:Barstar. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 586
14.4.3 Bioconjugates of Upconversion Nanoparticle Coated with

Amphiphilic Polymer. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 587
14.5 Communication of Nanoparticles and Cells. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 589
14.6 Conclusion. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 593
References. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 594

A.V. Zvyagin (�) � Z. Song � V.K.A. Sreenivasan
MQ Biofocus Research Centre and MQ Photonics Research Centre, Macquarie University,
Australia

A. Nadort
Department of Biomedical Engineering and Physics, Academic Medical Center, University of
Amsterdam, 1100 DE Amsterdam, The Netherlands

S.M. Deyev
Laboratory of Molecular Immunology, Shemyakin & Ovchinnikov Institute of Bioorganic
Chemistry of the Russian Academy of Sciences, Moscow, Russia

M. Ohtsu (ed.), Handbook of Nano-Optics and Nanophotonics,
DOI 10.1007/978-3-642-31066-9 15, © Springer-Verlag Berlin Heidelberg 2013

563



564 A.V. Zvyagin et al.

Abstract
Imaging of molecular trafficking in cells and biological tissue aided by
molecular-specific fluorescent labeling is very attractive, since it affords
capturing the key processes in comprehensive biological context. Several
shortcomings of the existing organic dye labeling technology, however,
call for development of alternative molecular reporters, with improved
photostability, reduced cytotoxicity, and an increased number of controllable
surface moieties. Such alternative molecular reporters are represented by
inorganic luminescent nanoparticles (NP) whose optical, physical, and chemical
properties are discussed on the examples of luminescent nanodiamonds
(LND) and upconversion nanoparticles (UCNP). The emission origins of
these nanomaterials differ markedly. LND emission results from individual
nitrogen-vacancy color-centers in a biocompatible nanodiamond host whose
properties can be controlled via size and surface groups. Photophysics of
UCNP is governed by the collective, nonlinear excitation transfer processes,
resulting in conversion of longer-wavelength excitation to the shorter-wavelength
emission. The emission/excitation spectral properties of UCNP falling within
the biological tissue transparency window open new opportunities of almost
complete suppression of the cell/tissue autofluorescence background. The
developed surface of these nanoparticles represents a flexible platform
populated with biocompatible surface moieties onto which cargo and targeting
biomolecules can be firmly docked through a process called bioconjugation.
These bioconjugated modules, e.g., nanodiamond-antibody, (quantum dot)-
somatostatin, or (upconversion nanoparticle)-(mini-antibody)can gain admission
into the cells by initiating the cell-specific, cell-recognized communication
protocol. In this chapter, we aim to demonstrate the whole bottom-up bio-
nano-optics approach for optical biological imaging capturing luminescent
nanoparticle design, surface activation, and bioconjugation and the resultant
bioconjugate module deployment in specific internalization in the cell.

14.1 Introduction

Optical imaging assisted by molecular-specific luminescent labeling is a direct,
minimally invasive approach to investigate cellular morphology and processes in
living cells and/or tissues, in their comprehensive biological context. Enabled by
the recent developments in biophotonics, single-molecule imaging unobscured by
the ensemble averaging has become a powerful and common imaging modality
suitable for complex biological systems. As an example, single-molecule imaging is
instrumental in tracking molecular trafficking events in cell signaling via activation
of membrane receptors, and investigating the fates of individual receptors and
ligands [1]. Another example represents detection of a single virus tagged with
fluorescent molecule that has allowed tracking the virus invasion of the cell and
its diffusion toward the nucleus, providing an important insight in the area of
virology [2]. These studies place stringent demands on the fluorophore performance,



14 Luminescent Nanomaterials for Molecular-Specific Cellular Imaging 565

Fig. 14.1 (a) Optical effective attenuation spectrum of living skin tissue (solid green line) dom-
inated by water (H2O, blue -��- line), hemoglobin (Hemoglobin, brown – line), oxy-hemoglobin
(HbO2, red solid line), proteins (not shown), with the scattering effect also taken into account.
Biological tissue transparency window ranges from 700 to 1,300 nm. (b) Autofluorescence image
of human skin under the excitation at 405 nm. The viable epidermis layer is color-coded purple
and marked by an arrow, with cell nuclei visible as dark ovals. Dermis, visualized primarily via
collagen and elastin bundles, is situated right next to the epidermis extending to the right

which is frequently compromised by undesirable photophysical properties, such as
fluorescence intermittency (blinking) and irreversible light-induced transitions to
dark states (photobleaching) that hinder its photostability. The dark state transitions
are particularly limiting in the single-molecule studies, which require high illumi-
nation intensities. Indeed, if an organic dye fluorophore survives only one million
excitation/emission cycles before undergoing an irreversible transition to the dark
state (photobleaching), the continuously emitting fluorophore lifetime spans only
�3 ms (assuming the fluorescence lifetime � D 3 ns under saturation pumping
condition). The longer-wavelength fluorophores, such as Cy5 and Cy7, Alexa Fluor
750, and CF dyes, whose excitation/emission fall into the so-called biological
tissue transparency window (wavelength range, [The definition of the biological
tissue transparency window is not settled varying from the given range to a range
of 680–900 nm depending on the biological tissue constituents.] 700–1,300 nm)
(Fig.14.1a), are especially prone to photobleaching. These dyes are also widely used
in applications where high signal-to-noise ratios are required, such as fluorescence
resonance energy transfer (FRET). Photostability is also critical in applications,
including stimulated emission depletion microscopy (STED), and despite progress
in the design of organic fluorophores that are less prone to photobleaching, improved
alternatives are in high demand. The other shortfalls of the fluorescence dyes
include potential cytotoxicity, poor resilience to aggressive chemical and biological
environment, and limited ability to carry cargo to cellular sites.

Nanotechnology has provided a powerful impetus to the new generation of
molecular probes based on luminescent nanoparticles that are capable of ad-
dressing the major shortfalls of the existing molecular probes. In particular, a
variety of nanoparticles, including luminescent nanodiamonds (LND) [3] and
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upconversion NPs (UCNPs) [4], exhibit enviable photostability, i.e., unfading
continuous emission. Besides, reduced cytotoxicity of these nanomaterials has
been recently reported [5, 6]. The upconversion NPs offer improved signal-to-noise
ratio in the time-gated imaging and high-contrast detection employing time-gated
schemes that have been reported using lanthanide-based UCNPs [7]. NP surface is
amenable to modification to enable grafting a variety of surface moieties suitable
for applications, such as molecular targeted drug delivery [8].

We review two types of luminescent nanoparticles in the context of optical
cellular/tissue imaging: luminescent nanodiamond and upconversion nanoparticle.
The choice of the NPs is underpinned by the diversity of their luminescence
properties that capture important classes of nano-emitters. LND comprises several
isolated color-centers in a nanodiamond host; UCNP luminescence is governed by
nonlinear excitation transfer processes between strongly coupled ionic emitters. The
underlying photophysics of these luminescent nanomaterials makes them useful
for bioimaging, in particular, render NPs imaging contrast on the crowded cell
morphology and autofluorescence background of the cells/tissues. The NP core
chemical inertness is essential to preserve NP integrity in often aggressive biological
environments and minimize its potential toxicological consequences (or cytotox-
icity). Surface moieties are important for interfacing NPs with the biomolecular
world. To this end, the basic principles of linking nanoparticles with biomolecules
of programmable functionality, the process termed bioconjugation, is covered
and several examples are presented. The bioconjugated NP-biomolecule complex
is capable of performing programmable functions by, for example, activating a
communication protocol with the cell that can result in gaining admission into
the cell. We will present several examples of this specific cellular internalization
visualized by means of optical luminescence imaging.

This book chapter is organized, as follows: The two types of luminescence
nanoparticles are addressed in the first two sections, with particular focus on their
photophysical properties in relation to optical biological imaging. Diverse surface
properties of these nanomaterials enable adequate coverage of the existing surface
functionalization strategies and lead to the following section (Sect. 14.4), where the
key principles of the nanoparticles bioconjugation to biological molecules will be
addressed and several examples given. Section 14.5 is devoted to reviewing specific
interaction of the programmable nanoparticle-biomolecule conjugates with the cell.
In Conclusions, the progress in the nanotechnology as applied to luminescent
molecular probes is summarized.

14.2 Luminescent Nanodiamonds (LND)

14.2.1 Nanodiamond

Luminescent nanodiamond is usually referred to a diamond nanocrystal (ND) that
hosts luminescent color centers. The diamond crystalline matrix is the most rigid
material on the Earth, made of carbon atoms bonded together with the energy
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Fig. 14.2 Differential
interference contrast image of
nanodiamond particle uptake
into 3T3 cells. The
nanodiamonds exhibit high
contrast against the cell
background due to strong
elastic scattering and are
observable as bright rims
around the dim cell nuclei
which are impermeable for
the NDs (a nucleus is
indicated with a circle)
(Adapted from Ref. [17])

of �7.4 eV per atom. The diamond core is chemically inert, so that the centers
are well secluded from environmental perturbations in such a crystal host. Even
high-energy cosmic radiation inflicts little damage to this crystalline material. At
the same time, the diamond surface is chemically reactive, especially when the
surface is well developed, as in the case of surface-functionalized nanodiamonds.
For example, the most popular acid-treatment [9–11] or high-temperature annealing
in air [8, 12–14, 48] results in the formation of oxygen-containing surface moieties
on the diamond surface that facilitate interfacing with photonic devices and
macromolecules. NDs can be produced via two methods: (1) High-temperature
high-pressure (HTHP) synthetic growth followed by ball-milling produces NDs of
high crystal quality sized 4 nm and larger [15] (19). (2) Detonation of explosives in
an inert atmosphere followed by disintegration yields remarkably monodisperse 5-
nm NDs [16]. Subsequent acid treatment and/or annealing in air removes the surface
layer of amorphous carbon, replacing it with a variety of oxygen-containing groups,
such as carboxyl groups [8].

Very high refractive index of the nanodiamond core renders NDs conspicuous
on the crowded environment of the cell. Figure 14.2 shows NDs internalized in the
cells via a micelle transport vehicle [17]. The nanodiamond clusters encapsulated
in endosomes on passing into the cytoplasm became dominant scatterers that
overpowered intrinsic scattering signals coming from, e.g., mitochondria, and
rendered the cytoplasm bright against the dim nuclei (circled and designated by
“N” in Fig.14.2). However, this scattering contrast is by far insufficient in achieving
detection sensitivity at the single nanoparticle level due to the hefty cell scattering
overhead that is indistinguishable from the scattering signals of the nanodiamond-
based molecular probes. Spectral separation of the scattering background from the
molecular probe signals of non-elastic-scattering nature is an efficient strategy to
improve the imaging contrast and, hence, detection sensitivity. This is realized by
utilizing the luminescence properties of nanodiamonds.
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Fig. 14.3 Luminescence spectra normalized to their respective maximum value of single NV�

(red curve) and NV0 (blue curve) color centers in diamonds. The zero-phonon lines (demarcated ?)
of NV�, NV0 emissions are located at wavelengths 637 and 575 nm, respectively. The inset
shows the atomic structure of the NV defect, consisting of a substitutional nitrogen atom (Ns ,
demarcated N) associated to a vacancy (V) in an adjacent lattice site of the diamond crystalline
matrix (Reproduced from Ref. [22])

14.2.2 Nitrogen-Vacancy Center

The wide bandgap of diamond (5.5 eV) provides ample energy space to as many as
�500 reported color-centers, where nitrogen-vacancy (NV), silicon-vacancy [18],
and nickel-related [19] and chromium-related [20] centers are among the brightest,
with the emission bands falling into the biological tissue transparency window
(cf. Fig. 14.1a), making them promising candidates for optical biomedical appli-
cations. The NV center, however, exhibits several exceptional properties that attract
considerable interest of the nano-optics community [21]. Therefore, only NV center
in ND will be addressed hereafter, and referred to as “luminescent nanodiamond.”
The NV center in diamond is formed by replacing one carbon atom with a nitrogen
atom (termed “substitutional nitrogen,” Ns) and a vacancy at a location adjacent
to the nitrogen atom, as schematically shown in Fig. 14.3, inset. The production
process usually involves irradiation of diamond samples with high-energy electron
or light-ion beams forming vacancy defects. In order to initiate migration of these
vacancy defects in a diamond (nano)crystal, the sample is annealed at a high
temperature (�800 ıC) in a high vacuum or oxygen-free atmosphere. This causes
vacancy trapping at the substitution nitrogen sites that are abundant in the majority
of synthetic diamond samples. The NV center can remain neutral (NV0) or acquire
an additional electron from the neighboring donor defects, e.g., Ns , becoming
negatively charged NV center (NV�). Both centers are luminescent, with the spectra
shown in Fig.14.3. The acclaimed merits of the NV center are commonly associated
with the negative-charge state of the NV center, and can be interpreted in terms of
its physical, optical, and magneto-optical properties.
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Fig. 14.4 Simplified five-level schematic diagram of the electronic levels of the NV� color center
appropriate for room temperature. The mS D 0 levels are indicated in red, the mS D ˙1 in blue,
and the singlets in green. The double-headed arrows indicate the radiative transitions. The solid
blue and red arrows give the spin conserving transitions in the visible. The green wavy arrows
indicate non-radiative decay that involves E-vibrations

The NV� center action cross-section is large, ��a D 3 � 10�17 cm2 (�a –
absorption cross-section; � – quantum yield) [23], with the quantum yield reaching
�80 % under favorable excitation conditions [24]. The energy diagram of the
NV� center (shown in Fig. 14.4) elucidates estimation of �, as stemming from the
branching ratio of the radiative and non-radiative transitions, as well as the NV�
optical spin polarization property that is highly acclaimed in quantum science and
spin magnetometry, and briefly touched below.

The ground state of NV� is an orbital singlet and spin triplet. In trigonal
symmetry the spin mS D C1, and �1 states are exactly degenerate and, when
modeling the optical cycle of the NV� center, the mS D ˙1 can be described by
one level (assuming no magnetic fields). The excited state is also a spin triplet, which
is treated as an orbital singlet in the phenomenological model. The model, therefore,
includes two spin levels, 0 and 1, in the ground electronic state and two electronic
states in the excited state, 0e and 1e (Fig. 14.4). The optical transition (at a rate
˛) between the ground and excited state is independent of the spin projection
giving rise to two transitions of identical strength between levels 0 and 0e and
between 1 and 1e , where the spin projection is unchanged, despite the vibration
coupling. Should these be the only energy levels and only transitions, the center
would cycle between the ground and excited states, with constant spin projection.
However, the situation is entirely changed by the presence of an intermediate state
(denoted “S” in Fig. 14.4). The intermediate state is attributed to a spin singlet (or
states) S D 0, with no spin projection. Inter-system crossing takes place from the
excited state to the singlet and from the singlet to the ground state. These crossings
are spin-dependent and give rise to spin polarization and optical spin readout.
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The approximate rates of the crossing from the excited state spin levels to the
singlet are �1 D 0:55˛ and �0 D 0:15˛, and from the singlet to the ground state
spin levels are ˇ0 D 0:035˛ and ˇ1 D 0:022˛ (Fig. 14.4). The decay rate from
the singlet to the ground state is low, with a combined rate of 0.056˛. The decay
out of the triplet to the singlet is comparable to the optical transition and the rate
associate with mS D ˙ states (from 1e) is more rapid than for mS D 0 states
(from 0e). These inter-system crossings underpin the NV� center unique properties.
They result in (a) population being transferred out of mS D ˙ 1 states, (b) the
emission rates from mS D C�1 states being weaker than from mS D 0 states,
and (c) the associate luminescence lifetime (in diamond crystals) from mS D C�1
states being shorter at 7.8 ns than that from mS D C�1 states at 12 ns [25]. With
continuous excitation, the relative populations in the excited state is given byP˙=P0
by �0=�1 � ˇ1=ˇ0 D 0:15=0:55 � 0:022=0:035 D 0:17. This implies 14.5 % of the
population is in the excited mS D ˙ spins and 85.5 % in mS D 0. The ground state
polarization is less by the ratio of the lifetimes 7.8/12 and, hence, somewhat lower
at 74 % in mS D 0.

Depopulation of the spin-specific (mS D ˙1) ground state in favor of the
mS D 0 ground state in the course of optical excitation represents a venerable
property of the NV� center, which is realized by a possibility to read out thus-
prepared spin-state by optical means. The coherence time of this spin state at room
temperature is as short as several microseconds, but its extension to 1 ms has been
demonstrated by the appropriate choice of an ultrapure diamond host in terms of
the much reduced defects and impurities, especially Ns . This enables preparing and
interrogating the entangled spin states. The quantum science applications rely on
the preparation of an NV� center spin-state (qubit), followed by its coupling to
the neighbor spins associated with defects, such as NV center spins, substitutional
nitrogen (Ns) or isotopic C13 nuclear spins, creating quantum entanglement of the
qubits. Reading out the NV� entangled spin state optically provides a measure of
the entangled state of the ensemble. The magnetometry applications rely on the
high sensitivity of the NV center polarized spin-state to (local) magnetic fields,
as shown and briefly discussed in Fig. 14.7. The spin-state perturbation is read
out optically by means of the optically detected magnetic resonance (ODMR)
and reports on the local value and orientation of the perturbing magnetic field
vector. The ultimate sensitivity is estimated at the level of a single spin at the
nanoscale proximity [26]. The virtually unlimited photostability of the NV center is
another important property manifested by uninterrupted continuous emission under
continuous excitation, and it is important in biomedical imaging applications. This
represents a radical solution to the problem of poor photostability of the widespread
emitters, organic fluorescent dyes that undergo irreversible conversion to a low- or
no-emission state (or photobleaching) after, approximately, one million excitation
cycles. Luminescence intermittency, or blinking, represents another photostability
impairment mechanism, and is reported in virtually all single emitters [27, 28]
especially affecting semiconductor quantum dot emission [29–31]. Although the
NV� centers have also been reported to exhibit blinking behavior, this can be readily
avoided under controllable conditions [32].



14 Luminescent Nanomaterials for Molecular-Specific Cellular Imaging 571

30,0001

2

864

Position (μm)

20

1500

2000

2500

In
te

ns
ity

 (
a.

u.
)

3000

3500
20,000

10,000

0
0 10

Time (min)
20

a b

c

Fig. 14.5 Observation of single LNDs in a HeLa cell. (a) Bright-field and epi-luminescence
images of a HeLa cell after uptake of 35-nm LNDs. Most of the up-taken LNDs are seen to
distribute in the cytoplasm. (b) Epi-luminescence image of a single HeLa cell after the LND
uptake. An enlarged view of the fluorescence spots (denoted by “1” and “2”) with diffraction-
limited sizes (FWHM � 500 nm) is shown in inset. (c) Intensity profile of the fluorescence image
along the line drawn in b inset. (c inset) Integrated fluorescence intensity (after subtraction of the
signals from cell autofluorescence and background fluorescence from the microscope slides) as a
function of time for particle “1.” The signal integration time was 0.1 s. No sign of photobleaching
was detected after continuous excitation of the particle for 20 min (Reproduced from Ref. [3])

14.2.3 Luminescent Nanodiamonds for Cellular Imaging
Applications

The first observation of NV-ND imaging in cells was reported by [3], where
high-contrast imaging and virtually unlimited photostability of 35-nm LNDs were
reported. The authors demonstrated nonspecific internalization of LNDs in the cells
(see Fig.14.5), followed, by the demonstration of several applications of single LND
imaging and tracking in the cellular environment [33]. Nonspecific internalization
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refers to poorly controlled process of the extraneous material uptake by the cell, and
is discussed in Sect. 14.4.

Our own observation of the nonspecific internalization of a single lumines-
cent nanodiamond sized �100 nm in Chinese Hamster Ovary (CHO-K1) cells
confirmed the feasibility of single luminescent nanoparticle imaging, with the
scattering background largely suppressed [34]. Combined with the reported minute
cytotoxicity of the nanodiamonds [35, 36], the single-particle imaging demonstra-
tion sparked considerable interest in the applications of LND, as a molecular probe
in live systems. These high expectations were underpinned by the nanodiamond
surface properties that made this material amenable to bioconjugation leading to tar-
geted delivery in cells and specific tissue sites. And, indeed, a number of interesting
demonstrations of the specific internalization in cells of the LND bioconjugated with
targeting biomolecules have been demonstrated (see, e.g., comprehensive review by
Schrand et al. [37]). It is worthwhile to note that the LND bioconjugates can serve
not only as the molecular probes, but also as biomolecule delivery vehicles [38].
This aspect of luminescent nanotechnology will be detailed in Sect. 14.5 of this
chapter.

The optical spin-selective properties of NV-ND have also found new applications
in cellular imaging applications. In particular, monitoring the decoherence rates in
response to changes in the local environment may provide new information about
intracellular processes [39]. The reported experiments demonstrate the viability
of controlled single spin probes for nano-magnetometry in biological systems,
opening up a host of new possibilities for quantum-based imaging in the life
sciences. Figure 14.7 shows optically detected magnetic resonance (ODMR) signals
from the single NV centers in different ND crystals spatially localized in the
cell cytoplasm. The ODMR signals appeared to be capable of reporting on the
intracellular environment.

14.2.4 Ultrasmall LND

Considering imaging and sensing applications, the single-spin sensitive magnetom-
etry [26] and Förster resonance energy transfer [40] require the nanodiamond layer
to be thinned to exploit the strong dependence of the signal on the interaction radius
r (1/r6 and 1/r3, respectively). The single-spin-sensitive imaging at the nanoscale led
to an estimation that the NV� center had to be as close as 10 nm to an interrogated
single spin for reliable detection [26]. In optical biological imaging applications,
ultrasmall diamonds are crucial to minimize disruption to the molecular trafficking
under observation [33]. It is desirable to reduce the size of NDs to match the
size of an average protein, i.e., 5 nm, which is achievable due to the progress
in the production of ultrasmall nanodiamonds, also referred to as ultra-dispersed
nanodiamonds [41]. It has also been reported that NV-NDs of the size range less
than 10 nm retain their luminescent properties characteristic of the NV centers.

At the same time, the NV center stability sets a size limit on the NV nanodi-
amond (NV-ND) matrix. A 2.5-nm ultra-small nanodiamond may be incapable
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of hosting an NV center in the core, as predicted theoretically [42]. The envi-
ronmental susceptibility of the NV-ND emission in small crystals, or NV centers
in the nanoscale proximal surface layer, has been reported on several occasions
[22, 32, 43]. The question of the NV center stability versus its distance to the
diamond surface became essential two decades ago due to the progress toward
production of the ultrasmall NDs of the detonation origin [9]. The problem of
the existence of NV centers in such small nanocrystals became a hot research
topic in view of the significant appeal of applications of low-cost detonation NDs.
On the other hand, the experimental observations provided little support in favor
of the existence of the NV-ND. For example, the theoretical calculations favored
the location of nitrogen on the surface rather than in the core, which seemed to
explain the limited observation of NV centers in chemical vapor deposition and
high-pressure high-temperature (HPHT) grains less than 40 nm in size [44, 45],
and favored the prediction that NDs smaller than 10 nm in size were deprived of
NV centers [18, 42]. In particular, the spectroscopic studies revealed broadband
luminescence [46] that was wavelength blue-shifted from the characteristic NV�
spectra, shown in Fig. 14.3. The origin of this luminescence was attributed to
a graphitic layer that formed in the detonation process. The photoluminescence
excitation spectra analysis of HPHT and CVD diamonds also corroborated the
notion of NV center instability in ultrasmall NDs by showing broadband component
attributed to the amorphous carbon phase [47].

The obscuring signal overhead of the graphite layer to the overall luminescence
signal from NV-NDs was suppressed by employing a time-gated detection scheme
making use of the difference in the luminescence lifetimes of graphite and NV�
(sub-ns versus�10–20 ns, respectively). As a result, the characteristic NV� center
spectral signature was observed, thus providing an unambiguous evidence of the
existence of NV centers in the detonation nanodiamonds [43]. A direct obviation
of the overshadowing luminescence signal background from the graphite layer was
reported by [32]. Thoroughly acid-cleaned discrete detonation nanodiamonds were
sparsely dispersed on a glass slide and interrogated individually, thus minimizing
the graphite luminescent signal background, and so a signal originated from only
one ND became observable. As a result, the characteristic NV� spectral signatures
from single centers were acquired.

An alternative top-down approach of production of the ultrasmall NDs has been
reported by [15]. This approach was based on milling a millimeter-sized diamond
crystal, following the NV center implantation using the conventional high-energy
electron irradiation and high-temperature annealing procedure. The authors reported
stable luminescence and high-contrast ODMR signal from the single NV centers in
NDs sized less than 8 nm. Oxidative etching in air/oxygen at high temperature is
another top-down approach of ultrasmall ND production. This method relies on the
removal of carbon atoms from the ND surface at a controllable rate via oxidation
reactions. Since an outer ND layer in the graphitized (sp2) form is removed at a
higher rate [48–50] than that of the diamond sp3 phase, this method was originally
employed to remove sp2 carbon from ND, as a surface-cleaning procedure [8]. This
method was later extended for in situ studies of ND size evolution, as the oxidative
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etching in air provides a least disruptive method of graphite cleaning and ND core
size reduction [51]. NV� emission in the ND crystals sized less than 10 nm has been
reported [52].

14.2.5 Surface Effects on the NV Emission

Diamond surface effects appear to play a considerable role in the emission behavior
of the NV centers, if these are situated at the nanometer proximity. Three principal
cases of the surfaces state are as follows: (1) Emission, absorption and quenching by
the graphite sp2-layer. (2) Surface functional groups affect the NV center emission
state – O- or H-containing groups promote or inhibit the NV emission. (3) NV
centers luminescence intermittency (blinking) takes place, if the center center is
proximal to a substrate, with abundant electron acceptors.

It has been demonstrated that a graphite (sp2) shell surrounding the detonation
nanodiamonds causes suppression of the NV luminescence [43], whereas oxygen-
containing surface groups have little effect on the NV emission and, moreover, are
capable of healing the surface defects that results in the NV emission activation
[53]. The sp2 shell is a low-density layer of graphite impregnated with noncarbon
impurities that is loosely attached to the ND surface. This lax graphite layer is
removable by acid cleaning or oxidative etching. As a result, the NV emission is
converted from the latent non-emission state to active emission state. In addition,
this sp2 black carbon layer contributes to attenuation, of the excitation/emission
light. Removal of this layer reduces the attenuation dramatically improving the NV
excitation/emission optical properties. Besides, the sp2 layer functions as an electron
acceptor causing discharge of the NV� center accompanied by its conversion to NV0

or to “dark” non-emission state [22, 54].
The hydrogen termination of the ND surface resulted in a number of active NV

emitters reduced almost tenfold in comparison with that of the original oxygenated
NV-ND sample (Fig. 14.8). A subsequent oxidative treatment redressed the LND
surface with oxygen groups and resulted in the recovery of the NV emission, as
shown in Fig. 14.8c, where a number of the NV luminescent centers reappeared at
their original sites (circled). Also, note that a number of blinking centers recovered
their original blinking behavior after being in a latent dark state in the H-terminated
LND (marked by a white downward arrowhead, Fig. 14.8).

The effect of the hydrogen surface group on the NV emission in ND on the charge
state of the nitrogen-vacancy electron configuration has received much attention
lately [53,55]. In brief, the H-moieties cause an up-shift of the NV energy structure
in the ND due to the modulation of the electron affinity. The valence band energy
edge rises above the electrochemical potential of water, driving electrons from the
nanometer-thick ND subsurface layer to water until the two-dimensional gas of
holes in this ND subsurface layer compensates the gradient forces. It causes charge
depletion of the NV� center that enters either NV0 charge state [53] or the dark
state [53].
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Fig. 14.6 Observation of a single LND bioconjugate in the CHO-K1 cell. (a) Laser scanning
confocal microscopy of a �100-nm luminescent nanodiamond (red spot). An arrow points from
the LND to (b) Fluorescence spectra of LND and green fluorescence proteins (EGFP) conjugated
to the nanodiamond surface (Reproduced from Ref. [34])

The surface effect on the NV emission state can be summarized, as follows: In
general, the LND luminescence is immune to the surface effects, as long as the
surface is deprived of e-acceptors, and the diamond crystal host is not distorted.
This condition is realized in case of the surface-oxygenated ND, even if the centers
are situated as close as 1 nm to the surface [22, 56].

14.2.6 Limitations of LND for Optical Biomedical Imaging

There are two major problems that limit the application scope of LNDs for cellular
nano-photonics. Firstly, production of NV-ND remains expensive and cumbersome,
since it relies on the high-energy electron or light-ion irradiation. These irradiation
sources are costly, not readily available, and the production process is not easily
scalable, despite some progress in this direction [33]. So, production of LND is
limited to a relatively small amount of the nanomaterial. Annealing at relatively high
temperatures in vacuum represents another complication in the LND production
process that requires specialized equipment. Secondly, the LND excitation takes
place in the visible spectral region, ranging from 488 nm (Ar-ion laser) to 545 nm
(helium-neon laser), where an excitation at 532 nm (second harmonic, Nd:YAG
laser) is often preferred. Biological systems respond to this excitation by emitting
fluorescence, termed “autofluorescence,” which is spectrally broad extending to the
near-infrared spectral range (tailing off at about 800 nm). This autofluorescence
signal is spectrally overlapped with the broadband luminescence of LND (Fig.14.2),
thus making spectral filtering of the LND signal inefficient. Indeed, one can see non-
negligible background in Figs. 14.5 and 14.6 due to the cell autofluorescence, which
ultimately limits the detection sensitivity of LND precluding the use of ultrasmall
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Fig. 14.7 (a–c) Confocal image of HeLa-1, with luminescence gated around the NV emission
(650–800 nm). The nucleus and cell membrane are indicated with dashed lines for clarity. The
optically detected magnetic resonance spectra of NV-1a (a) and NV-1b (b) show the different
strain splitting between the two centers (Reproduced from Ref. [39])
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Fig. 14.8 The effect of the surface hydrogenation on the luminescent NDs. (a) NV luminescence
after thermal oxidation. The black and white arrowheads point to stable and blinking NV emitters.
(b) Hydrogenated NV centers exhibit diminished emission. (c) The sample redressing with oxygen
groups led to the recovery of NV emission and blinking. Noticeable background fluorescence in
(c) was activated by the H- and O-treatment (Reproduced from Ref. [52])

LND for imaging in live cells. More efficient mechanisms of suppression of the
excitation light and biological system autofluorescence are required to realize the
optical biomedical imaging at the single nanoparticle sensitivity. These mechanisms
and their realizations are discussed in the following section.
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Fig. 14.9 Detailed and simplified schematic energy level diagram of Ytterbium Yb3C ions with
participating Erbium (Er3C) or Thulium (Tm3C) ions, respectively. Yb3C and Er3C (Tm3C) serve
as the sensitizer and activator, respectively. Luminescent spectra of (c) NaYF4:Yb:Er; and (d)
NaYF4:Yb:Tm nanomaterials, with their corresponding transmission electron microscopy images

14.3 Upconversion Nanoparticle (UCNP)

The unique photophysical properties of UCNP allow almost complete suppression
of the biological tissue background that leads to the ultimate single nanoparticle
photodetection sensitivity.

14.3.1 Photophysics of Upconversion Nanomaterials

Photon upconversion is a nonlinear process manifested by the conversion of
the long-wavelength excitation to short-wavelength emission. The mechanism of
upconversion is based on sequential absorption of two or more photons by the
metastable long-lived energy states, as shown in Fig. 14.9a and briefly discussed
later, which can be induced by relatively low-intensity (1�103 W cm�2) continuous-
wave excitation conveniently provided by an inexpensive 980-nm laser [4]. This
process differs from a simultaneous two-photon absorption that occurs via a virtual
intermediate level, stimulated by the excitation intensity as high as 1 � 105 W cm�2
usually realized by means of a complex and expensive femtosecond laser [57].
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The majority of the upconversion processes involve absorption and non-radiative
energy transfer steps. Theoretically, luminescent materials featuring 4f and 5d shell
ions that have more than one metastable level are able to generate upconversion
luminescence. Referring to Fig. 14.9a, a two-level Yb3C ion serves as the donor
(also known as the sensitizer) whose role is to absorb an IR excitation photon via
2F7=2 ! 2F5=2 transition path, and non-radiatively transfer the excitation energy to
a neighboring Yb-ion, or Er3C (Tm3C) ions, also known as activators. As a result, an
ensemble of the excited dopant Yb-ions forms a non-localized exciton spread across
the entire nanocrystal matrix maintained by the non-radiative energy exchange
process. This excitation energy is continuously transferred to the network of the
activators, Er3C or Tm3C, with the process rate order evaluated as 1,000 s�1 for
the representative crystal matrix of Cs3Lu2Br9 [58]. The activated ion, for example,
Er3C in the 4I11=2 metastable state, can coalesce with the metastable Yb3C (2F5=2)
via a collective pair-wise process of the energy transfer upconversion (Fig. 14.9b).
As a result, the Er3C (4I11=2) makes a transition to the next-level excited state Er3C
(4F7=2), followed by a rapid at the expense of the Yb3C (2F5=2) ! Yb3C (2F7=2)
non-radiative transition to Er3C (4S3=2) (refer to Fig. 14.9a, b). The Er3C (4S3=2)
radiates in a multiplet green spectral band, and also in a multiplet red spectral band,
following the non-radiative phonon-assisted transition Er3C (4S3=2)! Er3C (4F9=2),
as one can see in Fig. 14.9c. The Er3C (4F9=2) population is also built up via an
alternative excitation path: non-radiative transition Er3C (4I11=2) ! Er3C (4I13=2),
followed by the energy transfer upconversion [Er3C (4I13=2) ! Er3C (4F9=2)] and
[Yb3C (2F5=2)!Yb3C (2F7=2)].

This process is described by a set of kinetic equations of the Er3C or Tm3C energy
level populations. Levels 1 (ground), 2, and 3 refer, respectively, to the energy states
4I15=2, 4I11=2, and 4F9=2 (or 4S3=2) – for Erbium ions, and 3H6, 3H5, and 3H4 – for
Thulium ions, as shown in Fig.14.9a. A simplified energy level diagram is presented
in Fig. 14.9b.

dN3=dt D WtN
2
2 � .W31 CW32/N3 (14.1)

dN2=dt D �2WtN
2
2 �W2N2 CW32N3 (14.2)

dN1=dt D WtN
2
2 CW2N2 CW31N3 (14.3)

where N1, N2, N3 are populations of the levels 1, 2, 3, respectively; W31, W32

transition probabilities 3 ! 1 and 3 ! 2, respectively; Wt the upconversion
probability, resulting in simultaneous transition of one ion to the level 3, and the
other to the ground level 1. By analyzing the equation, one can conclude that at
the low excitation intensity (I), the signal luminescence is proportional to I2 in
virtue of the N2 [59]. Thus, it becomes clear that the power quantum yield (PQY)
of the UCNP is a linear function of the pumping intensity, and its measurement
versus the intensity is the key to optimal design of the synthesis of UCNP. It is
also important to note that the level 3 decay rate is governed by the dependence
of exp.�W31t) in case of the pulsed excitation, with t = 0 set to the excitation
pulse falling edge. W31 contains both radiative (�5,000 s�1 [58]) and non-radiative
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components that compete for the level 3 population decay. When the nanocrystal
size becomes small (<30 nm), the non-radiative component (�20,000 s�1) prevails
causing a dramatic reduction of PQY [60]. This poses a challenge on the production
and surface passivation of UCNP in enhancing the upconversion energy transferWt ,
preserving the crystal quality, and minimizing bulk and surface defects – to suppress
the non-radiative component of W31. The former is addressed by the breakthrough
synthesis, and is described below.

The most popular UCNP represents an inorganic nanocrystal matrix (NaYF4)
co-doped with sensitizer ytterbium (Yb3C) and activator erbium (Er3C) or thulium
(Tm3C) lanthanide ions. In a particular case of NaYF4:Yb:Tm, an ensemble of
Yb-ions sensitizes infrared radiation at a wavelength of 980 nm and transfers it
to Tm-ions characterized by multiple excited states with exceptionally long (sub-
ms) lifetimes. As a result of the energy transfer upconversion, Tm3C radiates at
474 nm (three sequential photons) and 800 nm (two sequential photons) spectral
bands (Fig. 14.9d). Since the UCNP excitation/emission process is nonlinear, power
quantum yield (�), i.e., the emission/excitation (Watts/Watts) power ratio, grows
linearly versus the excitation intensity reaching saturation at a high intensity value
of Isat � 10–1,000 W cm�2 [59], as shown in Fig. 14.10. Until recently, the dramatic
reduction of � versus the crystal host size at the nanometer scale precluded practical
applications of UCNPs. A breakthrough in the UCNP synthesis [61,62] has resulted
in much brighter nanoparticles, where “brightness” is measured in terms of the
power quantum yield.

14.3.2 Production and Characterization of UCNP

An oxygen-free two-step protocol is used for the synthesis of the UCNPs [63].
The typical sample of NaYF4:Yb:Er has molar concentrations of Yb and Er as
18 and 2 %, respectively. In step 1, aqueous solution of LnCl3 (1.0 mM, Ln = Y,
Yb, Er) is mixed with oleic acid and octadecane in a three-neck, round-bottom
flask and heated first at 150 ıC and at 110 ıC on the addition of NH4F and NaOH.
This procedure yields small-size (<10 nm) NaYF4:Yb:Er of cubic crystal phase
(˛-phase) characterized by low �. Step 2 is performed to convert these nano-
crystallites in to the hexagonal phase (ˇ-phase). The reaction mixture is sealed,
quickly heated to 320 ıC, while purged with argon, and nanocrystals are precipitated
with acetone. As a result, one obtains nanocrystal powder of sizes ranging from<10
to 300 nm. This synthesis has been quickly adopted and modified to produce a great
variety of UCNPs of different sizes (Fig. 14.9 insets) and spectral and temporal
upconversion properties [64].

The power conversion coefficient has been greatly improved as a result of this
new synthesis approach. Our measurements carried out using an integrating sphere
showed a dramatic improvement of � of the ˛-UCNP from 0.03% (particle diameter,
10 nm) to 2 % of the ˇ-UCNP (particle size, 60 nm) with a saturation intensity of
�70 W cm�2.
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Fig. 14.10 Plots of the
power quantum yield, � of (a)
˛- and (b) ˇ-phases UCNPs.
Particle mean diameters, (a)
10 nm and (b) 60 nm. The
saturation intensity is (a)
>300 W cm�2, (b)
70 W cm�2

14.3.3 Merits of the UCNP-Assisted Optical Biomedical Imaging

There are several key advantages of UCNP in the context of biomedical optical
imaging. Firstly, the NaYF4:Yb:Tm luminescence band (800 nm, see Fig. 14.9d)
falls into the biological tissue transparency window. The excitation and emission
radiation in biological tissue experiences reduced absorption and scattering in
comparison with that in the ultraviolet (UV) and infrared (IR) spectral ranges. The
biotissue absorption is dominated by oxygenated and deoxygenated hemoglobin
constituents of blood, proteins (e.g., melanin) in the UV visible range of the
spectrum, and by water in the IR spectral range. The biotissue scattering extinction
represents a monotonic function slowly decreasing from the UV toward IR. The
combined effect of the biotissue scattering/absorption is calculated and plotted in
Fig. 14.1a using the following light transport equation, in the diffusion approxima-
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tion, to describe the optical response of the tissue: �eff D .3�aŒ�aC�s.1�g/�/1=2,
where absorption �a and scattering �s coefficients and anisotropy factor g for
human skin epidermis and dermis layers (see Fig. 14.1b) were chosen for this
calculation [65]. As one can see, absorption of the excitation light at 980 nm by
water constituent and hemoglobin of the biological tissue, such as skin (Fig. 14.1a),
is compensated by the reduced scattering of biotissue at this wavelength, and the
UCNP-pertinent excitation/emission properties are advantageous for biomedical
optical imaging.

Secondly, UCNP excitation at 980 nm elicits very little autofluorescence from
biological tissue. Presuming a small autofluorescence signal, it has to be Stokes-
shifted to the longer-wavelength, whereas the detection takes place in the shorter
wavelength band ranging from UV to near-IR depending on the UCNP dopant
structure. As we have demonstrated, UCNP topically applied both on freshly
excised human skin and micro-needle-delivered in the dermis layer exhibited
ultimately high imaging contrast, with the biotissue-induced laser light scattering
and autofluorescence background totally suppressed (the background level was
detected at the electronic noise level using a high-end cooled CCD camera). The
acquired epi-luminescence images of skin autofluorescence and UCNP distribution
excited, respectively, at 365 and 980 nm are shown in Fig. 14.11.

It turns out that the excitation light scattering bled through the interference
filters contributes more to the imaging background than the autofluorescence signal,
which is an unusual situation in optical biomedical imaging. In order to counter the
excitation light bleeding into the detection path, the detection band can be spectrally
offset by as much as 330 nm from the excitation band, by picking the NaYF4:Yb:Er
upconversion emission multiplet centered at 550 nm (Fig.14.9c, green shaded band)
[66]. The other major advantage of UCNP lies in a million-fold difference in
the emission lifetimes of UCNP and endogenous fluorophores that make up the
autofluorescence background (�uc � 1ms versus �af � 3 ns) that allows complete
suppression of the autofluorescence and excitation background by an optical time-
gated approach alone, thus avoiding the use of expensive interference filters. This
scheme is realized by setting a time delay (�10 ms) between the excitation laser
pulse and photodetection of the sample response. The long �uc of UCNP also lead
to the enhanced efficiency of Förster resonance energy transfer (FRET) processes,
used to investigate protein interactions [67].

14.3.4 Optical Imaging of UCNP in Biological Samples

The promise of upconversion nanoparticles has been recently demonstrated through
the imaging of UCNP bioconjugates in cell cultures [4, 68] and whole animal
models [6, 69], with the autofluorescence background suppressed. Figure 14.12
shows live-cell imaging of UCNPs in cells by using laser-scanning luminescence
confocal microscopy [4]. The confocal imaging modality allows high-sensitivity
detection since the high intensity at the sub-femtoliter focal excitation volume, such
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Fig. 14.11 NaYF4:Yb:Tm nanoparticle distribution in human skin in case of (top two rows) the
topical application, and (bottom row) micro-needle treatment. (a), (d), (g), UV (365 nm)-excited
autofluorescence images of skin; (b), (e), (h), images of UCNP excited by 980-nm laser; (c), (f),
(i), pseudo-color overlaid images of (a), (d), (g) showing UCNPs (purple color) in skin folds and
dermis (green color), respectively

as 10 � 105 W cm�2 (used to obtain images in Fig. 14.11), is easily achievable.
Evading the signal cross talks caused by the multiple scattering of the luminescence
photons in the biological samples is important for single nanoparticle imaging,
which would otherwise be obscured by intense signals from UCNP clusters. At
the same time, the confocal imaging modality suffers from long image acquisition
times arising from the necessity to dwell for several �uc-s on each acquisition pixel.
As an example, consider �uc � 1ms that requires, at least, 5 ms per pixel and c.a.
1/2 h to capture a 512 � 512 pixel image – this is unaffordable for most practical
applications.
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Fig. 14.12 Live-cell imaging of UCNPs in NIH 3T3 murine fibroblasts using laser-scanning
luminescence confocal microscopy. (a) Bright field image of a cell with endocytosed UCNPs,
(b) upconverted luminescence following 980-nm excitation, and (c) overlay. Scale bar, 10�m

Intensive research activity has been streaming toward optical tomography of
UCNP-tagged tissue sites, where upconversion nanoparticles are deployed as the
molecular probes. In particular, the whole animal imaging has been reported
on a number of occasions, where the UCNP-assisted target delivery and optical
tomography imaging of cancer tumor sites demonstrated the imaging depth of up to
2 cm in transmission mode [70].

This raises the question on the ultimate sensitivity limit achievable for the UCNP
imaging in biological tissue. In order to answer this question, we performed the
single UCNP imaging through a layer of the hemolyzed blood using full-field
optical microscopy configuration. It was realized that as long as the scattering of
the biological sample was not overwhelming, such as in the case of the hemolyzed
blood, sample absorption presented little problem for imaging, and no degradation
of the imaging of a single (UCNP) nanoparticle was observed (see Fig. 14.13).

14.3.5 Shortcomings of the UCNP Technology

These studies have revealed shortcomings of the UCNP technology. These include
limited penetration depth of the UCNP-assisted optical imaging in whole animals
because of the requirement of high excitation intensity that is usually realized
by focusing, and is not possible in turbid biological tissue [66]. This point is
illustrated in Fig. 14.14, where a comparison between the optical tomography
imaging deploying organic fluorescence dye and UCNP in an animal model is
presented [66]. Although the UCNP-assisted optical tomography provided much
more accurate localization of the luminescence probe (due to the background-
free imaging and nonlinear dependency of the luminescence signal versus the
excitation intensity), the sensitivity of the UCNP detection is inferior to that of the
conventional infrared Cy5 fluorescence dye. It is important to note that, unlike in
the case of Cy5, the UCNP signal intensity is quickly degraded versus the imaging
depth. This sets an inherent limit on the applicability of the UCNPs for deep tissue
imaging, especially considering that the maximum intensity allowed at 980 nm
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Fig. 14.13 Optical epi-luminescence microscopy of a single UCNPs deposited on a glass slide
using the “blood immersion” objective lens shown in (a). (b) and (c) Images of the constellation of
UCNPs acquired using correspondingly water- and blood-immersion objective lenses. The images
were matched to those acquired by transmission electron microscopy. A single UCNP particle is
encircled. The epi-luminescence image acquisition time is 1 s

in humans is limited to 726 mW cm�2. Besides, the spectral filtering efficiency
of the UCNP luminescence is compromised by the broad angular distribution of
unwanted background photons emerging from biological tissue (10�106-fold versus
10 � 103-fold [71]), although this can be mitigated by the time-gated imaging mode.
These findings call for redefinition of the target applications, which will capitilize
on the key UCNP merits, while minimizing their limitations. One such application
is ultrasensitive imaging of UCNPs in thin tissue slices, such as skin, aiming at
demonstration of background-free imaging of nanoparticles paving a way toward
ultrasensitive in vivo imaging of nanoparticle penetration in skin.

14.4 Luminescent Nanoparticle Bioconjugation

In most cases, living systems treat extraneous nanomaterial, as an unwelcome
intruder, and engage disposal protocols. In order to usher in a more meaningful
communication with cells, a nanoparticle needs to be decorated with biomolecule(s)
whose role is to establish a communication interface between the nanoparticle and
the cell. A luminescent nanoparticle participating is such communication events
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Fig. 14.14 Left panel (top): Image of a mouse with a thin capillary tube inserted into the
esophagus. The tube is filled with Cy5.5 dye (excitation at 680 nm and emission at 712 nm). Left
panel (bottom): The same mouse with UCNP instead of the dye (excitation at 980 nm and emission
at 670 nm). The absence of autofluorescence in the bottom image is obvious. However, a much
stronger excitation power is required in the case of UCNP probe. This is illustrated on the right
panel where the decay of the signal is shown, as a function of the tissue imaging depth. The signal
decays much faster for the UCNP, because it is proportional to the intensity in the power of 2.3
(Reproduced from Ref. [66])

furnished by biomolecular cascades can report on the molecular trafficking and
serve diagnostic and therapeutic purposes. Therefore, grafting biomolecules onto
the nanoparticle surface represents the key procedure underlying the convergence
of Nanotechnology with Life Sciences.

14.4.1 Colloidal Stability in Water and Buffer Solutions

Deployment of luminescent nanoparticle in biomedical applications critically
depends on NP bioconjugate stability in physiological solutions, currently an
issue, as oftentimes synthesized NPs, such as upconversion NPs, are hydrophobic.
Their dispersion in water results in rapid formation of aggregates that precipitate
in the form of an insoluble residue. However, hydrophilicity of some NPs, such as
the surface-oxygenated nanodiamonds, does not guarantee LND aqueous colloidal
stability; unless the functional groups the NP surface acquire sufficient charge
in water. This surface charge is measured in terms of the zeta-potential units,
mV. Surface-oxygenated nanodiamonds are stable in water at the zeta-potential
absolute value greater than 30 mV. However, when the nanodiamond aqueous
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colloid is transferred to buffer, salt-induced surface charge screening leads to floc-
culation [72]. Existing NP surface functionalization methods to counter flocculation
and to facilitate bioconjugation can be classified as covalent functionalization,
e.g., amidation (utilizing surface carboxyl groups), silanization, adsorption, and
lipid/polymer capping. While the reported covalent functionalization protocols
showed stability of the resultant complexes, their realization was often complex
and case dependent, whereas most of the other methods compromised functional
stability. In the following two subsections, we address two surface functionalization
and bioconjugation strategies using the examples of LND and UCNP to illustrate
the main aspects of this side of bio-nanotechnology.

14.4.2 A Universal Bioconjugation Platform Based on
a High-Affinity Molecular Pair Barnase:Barstar

Most of the nanodiamond surface cleaning procedures promotes formation of
oxygen-containing surface functional groups, including carboxyls, hydroxyls,
ketons, and aldehydes. Many of these groups are biologically compatible, thus
forming a lucrative possibility for the direct covalent attachment of biomolecules
using, e.g., a carboxyl group (COOH). COOH is universally employed in living
systems to assemble proteins by fusing together a COOH terminal of one protein
with an amino-terminal (NH2) of the other protein, forming a strong covalent amide
bond. Since COOH-abundance of the acid-cleaned nanodiamond surface is c.a. 7 %,
it is conceivable to make use of this terminal to attach a biomolecule containing
a NH2-terminal. The implementation of this strategy is not straightforward due
to the notorious colloidal instability of nanodiamonds in saline solutions, which
are essential to maintain the structural conformation of biomolecules. Also,
amide-bonding reactions can alter the functionality of biomolecules and, hence,
need adjustments specific to each biomolecule. This is cumbersome, and calls
for a universal straightforward bioconjugation approach. A novel nanoparticle-
bioconjugation platform has been recently reported [73]. This approach is based
on a high-affinity protein pair, barstar:barnase (Bs:Bn), a functional analogue of
streptavidin:biotin, that provides a modular design toolkit by way of locking organic
and inorganic modules together in a straightforward and robust manner. The LND
biofunctionalization strategy based on Bs:Bn is as follows: A covalently assembled
subunit LND-Bs (or LND-Bn) strongly attaches to a prefabricated counter subunit
Bn-X (or Bs-X) by simply mixing the two colloidal substrates, where X is a terminal
molecule/nanoparticle. The terminal molecule can be biologically significant, with a
potential for targeted drug delivery and/or biolabeling applications (see Fig. 14.15).

Non-cytotoxic, biocompatible, and bright luminescent nanodiamonds (LNDs)
represented a particularly attractive “docking station” due to their appeal for
molecular probe and targeted delivery applications. The modified EDC/sNHS
reaction yielded a covalently bonded 140- and 35-nm LND-Bs conjugate, which
showed remarkable colloidal stability in buffer solutions. Using this platform, LND-
Bs:Bn-(green fluorescent protein) and LND-Bs:Bn-nanogold were synthesized and
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Fig. 14.15 Diagram of a universal platform for bioconjugation of macromolecules and nanoparti-
cles to the nano-vehicle surface, in this example, nanodiamond. Covalently grafted to the diamond
surface molecules, barstar (green caps) are able to selectively bind to molecules of barnase
(brown cones), which, in turn, are pre-conjugated with such macromolecules as green fluorescent
protein (fragment), antibodies (fragment at the top), or nanoparticles, e.g., nanogold (fragment).
Transmission electron microscopy image shows the assembly of nanodiamond-nanogold, called
“nano-diadem” (inset) [34]

tested in saline solutions and cellular environments. Assaying and optical/TEM
imaging of these synthesized organic and inorganic complexes revealed their
functional stability and structural integrity [34]. Most recently, the authors (AZ,
SD, et al.) have demonstrated implementation of the same protocol to obtain
antibody bioconjugates of upconversion nanoparticles UCNP-Bs:Bn-4D5, where
4D5 represents a recombinant mini-antibody to the HER2/neu receptor, a type of
epithelial growth factor receptor.

14.4.3 Bioconjugates of Upconversion Nanoparticle Coated with
Amphiphilic polymer

The bioconjugation strategy described for nanodiamonds represents an exceptional
case of nanoparticles featuring biocompatible surface moieties, and often stable in
aqueous colloids. In general, inorganic nanoparticles are non-mixable with water,
and their surface provides no anchoring points for attachment of biomolecules. Con-
sidering a number of interesting luminescent nanoparticles emerging as a result of
the rapid developments in Nanotechnology, a universal bioconjugation approach is
highly demanded. Upconversion nanoparticles based on the popular nanocrystalline
host NaYF4 represent one of the most challenging cases. Firstly, as-synthesized
UCNPs are surface-coordinated with oleic groups that render this nanomaterial
hydrophobic, i.e., not mixable with water and buffer solutions. Secondly, NaYF4
does not seem to provide amiable surface anchoring points for firm docking of
biomolecules or auxiliary moieties. Thirdly, the UCNP power quantum yield ap-
peared to be highly susceptible to the surface functionalization, where high-energy
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vibronic modes of some functional groups, such as COOH, provided non-radiative
relaxation path to the upper excited states of Er or Tm in NaYF4:Yb:Er(Tm) [64].
Early attempts to displace the weakly bonded oleic groups with more affine moi-
eties, such as citric [4] and mercaptopropionic [74] groups, have demonstrated only
marginal colloidal stability of UCNPs at the neutral pH (pH 7) values, precluding
biomedical applications, where pH varies widely. This implies that the functional
group attachment to the UCNP surface was governed by electrostatic and/or Van
der Waals forces, i.e., attachment by adsorption. The absorption-based biofunc-
tionalization protocol has been employed by Niedbala and coworkers to attach
NeutrAvidin to the UCNP surface by a facile pot-mix reaction [75]. This approach
is subject to desorption of the adsorbed molecules in biological solutions, and also
depends on the pH of the medium. A common solution is to cover the surface
of nanoparticles by polyethylene-glycol (PEG). These groups prevent nanoparticle
merging and forming of aggregates, which adversely affect the colloidal stability,
via the mechanism of steric hindrance [76]. Also, PEGylation represents the core of
the so-called stealth technology preventing PEGylated nanoparticles intravenously
injected into the blood stream from rapid immune-mediated removal. However, PEG
groups have their disadvantages associated with poorly controlled polymer chains,
and, most importantly, PEG chemistry is expensive.

A radical solution to avoid the dependency of bioconjugation reactions on the
UCNP surface anchoring lies in coating nanoparticles with an additional layer that
is amiable for subsequent bioconjugation. Coating the UCNP nanoparticle with
a silica shell [77, 78] represents an attractive approach due to the shell stability
in the range of pH, and maturity of the silica surface coating technology [77].
Another approach makes use of amphiphilic polymers that represent molecules
with hydrophobic and hydrophilic terminals. This approach has been successfully
demonstrated for surface activation of quantum dots [79], and partly accounted
for the commercial success of quantum dots-based procedures. An amphiphilic
polymer was wrapped around the particles, exploiting the nonspecific hydrophobic
interactions between the alkyl chains of poly(maleic anhydride alt-1-tetradecene)
and the nanocrystal surfactant molecules (oleic acids). This resulted in transferring
hydrophobically capped nanocrystals from organic to aqueous solution. Addition
of bis(6-aminohexyl)amine resulted in the cross-linking of polymer chains around
each nanoparticle [79]. Our initial experiments using this protocol have resulted in
UCNPs being stable in water and buffer solutions for a month. Nanocrystals coated
with COOH-amphiphilic polymer [79] are readily processed using a universal
bioconjugation protocol, i.e., EDC/sNHS reaction, which we have demonstrated
by attaching streptavidin to UCNP, as presented in Fig. 14.16. A facile pot-mix
reaction will lead to a strong attachment of a targeting biomolecule of choice, if this
molecule is biotinylated. A range of commercially available biotinylated ligands and
antibodies, including antibodies to epitope tags, permits versatile design of various
bioconjugates that are linked together via a strong bond between streptavidin and
biotin. An alternative approach, demonstrated by us, is based on a high-affinity
protein pair barnase:barstar that makes use of the advantageous recombinant protein
technology [34].
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Fig. 14.16 Fluorescent microscopy images of UCNP bioconjugated with streptavidin-dylight
(dylight – organic dye) obtained under excitations of 470 and 980 nm, and overlaid false-
color image. Colocalization of several nanoparticles (circled) is clearly observed, demonstrating
successful bioconjugation of streptavidin to UCNP

14.5 Communication of Nanoparticles and Cells

To sustain the lifecycle of living cells, extraneous material has to be absorbed
from the extracellular medium. The absorption mechanisms fall into two categories:
specific internalization, which requires the cell to actively recruit molecules into
the cytoplasm, and nonspecific internalization, which is essentially a random
process in which the cell exercises no active control; it can vary depending on
the cell type and has poor material selectivity. Receptor-mediated endocytosis is
an important example of the specific internalization mechanism that facilitates
import of selected extracellular molecules and mediates intercellular signaling. This
process is regulated by plasma membrane receptors that are predominantly activated
by receptor-specific ligands. As a result, only biomolecular complexes grafted with
these ligands can activate these receptors and gain access into the cell, and these
represent a focus of this book chapter. In the process of endocytosis, the plasma
membrane is invaginated inward from specialized membrane micro-domains form-
ing either clathrin- or caveolin-coated pits. This specific cellular uptake mechanism
has been a subject of intense research driven by the demand to elucidate cellular
molecular trafficking and potential applications in targeted drug delivery.

Aiming at achievement of the highest possible target delivery specificity, we
need to understand nonspecific (in contrast with the specific internalization via
receptor-mediated endocytosis) internalization of nanoparticles that depends on
many parameters of nanoparticles, such as size, surface charge, and surface
functional groups, as we have presented in a separate publication on the example of
quantum dots [80], and shown in Fig. 14.17. Charge affects the level of nanoparticle
uptake in the cells considerably, and should be taken into account, especially
when conducting experiments with cell cultures. Despite that, the mechanism of
the cellular uptake is defined as nonspecific, it is mediated by the receptors, and
realized either through direct interaction between charged particles and the receptor
or through a preliminary attachment of free protein to the NP surface. Surface
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Fig. 14.17 Images showing the level of the quantum dot (QD) uptake in three immortalized
cell cultures AR42J, AtT20, and GH4C1 depending on the surface of functional groups. Direct
attachment of amino groups (far left column, N-CC-QDi) shows the highest level of internalization,
while a PEG-linker (amino-terminal, N-pQDe and carboxyl-terminal, C-pQDe) heavily suppresses
internalization of nanoparticles (Reproduced from Ref. [80])

modification of nanoparticles with hydrophilic polymers, such as PEG, inhibits
the nanoparticle uptake, making it ideally suitable for the negative controls to
various cellular models, where the terminal amino group suppressed internalization
significantly, as shown in Fig.14.17 (columns, N-pQDe, C-pQDe). It is expected that
amino or carboxyl surface functionalization of NP, deprived of PEG, will facilitate
intensive uptake of particles in the cell, despite the positive and negative terminal
charges. However, the positively charged nanoparticles are absorbed less effectively,
and represent a good choice for the experiments on specific labeling and activation
of the cells.

In order to investigate molecular trafficking using NP bioconjugates, the
biomolecular part of the NP module must activate the biological process. In case
of cell communication, it is often a ligand attached to the NP that activates the
cell receptor, and thereby launches a cascade of biomolecular events that may be
regarded as a process of communication of the cell and the nanoparticle. As a
result, the particle is translocated to the cell cytoplasm, where it participates in the
other sequence of the post-endocytosis events. As an example of the ligand that
activates the communication protocol with the cell, we consider somatostatin
(SST). Among the multitude of physiological functions that SST participates
in, some are of high clinical relevance. The biological functions of SST are
initiated upon its binding to trans-membrane G-protein-coupled receptors of six
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Fig. 14.18 (Top) A diagram of specific internalization of peptide somatostatin fused with a red
fluorescent protein (RFP) (center) by binding and activating receptors sst2A (green, upper left
panel) in Chinese hamster ovary cells (CHO-K1). As a result of the endocytosis, SST and sst2A are
taken inside the cells (right top panel). (Bottom) Fluorescent confocal images of the CHO-K1 cells:
(right) showing the colocalization of peptide somatostatin/red fluorescent protein (SST-mRFP)
with the sst2A receptor antibodies, labeled with fluorescent dye FITC, rendered in orange. The
image on the left shows a negative control, obtained by the inhibition of SST-RFP (Reproduced
from Ref. [82])

subtypes, including sst2A, which are differentially distributed in organs such as
brain, spinal cord, and pancreas, and over-expressed in neuroendocrine tumor
cells. The physiological effects of SST, evoked after ligand binding and receptor
activation, are mediated through intracellular signaling mechanisms including the
adenylyl cyclase inhibition, KC channel opening, and, in some cases, the activation
of phospholipase C leading to the opening of intracellular Ca2C stores [81].

Somatostatin analogs, bearing a contrast agent, are useful for a variety of
applications ranging from basic research into elucidating the post-endocytotic
molecular pathways in cells to clinical scenarios, such as the targeting/diagnosis of
neuroendocrine tumors. Prior to demonstration of the NP bioconjugate complex of
NP-SST designed for specific target internalization in cells, the somatostatin activity
and potency was tested using cell cultures that were activated by SST, together
with the demonstration of the specific molecular processes that accompany receptor-
mediated endocytosis.

For example, it is known that the specific receptor sst2A activation triggers
a cascade of processes, such as the opening of the calcium repositories in the
cytoplasm, in genetically modified Chinese hamster ovary cells (CHO-K1). The
design, production, and pharmacological characterization of a recombinant fluo-
rescent SST analogue fused with a monomeric red fluorescent protein (SST-mRFP)
has been reported [82], with the main result shown in Fig. 14.18. The SST moiety
in the SST-mRFP complex was demonstrated to be active and potent for triggering
signaling in both wild-type and transfected cells containing somatostatin receptors.
The fluorescent complex of SST was internalized, as a result of the processes
launched by the receptor activation, leading to the ligand translocation to the
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Fig. 14.19 Fluorescence confocal images of cells treated with (a) 20-�M SST-2B, also known
as SRIF-2B, and (b) blank negative control, followed by 2-nM Sav-QD at low temperature.
The cells, when restored to 37 ıC, internalized the pre-formed receptor:ligand complexes. The
QD-luminescence is color-coded red and the cell-morphological contrast, originated from laser
back-scattering, is color-coded green. The data is representative of at least three independent
experiments. Scale-bar, 10�m

cellular cytoplasm in the process of endocytosis, and eventual accumulation in the
perinuclear region (Fig. 14.18, bottom-right panel). It is interesting to note that
SST and sst2A remain colocalized even at the later stage of the endocytosis, being
encapsulated either in the late endosomes or lysosomes, and visualized in a yellow-
orange color in Fig. 14.18, bottom-right panel. This shows potential of fluorescent
ligand complexes to elucidate the molecular fate of post-endocytotic events, which
in this particular case demonstrate the receptor-ligand integrity.

The development of a somatostatin analogue that bears a luminescent nanopar-
ticle contrast agent represented by a quantum dot has been recently reported.
In virtue of exceptional luminescence properties and commercial availability of
various surface functionalized types, QD was selected as the model nanoparticle.
A biotinylated analogue of SST (SST-2B) was conjugated to a streptavidin-coated
QD (Sav-QD), forming an SST-2B:Sav-QD complex. However, this preformed SST-
2B:Sav-QD complex was incapable to bind/activate the somatostatin receptors.
In order to mitigate this problem, an in situ two-step conjugation strategy was
introduced to overcome the Sav-induced inhibitory effect, an approach that proved
to be successful for specific targeting of the somatostatin receptors. Using this
strategy, the receptor-mediated endocytosis of the nanoparticle-labeled SST was
optically imaged. Despite the original inactivity, SST-2B and similar biotinylated
SST-ligands are envisaged to be made functional again using a two-step approach.
Their deployment for the targeted delivery into cells that express somatostatin
receptors, e.g., in brain regions responsible for the regulation of blood pressure will
be valuable (see Fig. 14.19).
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14.6 Conclusion

We described a bottom-up strategy of luminescent nanoparticle-assisted imaging
of cellular processes, such as the receptor-mediated endocytosis and associated
molecular events. This strategy has three main building blocks: bright photostable
luminescent nanomaterials conspicuous on the background of cell autofluores-
cence, surface modification to enable interfacing with the biological world, and
modular engineering of the biomolecular complexes equipped with a ligand for
programmable functions in the cell. Luminescent nanodiamonds (LND) and up-
conversion nanoparticles (UCNP) were selected as representatives of different
classes of luminescent emitters, and their photophysics was discussed in the
context of optical biological imaging. The rapidly growing area of nanotechnology
offers a number of lucrative possibilities of nanomaterial deployment in bio-
nano-optics applications. The nanomaterial choice, however, needs to be carefully
scrutinized based on the material’s physical, chemical, and optical properties,
where the core chemical inertness, amiable surface chemistry, and minimal cy-
totoxicity are essential. Optical properties remain the key factors determining
the utility of these nanomaterials, where the nanoparticle brightness defined as
the action cross section is a necessary, but not sufficient, prerequisite. It ap-
pears that the imaging contrast of luminescent nanoparticle against the crowded
morphological and autofluorescence background of the cell needs to be taken
into account. Despite the lower action cross-section of the UCNP, they offer
excellent means for discrimination of the excitation and autofluorescence back-
ground paving a way toward ultimate detection sensitivity at the single-molecule
level.

Interfacing of nanoparticles with biomolecules using bioconjugation proce-
dures poses a challenge due to the poor dispersability of (often hydrophobic)
nanoparticles in aqueous/buffer colloids exacerbated by the surface inability to
anchor biomolecules or intermediate linkers. Luminescent nanodiamond represents
a fortunate exception, whose surface is decorated with biologically amiable carbonyl
groups that enable direct realization of a modular assembly of a LND bioconjugate
in a facile pot-mix reaction. Hydrophobic UCNPs require several extra-procedures
to render these particles mixable with buffer solutions and graft COOH-groups on
their surface. This is achieved by complete surface reshaping with a shell compris-
ing, e.g., amphiphilic polymer prefabricated with COOH-groups that renders UCNP
surface amenable to bioconjugation.

Biological properties of the nanoparticle bioconjugates are determined by a
ligand firmly attached to the nanoparticle surface, and the choice of ligands and
participating biological systems is substantial. We chose a peptide somatostatin, as
the ligand, to demonstrate the potential of the luminescent nanoparticle tagging to
elucidate its molecular pathway during the endocytotic and post-endocytotic events.

The development of luminescent nanoparticle bioconjugates capable of pro-
grammable interactions with the targeted cells opens new opportunities in several
areas of life sciences, including new imaging modalities, enabling long time-lapse
investigation of molecular trafficking in cells, cellular imaging at the unprecedented
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single-molecule level, in vivo diagnosis based on ultrahigh-sensitivity optical
tomography imaging, and, targeted drug delivery. This work sets first grounds for
these exciting future prospects.
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Abstract
In this chapter, we review the optical near-field phenomena and their
applications to realize the nanophotonic device. To realize the nanometer-
scale controllability in size and position, we demonstrate the feasibility of
nanometer-scale chemical vapor deposition using optical near-field techniques
(see Sect. 15.2). In which, the probe-less fabrication method for mass
production is also demonstrated. To confirm the promising optical properties
of individual ZnO for realizing nanophotonic devices, we performed the near-
field evaluation of the ZnO quantum structure (see Sect. 15.3). To drive the
nanophotonic device with external conventional diffraction-limited photonic
device, the far-/near-field conversion device is required. Section 15.4 reviews
nanometer-scale waveguide to be used as such a conversion device of the
nanophotonic ICs.

15.1 Introduction

Progress in DRAM technology requires improved lithography. It is estimated that
the technology nodes should be down to 16 nm by the year 2019 [1]. Recent
improvement of the immersion lithography using excimer laser (wavelength of 193
and 157 nm) has realized the technology node as small as 90 nm. Further decrease in
the node is expected using extreme ultraviolet (EUV) light source with a wavelength
of 13:5 nm. However, their resolution of the linewidth is limited by the diffraction
limit of light. Furthermore, continued innovation for transistor scaling is required to
manage power density and heat dissipation.

To overcome these difficulties, we have proposed nanometer-scale photonic
integrated circuits (i.e., nanophotonic ICs) [2]. These devices consist of nanometer-
scale dots, and an optical near field is used as the signal carrier. Since an optical
near field is free from the diffraction of light due to its size-dependent localization
and size-dependent resonance features, nanophotonics enables the fabrication,
operation, and integration of nanometric devices.

As a representative device, a nanophotonic switch can be realized by controlling
the dipole-forbidden optical energy transfer among resonant energy states in
nanometer-scale quantum dots via an optical near field [3]. To realize room-
temperature operation of nanophotonic switch, ZnO nanocrystallites are promis-
ing material, owing to their large exciton binding energy [4–6]. By considering
the amount of the energy shift of the ground state of the exciton in the ZnO
nanocrystallites due to the quantum confinement effect at room temperature, it
is estimated that the size accuracy in ZnO nanocrystallite deposition must be as
low as ˙10 % in order to realize efficient near-field energy transfer among the
resonant energy state in nanophotonic switch composed of 5-, 7-, and 10-nm
dots [3].
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15.2 Fabrication of Nanostructure Using Optical Near Field

15.2.1 Near-Field Optical Chemical Vapor Deposition

For realization of nanoscale photonic device required by the future system, electron
beams [7] and scanning probe microscopes [8, 9] have been used to control the site
on the substrate. However, these techniques have a fatal disadvantage because they
cannot deal with insulators, limiting their application.

To overcome this difficulties, in this section, we demonstrated near-field optical
chemical vapor deposition (NFO-CVD; Fig. 15.1), which enables the fabrication
of nanometer-scale structures, while precisely controlling their size and position
[10–15]. That is, the position can be controlled accurately by controlling the position
of the fiber probe used to generate the optical near field. To guarantee that an
optical near field is generated with sufficiently high efficiency, we used a sharpened
UV fiber probe, which was fabricated using a pulling/etching technique [16].
In the uncoated condition, the diameter of the sharpened probe tip remained
sufficiently small. This enabled high-resolution position control and in situ shear-
force topographical imaging of the deposited nanometer-scale structures. Since the
deposition time was sufficiently short, the deposition of metal on the fiber probe
and the resultant decrease in the throughput of optical near-field generation were
negligible. The separation between the fiber probe and the sapphire .0001/ substrate
was kept within a few nanometers by shear-force feedback control. Immediately

Ar

MO gas

Tuning
fork

Vacuum Chamber

Substrate

Laser 1 Laser 2

UV fiber

Fig. 15.1 Schematic of NFO-CVD
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after the nano-dots were deposited, their sizes and shapes were measured by in situ
vacuum shear-force microscopy [10], using the same probe as used for deposition.
Due to the photochemical reaction between the reactant molecules and the optical
near field generated at the tip of an optical fiber probe, NFO-CVD is applicable to
various materials, including metals, semiconductors, and insulators.

Conventional optical CVD method uses a light source that resonates the ab-
sorption band of megalomaniac (MO) vapor and has a photon energy that exceeds
the dissociation energy [17]. Thus, it utilizes a two-step process: gas-phase pho-
todissociation and subsequent adsorption. In this process, resonant photons excite
molecules from the ground state to the excited electronic state and the excited
molecules relax to the dissociation channel, and then the dissociated metallic atoms
adsorb to the substrate [18]. However, we found that the dissociated MO molecules
migrate on the substrate before adsorption, which limits the minimum lateral size
of deposited dots (Fig. 15.2a). A promising method for avoiding this migration is
dissociation and deposition in the adsorption phase (Fig. 15.2b).

As an example of NFO-CVD, we introduce the deposition of Zn dot. Since
the absorption band edge energy of the gas-phase diethylzinc (DEZn) was 4:6 eV
(� D 270 nm) [17], we used He–Cd laser light (3:81 eV, � D 325 nm) as the
light source (laser 1 in Fig. 15.1) for the deposition of Zn; it is nonresonant to gas-
phase DEZn. However, due to the absorption spectrum in DEZn with respect to
that in the gas-phase, that is, it resonates the adsorption-phase DEZn. The redshift
may be attributed to perturbations of the free-molecule potential surface in the
adsorbed phase [17, 19]. Using a sharpened UV fiber probe, we achieved selective
dissociation of adsorbed DEZn; as a result, we successfully fabricated 20-nm Zn
dots with 65-nm separation on sapphire .0001/ substrate (see Fig. 15.3a) [12, 14].
Furthermore, since the nonresonant propagating light that leaked from the probe
did not dissociate the gas-phase DEZn, the atomic-level sapphire steps around
the deposited dots were clearly observed after the deposition. By changing the
reactant molecules during deposition, nanometric Zn and Al dots were successively
deposited on the same sapphire substrate with high precision (see Fig. 15.3b) [15].

Migration

hυ
MO

molecules

Substrate

hυ Adsorbed
molecules

Substrate

a b

Fig. 15.2 Schematic diagrams of the photodissociation of the (a) gas-phase and (b) adsorption-
phase MO molecules
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Fig. 15.3 Shear-force image of closely spaced (a) Zn dots and (b) Zn and Al dots

Since high-quality ZnO nanocrystallites can be obtained by oxidizing Zn nuclei
[20, 21], NFO-CVD could be used to produce high-quality ZnO nanocrystallites,
a promising material for use in nanometer-scale light emitters and switching devices
in nanophotonic IC. Furthermore, to confirm that the deposited dots were Zn,
we fabricated a UV-emitting ZnO dot by oxidizing the Zn dot immediately after
deposition [12].

First, the Zn dot was deposited using selective dissociation of adsorbed DEZn
(Fig. 15.4a). Next, laser annealing was employed for this oxidization [21]; that
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Fig. 15.4 (a) Shear-force image of Zn dot. (b) Spatial distribution of the optical near-field PL
intensity (� > 360 nm) of an oxidized Zn dot (a). The image is of a 750 � 750-nm area. (c)
Cross-sectional profile through the spot of (a)

is, the deposited Zn dot was irradiated with a pulse of an ArF excimer laser
(� D 193 nm; pulse width, 30 ns; fluence, 120mJ/cm2) in a high-pressure oxygen
environment (5Torr). Finally, to evaluate the optical properties of the oxidized
dot, the photoluminescence (PL) intensity distribution was measured using an
illumination and collection mode (IC-mode) near-field optical microscope. For this
measurement, a He–Cd laser (� D 325 nm) was used as the light source and the
signal collected through a fiber probe and a long wave (� > 360 nm) pass filter was
focused on a photomultiplier tube (PMT) to count photons.
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Figure 15.4b shows the PL intensity distribution (� > 360 nm) of an oxidized
dot. The low collection efficiency due to the IC-mode configuration did not establish
the spectrum. Thus, a Zn thin film was deposited using the same CVD process,
except the optical near field was replaced by far-field propagating light. After it was
annealed with an excimer laser, we found that the PL intensity of the spontaneous
emission from the free exciton was ten times greater than that of the deep-level green
emission. Thus, we concluded that the PL in Fig.15.4a originated from spontaneous
emission from the free exciton. Figure 15.4c is the cross-sectional profile through
the spot in Fig. 15.4b. Note that the full width at half maximum (FWHM) in
Fig. 15.4c is smaller than the dot size (FWHM of 100 nm; see Fig. 15.4a), which
was estimated using a shear-force microscope. This originates from the high spatial
resolution capability of the IC-mode near-field microscope. The next stage of this
study will be a more detailed evaluation of the optical properties of single ZnO
nanocrystallites.

15.2.2 Regulating the Size and Position of Deposited Zn
Nanoparticles by Optical Near-Field Desorption Using
Size-Dependent Resonance

In order to realize further controllability of size, in this section, we utilize the
dependence of plasmon resonance on the photon energy of optical near fields and
control the growth of Zn nanoparticles during the process of Zn deposition. Using
this dependence, we demonstrate the deposition of a nanometer-scale dot using
NFO-CVD [13].

First, we studied nanoparticle formation on the cleaved facets of UV fibers (core
diameter = 10�m) using conventional optical CVD (see Fig. 15.5a).

Gas-phase DEZn at a partial pressure of 5mTorr was used as the source gas. The
total pressure, including that of the Ar buffer gas, was 3Torr. As the light source
for the photodissociation of DEZn, a 500-�W He–Cd laser (photon energy Ep D
3:81 eV [� D 325 nm]) was coupled to the other end of the fiber. The irradiation
time was 20 s. This irradiation covered the facet of the fiber core with a layer of Zn
nanodots. Figure 15.6a shows a scanning electron microscopic (SEM) image of the
deposited Zn nanodots, and their size distribution is shown in Fig. 15.6d. The peak
diameter and FWHM of this curve are 110 and 50 nm, respectively.

In order to control the size distribution, we introduced 20�W ArC (Ep D
2:54 eV [� D 488 nm]) or He–Ne (Ep D 1:96 eV [� D 633 nm]) lasers into
the fiber, in addition to the He–Cd laser. Their photon energies are lower than the
absorption band edge energy of DEZn; that is, they are nonresonant light sources for
the dissociation of DEZn. The irradiation time was 20 s. Figure 15.6b, c shows SEM
images of the Zn nanodots deposited with irradiation at Ep D 3:81 and 2:54 eV
and at Ep D 3:81 and 1:96 eV, respectively. Figure 15.6e, f shows the respective
size distributions. The peak diameters are 30 and 18 nm, respectively, which are
smaller than those of the dots in Fig. 15.6d, and depend on the photon energy of
the additional light. Furthermore, the FWHM (10 and 12 nm, respectively) was
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Fig. 15.5 Schematics of (a) conventional optical CVD on the cleaved facet of an optical fiber and
(b) near-field optical CVD

definitely narrower than that of Fig. 15.6d. These results suggest that the additional
light controls the size of the dots and reduces the size fluctuation; that is, size
regulation is realized.

We now discuss the possible mechanisms by which the additional light regulates
the size of the dots. A metal nanoparticle has strong optical absorption due
to plasmon resonance [22, 23], which strongly depends on particle size. This
can induce the desorption of the deposited metal nanoparticles [24, 25]. As the
deposition of metal nanoparticles proceeds in the presence of light, the growth
of the particles is affected by a trade-off between deposition and desorption,
which determines their size, and depends on the photon energy. It has been
reported that surface plasmon resonance in a metal nanoparticle is redshifted with
increasing the particle size [24,25]. However, our experimental results disagree with
these reports (compare Fig. 15.6d–f). In order to find the origin of this disagree-
ment, a series of calculations were performed and resonant sizes were evaluated.
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Mie’s theory of scattering by a Zn sphere was employed, and only the first mode was
considered [26]. The curves in Fig. 15.7a represent the calculated polarizability ˛
with respect to three photon energies. The vertical axis is the value of ˛ normalized
to the volume, V , of a Zn sphere in the air, which depends on its diameter and is
maximal at a certain diameter, that is, at the resonant diameter. The solid curve in
Fig.15.7b represents the resonant diameter as a function of the photon energy, which
is not a monotonous function and takes the minimum atEp D 2:0 eV (� D 620 nm).
Since the imaginary part of the refractive index of the Zn also takes a maximum
also at Ep D 2:0 eV (� D 620 nm) (see the broken curve in Fig. 15.7b) [27], the
minimum of the solid curve is due to the strong absorption in Zn.

Although Fig. 15.7a shows that the resonant diameter (95 nm) for Ep D 2:54 eV
exceeds that (80 nm) for Ep D 3:81 eV, the calculated resonant diameter for
Ep D 3:81 eV is in good agreement with the experimentally confirmed particle
size (see curve A in Fig. 15.6d). Since the He–Cd laser light (Ep D 3:81 eV)
is resonant for the dissociation of DEZn and is responsible for the deposition,
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irradiation with a He–Cd laser during deposition causes the particles to grow, and
this growth halts when the particles reach the resonant diameter, because the rate of
desorption increases due to resonant plasmon excitation. This is further supported
by the fact that the resonant diameter (75 nm) for Ep D 1:96 eV is smaller than that
for Ep D 3:81 eV (see Fig. 15.7a) and illumination with the additional light causes
the particles to shrink (see Fig. 15.6d).

Another possible mechanism involves the acceleration of dissociation by the
additional light. The photodissociation of DEZn produces transient monoethylzinc;
then, Zn results from the dissociation of monoethylzinc. Although the absorption
band of monoethylzinc was not determined, the photon energy dependence of the
size observed using the additional light might be due to the acceleration of the disso-
ciation rate; that is, the additional light, which is nonresonant for DEZn, resonates
the monoethylzinc [28], since the first metal-alkyl bond dissociation has a larger
dissociation energy than the subsequent metal-alkyl bond dissociation [29, 30].

Finally, using this dependence, we used NFO-CVD (see Fig. 15.1) to control
the position of the deposited particle. Figure 15.8a–c shows topographical images
of Zn deposited by NFO-CVD with illumination with a 1-�W He–Cd laser
(Ep D 3:81 eV, laser 1 in Fig. 15.1) alone, or together with a 1-�W ArC laser
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Fig. 15.8 Bird’s-eye views of shear-force topographical images of Zn deposited by NFO-CVD
with (a) Ep D 3:81 eV, (b) Ep D 3:81 and 2:54 eV, and (c) Ep D 3:81 and 1:96 eV, respectively.
(d) Curves A, B, and C show the respective cross-sectional profiles through the Zn dots deposited
in (a), (b), and (c)

(Ep D 2:54 eV) or a 1-�W He–Ne laser (Ep D 1:96 eV) (laser 2 in Fig. 15.1),
respectively. The irradiation times were 60 s. During deposition, the partial pressure
of DEZn and the total pressure including the Ar buffer gas were maintained
to 100 mTorr and 3 Torr, respectively. In Fig. 15.8d, curves A, B, and C are
the respective cross-sectional profiles through the Zn dots in Fig. 15.8a–c. The
respective FWHM was 60, 30, and 15 nm; that is, a lower photon energy gave
rise to smaller particles, which is consistent with the experimental results shown
in Fig. 15.6.

These results suggest that the additional light controls the size of the dots and
reduces the size fluctuation; that is, size regulation is realized. Furthermore, the
position can be controlled accurately by controlling the position of the fiber probe
used to generate the optical near field. The experimental results and the suggested
mechanisms described above show the potential advantages of this technique in
improving the regulation of size and position of deposited nanodots. Furthermore,
since our deposition method is based on a photodissociation reaction, it could be
widely used for nanofabrication of the other material, for example, GaN and GaAs.



610 T. Yatsui et al.

Groove

DesorptionOptical
near field

Optical
near field

Desorption

sputtering

Optical
near field

Far field

a

b

c

d

e

Fig. 15.9 Fabrication process of metal dot chain by the sputtering using near-field desorption
technique

E90

y

x 500nm

10μm

Fig. 15.10 Al dot chain with 2:33-eV light illumination

For realization of mass production of nanometric structures, we also demon-
strated possibilities of applying such a near-field desorption to other deposition
technique, which does not use fiber probe. We performed metal nanoparticle
deposition over the preformed grooves on the glass substrate (Fig. 15.9a) by
the sputtering under the illumination (Fig. 15.9b). Since the optical near field is
enhanced at the edge of the groove, it can induce the desorption of the deposited
metal nanoparticles when they reach at their resonant size for optical absorption
(Fig. 15.9d, e).

By illuminating 1:96 eV (2:33 eV) light during the deposition of Al film, we
successfully fabricated Al dot chain as long as 20 �m (see Fig. 15.10) [31].
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Fig. 15.11 A SEM image of (a) UV fiber probe and (b) its apex. 2ap: apex diameter

15.2.3 Observation of Size-Dependent Resonance of Near-Field
Coupling Between Deposited Zn Dot and Probe Apex During
NFO-CVD

To realize sub-10-nm scale controllability in size, we report here the precise growth
mechanism of Zn dots with NFO-CVD. We directly observe that the deposition
rate is maximal when the dot grew to a size equivalent to the probe apex diameter.
This dependence is well accounted for by the theoretically calculated dipole–dipole
coupling with a Förster field. The theoretical support and experimental results
indicate that potential advantages of this technique for improving regulation of the
size and position of deposited nanometer-scale dots.

Figure 15.11b shows the SEM image of the fiber probe used in this study. The
apex diameter 2ap is estimated as 9 nm by referring to the fitted broken circle.

Figure 15.12a shows a shear-force image of four Zn dots deposited with the
irradiation time of 60 (dot A), 30 (dot B), 10 (dot C), and 5 s (dot D) with the
laser output power P of 5�W. We tried to deposit dots with 260 -nm separations
along the x-axis by servo-controlling the position of the fiber probe. As shown in
the cross-sectional profiles in Fig. 15.12b, Zn dots as small as 20 nm in their size S
(defined by the FWHM on this profile) were fabricated. Their separation are 269 and
262 nm, by which high accuracy in position (<10 nm) was confirmed. Major origin
of this residual inaccuracy is the hysteresis of the PZT actuator used for scanning
the fiber probe, which can be decreased by carefully selecting the actuator.

Figure 15.13a shows the normalized deposition rate R of Zn dots, as a function
of the dot size S . Since the measured dot size S 0 was convolution of probe apex
diameter 2ap and the real size S , S was estimated as S D S 0 � 2ap. It should
be noted that R takes the maximum at S D 2ap. This result indicates that the
magnitude of the near-field optical interaction between the deposited Zn dot and
the probe apex is enhanced resonantly with respect to S , resulting in the resonant
increase in R. In other words, the near-field optical interaction exhibits the size-
dependent resonance characteristics.
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To find the origin of this size-dependent resonance, we calculated the mag-
nitude of the near-field optical interaction between closely spaced nanoparticles
(Fig. 15.13b). The spheres p and s represent the probe apex and the Zn dot,
respectively. Since the separation between two particles is much narrower than the
wavelength, the Förster field (proportional toR�3,R is the distance from the dipole)
is dominant in the oscillating dipole electric field. In this quasistatic model, the
intensity Is of the light scattered from the two closely spaced spheres p and s is
given by Ohtsu and Kobayashi [32]

Is D I1 C I2 D
�
˛p C ˛s

�2 jEj2 C 4�˛ �
˛p C ˛s

� jEj2; (15.1)
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where ˛i D 4�"0."i � "0/=."i C 2"0/a3i is a polarizability of the sphere i.D p; s/
with diameter ai . The first and second terms I1 and I2 represent the light intensity
scattered from the spheres, and the light due to the dipole–dipole interaction induced
by the Förster field. Thus, the light intensity under study, normalized to I1, is
given by

I2=I1 D
GpA

3
p

.Ap C 1/3.GpA3p C 1/
; (15.2)
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whereAp D ap=as andGp D ."p�1/."sC2/=."pC2/."s�1/. For the deposition by
the fiber probe, dielectric constant of Zn and fiber probe are "s D .0:6Ci4/2 [33] and
"p D 1:52, respectively. The diameter 2ap of the sphere p was 9 nm (see Fig.15.12b).
Solid curve in Fig. 15.13a shows the calculated value of I2=I1 as a function of
the Zn dot size S (D 2as), which agrees very well with the experimental results.
This agreement indicates that the increase in R is originated from the dipole–dipole
coupling with Förster field at the dot size equivalent to the probe apex diameter.

15.2.4 Size-, Position-, and Separation-Controlled One-Dimensional
Alignment of Nanoparticles Using an Optical Near Field

Promising components for integrating the nanometer-sized photonic devices include
chemically synthesized nanocrystals, such as metallic nanocrystals [34], semicon-
ductor quantum dots [35], and nanorods [36], because they have uniform size,
controlled shape, defined chemical composition, and tunable surface chemical func-
tionality. However, position- and size-controlled deposition methods have not yet
been developed. Since several methods have been developed to prepare nanometer-
sized templates reproducibly [37], it is expected that the self-assembly of colloidal
nanostructures into a lithographically patterned substrate will enable precise control
at all scales [38]. Capillary forces play an important role, because colloidal nanos-
tructures are synthesized in solution. Recently, successful integration of polymer or
silica spheres [39, 40] and complex nanostructures such as nanotetrapods [40] into
templates by controlling the capillary force using appropriate template structures
has been reported, although their size and separation are typically uniform.

To fabricate nanophotonic devices, we propose a novel method of assembling
nanoparticles by controlling the capillary force interaction and suspension flow.
Further control of the positioning and separation of the nanoparticles is realized by
controlling the particle–particle and particle–substrate interactions using an optical
near field.

To control position and separation very accurately, preliminary experiment was
performed on a patterned Si substrate, where an array of 10�m holes in 100-nm-
thick SiO2 was fabricated using photolithography (Fig. 15.14a). Subsequently, a
suspension containing latex beads with a mean diameter of 40 nm was dispersed
on the substrate, and the latex beads were aligned after solvent evaporation.
The deposited latex beads were not subjected to any surface treatment and were
dispersed in pure water at 0:001wt%. Although the 10-�m-sized template resulted
in low selectivity in the position of the latex beads (Fig. 15.14b, c), the beads were
deposited only on the SiO2 surface owing to its higher capillarity.

For higher positional selectivity, the suspension containing latex beads was
dropped onto a lithographically patterned Si substrate that was spinning at 3;000
revolutions per minute (rpm). As shown in Fig.15.15a, the suspension flow split into
two branches at the SiO2 hole. SEM images (Fig. 15.15b–d) show that the chain of
colloidal beads was aligned at the Si/SiO2 interface. Note that the number of rows
of latex beads decreased (Fig. 15.15b, c) and only the smallest beads, which were
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20 nm in diameter, reached the end of the suspension flow (Fig. 15.15d). Assuming
the same particle–suspension contact angle (denoted  in Fig. 15.15e) for various
particles diameters, the flow speed of the larger latex beads had greater deceleration
since the magnitude of the force pushing the particles on the SiO2 (denoted F
in Fig. 15.15e) owing to evaporation of the solvent is proportional to the particle
diameter [40]. In other words, the size selection was realized.

Based on the results of preliminary deposition, we tried assembling metallic
nanoparticles because they are the material used to construct nanodot couplers [41].
In this trial, we investigated the assembly of colloidal gold nanoparticles with a
mean diameter of 20 nm dispersed in citrate solution at 0:001%. The nanoparticles
were prepared by the citric acid reduction of gold ions and terminated by a carboxyl
group (approximate length is 0:2 nm) with a negative charge [42]. However, they
could not be aggregated using the same deposition process as for the latex beads
(Fig.15.16a). To aggregate these particles, we fabricated a SiO2 line structure with a
plateau width of 50 nm on the Si substrate using photolithography (Fig.15.16b). The
solvent containing the colloidal gold nanoparticles was dropped onto this substrate
at 3;000 rpm. Then, the colloidal gold nanoparticles aggregated along the plateau
of the SiO2 line (Fig. 15.16b, c). This indicates that the capillary force induced by
the lithographically patterned substrate, which is caused by the higher wettability of
SiO2 than that of the Si, was larger than the repulsive force owing to the negative
charge of the carboxyl group on the colloidal gold nanoparticles, and this resulted
in the aggregation and alignment of the colloidal gold nanoparticles at high density
(Fig. 15.16c).

To further control size, separation, and positioning, we examined the aggregation
of colloidal gold nanoparticles under illumination, because the colloidal gold
nanoparticles have strong optical absorption. Strong absorption should desorb the
carboxyl group from the colloidal gold nanoparticles and result in their aggregation.
Such an aggregation of colloidal gold nanoparticles was confirmed by the illumi-
nation of light. Figure 15.17a, b shows the aggregated gold nanoparticles over the
pyramidal Si substrate under the 690-nm-light illumination for 60 s. However, since
the light was illuminated through the droplet of the colloidal gold nanoparticles,
aggregated colloidal gold nanoparticles were spread outside the beam spot. In
order to realize selective aggregation of the gold nanoparticles at the desired
position, the suspension was illuminated from behind (Fig. 15.18a). Furthermore,
we used a Si wedge, because this is a suitable structure for a far-/near-field
conversion device [44]. The Si wedge structure (Fig. 15.18b) was fabricated by
the photolithography and anisotropical etching of Si. Detailed fabrication process
is described in Fig. 15.27.

For this structure, colloidal gold nanoparticles were deposited around the
edge after evaporating the suspension without illumination (Fig. 15.19a, b). Such
aggregation is owing to its wedge structure. This is because the suspension at the
edge is thinner than that on the Si.111/ plane owing to its low capillarity, and this
causes the convective transport of particles toward the edge [43]. Further selective
alignment along the edge of the Si wedge was realized using rear illumination.
Figure 15.19c, d shows the deposited colloidal gold nanoparticles with illumination
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under 690-nm light (25mW/mm2) for 60 s. Since the optical near-field energy is
enhanced at the edge owing to the high refractive index of Si (see Fig. 15.18b) [82],
selective aggregation along the edge with higher density is seen in these figures.
This is due to the desorption of the carboxyl group by the absorption of light by the
colloidal gold nanoparticles.
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Note that the colloidal gold nanoparticles were closely aggregated and aligned
linearly to form a wire shape when the polarization was perpendicular to the
edge axis (Fig. 15.19c), while they were aligned with separation of several tens of
nanometers in the parallel polarization (Fig.15.19d). As the optical near-field energy
for parallel polarization is higher than that for perpendicular polarization [44],
greater aggregation is expected for parallel polarization. Nevertheless, the parallel
polarization resulted in less aggregation. The low resolution of SEM images does
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not determine the distribution of the carboxyl molecules. However, such a repulsive
force for disaggregation is caused by the carboxyl molecules which remained on
the colloidal gold nanoparticles. Thus, we believe that the difference in the degree
of aggregation originated from differences in the charge distribution induced inside
the gold nanoparticles. Based on the polarization dependence of the aggregation, it
is reasonable to consider that the aggregation along the edge with perpendicular
polarization is owing to partially adsorbed carboxyl groups (Fig. 15.19e), while
the disaggregation with the parallel polarization resulted from the repulsive force
induced by the partially attached carboxyl group on the colloidal gold nanoparticles
(Fig. 15.19f).

15.3 Near-Field Evaluation of Isolated ZnO Nanorod
Single-Quantum-Well Structure for Nanophotonic Device

ZnO nanocrystallites are promising material for realizing nanophotonic devices [2]
owing to their large exciton binding energy [4–6] and large oscillator strength [45].
Furthermore, the recent demonstration of semiconductor nanorod quantum-well
structure enables us to fabricate nanometer-scale electronic and photonic devices
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on single nanorods because of its extremely high quality of crystallinity [46–49].
Recently, ZnO/ZnMgO nanorod heterostructures were fabricated, and the quantum
confinement effect even from the SQWs was successfully observed [50]. More
recently, the realization of p-type ZnO opens up significant opportunities for the
opto-electro device based on ZnO [51]. Near-field spectroscopy has made a remark-
able contribution to investigations of the optical properties in nanocrystallite [52]
and resulted in the observation of nanometer-scale optical image, such as the local
density of exciton states [53]. However, reports on semiconductor quantum structure
are limited to naturally formed quantum dot (QD) [53–55]. In this section, we report
low-temperature near-field spectroscopy of artificially fabricated ZnO SQWs on the
end of a ZnO nanorod.

ZnO/ZnMgO SQWs were fabricated on the ends of a ZnO stem with a mean
diameter of 40 nm and a length of 1�m. They were grown vertically from the
sapphire .0001/ substrate using catalyst-free metalorganic vapor phase epitaxy,
in which the ZnO nanorod was grown in the c orientation [49, 50]. The Mg
concentration in the ZnMgO layers averaged 20 atm.%. Two samples were prepared
for this study, their ZnO well layer thickness, Lw, were 2:5 and 3:75 nm, while the
thicknesses of the ZnMgO bottom and top barrier layers in the SQWs were fixed
at 60 and 18 nm, respectively. After growing the ZnO/ZnMgO nanorod SQWs, they
were dispersed so that they were laid down on a flat sapphire substrate to isolate
them from each other (Fig. 15.20).

The far-field PL spectra were obtained using a He–Cd laser (� D 325 nm) before
dispersion of the ZnO/ZnMgO nanorod SQWs. The emission signal was collected
with the achromatic lens (f D 50mm). To confirm that the optical qualities of indi-
vidual ZnO/ZnMgO SQWs were sufficiently high, we used a collection-mode near-
field optical microscope (NOM) using a He–Cd laser (� D 325 nm) for excitation
and a UV fiber probe with an aperture diameter of 30 nm. The excitation source was
focused on a nanorod sample laid on the substrate with a spot size approximately
100�m in diameter. The PL signal was collected with the fiber probe and detected
using a cooled charge-coupled device through a monochromator. The fiber probe
was kept in close proximity to the sample surface (�5 nm) using the shear-force
feedback technique. The polarization of the incident light was controlled with a
�=2 waveplate. In contrast to the naturally formed QD structure (a high monolayer
island formed in a narrow quantum well), the barrier and cap layers laid on the
substrate allowed the probe tip access to PL source, which reduced carrier diffusion
in the ZnO SQWs and the subsequent linewidth broadening, thereby achieving a
high spatial and spectral resolution. In addition to the PL measurements, absorption
spectra were obtained using a halogen lamp, where the absorption was defined
by the ratio Iwell/Iback between the signal intensities transmitted through the well
layer (Iwell) and substrate (Iback, 50 nm apart from the well layer) (Fig. 15.21). The
absorption signal was collected with the same fiber probe with an aperture diameter
of 30 nm. Since the ZnMgO layers (bottom and top barrier layers are 60 and 18 nm,
respectively) are much thicker than that of the well layer (�3 nm), any difference in
the transmission signals between Iwell and Iback was not detected, which resulted in
no detection of the absorption peak originated from the ZnMgO layers.
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Fig. 15.20 (a) Schematic of
ZnO/ZnMgO SQWs on the
ends of ZnO nanorods. (b)
SEM image of the dispersed
ZnO/ZnMgO SQWs

As a preliminary near-field spectroscopy experiment of the ZnO SQWs, we
obtained near-field PL spectra of the ZnO SQWs with Lw D 3:75 nm (Fig. 15.22a)
obtained with polarization perpendicular to the c-axis (� D 90 in Fig. 15.20b). Two
typical spectra are shown, one with a single peak at 3:375 eV (NF1) and the other
with several sharp peaks around 3:375, 3:444, and 3:530 eV (NF2), while NFb is
a background spectra (Fig. 15.22a). Several conclusions can be drawn from these
spectral profiles. First, comparison with the far-field PL spectrum (FF, dashed curve
in Fig. 15.22a) showed that the emission peak I ZnO

2 at 3:375 eV was suppressed and
IQW (3:444 eV) and IZnMgO (3:530 eV) were enhanced in NF2, indicating that peaks
I ZnO
2 and IZnMgO originated from the ZnO stem and ZnMgO layers, respectively.

Second, since the peak position of IQW was consistent with the theoretical prediction
(3:430 eV) using the finite square-well potential of the quantum confinement effect
in the ZnO well layer for Lw D 3:75 nm, we concluded that peak IQW originated
from the ZnO SQWs. The theoretical calculation used 0:28m0 and 1:8m0 as
the effective masses of an electron and hole in ZnO, respectively, at a ratio of
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conduction and valance band offsets (�Ec/�Ev) of 9, and a band gap offset (�Eg)
of 250meV [50]. The spatial distributions of the near-field PL intensity of peaks
I ZnO
2 and IQW (Fig. 15.22b, c) supported the postulate that the blue-shifted emission

was confined to the end of the ZnO stem. Third, the spectral width (3meV) of peak
IQW was much narrower than those of the far-field PL spectra (40meV).

To estimate the homogeneous linewidth of isolated ZnO SQWs, we observed the
power dependence of the near-field PL spectra (Fig. 15.23a) by varying the excita-
tion power densities from 0:6 to 4:8W/cm2. The shape of each spectrum was fitted
using the Lorentzian function indicated by the solid curve. Figure 15.23b, c shows
the integrated PL intensity (IPL) and linewidth (�) of the fitted Lorentzian, which
increased linearly and remained constant around 3meV, respectively. These results
indicate that emission peak IQW represented the emission from a single-exciton
state in ZnO SQWs and that the linewidth was governed by the homogeneous
broadening. Fourth, the Stokes shift of 3meV (Fig. 15.22a) was much smaller
than the reported value (50meV) in ZnO/ZnMgO superlattices [56, 57]. The small
Stokes shift may result from the decreased piezoelectric polarization effect by the
fully relaxed strain for the ZnO/ZnMgO nanorod quantum structures in contrast
to the two-dimensional (2D) ZnO/ZnMgO heteroepitaxial multiple layers. This
argument is supported by theoretical calculation of electronic structure of double
barrier InAs/InP/InAs/InP/InAs nanorod heterostructures [58], concluding that any
strain at heterointerfaces relaxes in nanorods within a few atomic layers in contrast
to 2D pseudomorphic heteroepitaxy.

Based on these experiments, a major investigation of the optical properties of
isolated ZnO SQWs was performed by analyzing the polarization-dependent PL
spectrum of isolated ZnO SQWs (Lw D 3:75 nm). As shown in Fig. 15.24a,
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NF0 is a near-field PL spectrum obtained with parallel polarization with respect
to the c-axis, � D 0ı, and this exhibits a new peak IQW

1b at 3:483 eV, which is out of
peak in the far-field spectrum (3:435 eV˙ 20meV). Peak IQW

1a is the same as IQW

in Fig. 15.22a.
As the ZnO has valence-band anisotropy owing to the wurtzite crystal structure,

the operator corresponds to the �5 (�1) representation when the electric vector EE
of the incident light is perpendicular (parallel) to the crystalline c-axis, respectively.
By considering the energy difference between �5 and �1 in the center of the zone
around 40meV for bulk material [45, 59, 60], and the direction of the incident
light polarization with respect to the c-axis, emission peaks IQW

1a and I
QW
1b in

Fig. 15.24a are allowed for the exciton from �5 and �1, respectively. Note that this
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is the first observation of a �1 exciton in a PL spectrum, while the observation
of emission from �1 has been realized only for bulk ZnO crystals using time-
resolved reflection spectroscopy [59, 60]. Since the exciton binding energy of the
emission from �1 (50–56meV) [60, 61] is comparable to that from �5 (60meV),
this successful observation originates from the enhancement of the exciton binding
energy owing to the quantum confinement effect [6]. Furthermore, in contrast to
the bulk ZnO film, our sample configuration using laid ZnO nanorod SQWs has
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1b ). (d) NF� , FF near-field

and far-field PL spectra of isolated ZnO SQWs (Lw D 2:5 nm), Abs. absorption spectrum

realized � polarization (� D 0ı), allowing the detection of the emission from
the �1 exciton. The homogeneous linewidth of emission peak IQW

1a (�5) is in the
range 3–5meV, while that of IQW

1b (�1) is 9–11meV (Fig.15.24b). This difference is
attributed to the degeneracy of the transition of the �1 exciton with continuum and
to the contribution of the residual strain field and results in sensitive dependence
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of the �1 exciton on the strain, as reported in the GaN [62]. The solid triangles
and circles in Fig. 15.24c show the respective normalized integrated PL intensity at
I

QW
1a and IQW

1b , respectively, which are in good agreement with the sine-squared and
cosine-squared functions represented by the solid curves. These results indicate that
emission peaks IQW

1a and IQW
1b originate from unidirectional transition dipoles that

are orthogonal each other.
To study the linewidth broadening mechanism, Fig. 15.24d shows the

polarization-dependent near-field PL spectra (NF0–NF90) and absorption spectrum
obtained for isolated ZnO SQWs with a thinner well layer (Lw D 2:5 nm). In
NF0–NF90, the emission peaks IZnMgO around 3:535 eV originate from the ZnMgO
layers. Emission peak IQW

2a originates from the �5 exciton in the SQWs, as was
the case for IQW

1a in Fig. 15.24a, since the position of peak IQW
2a (3:503 eV) is

consistent with the theoretical prediction (3:455 eV) using the finite square-well
potential of the quantum confinement effect in the ZnO well layer. In comparison
to ZnO SQWs with Lw D 3:75 nm, however, emission peak IQW

2a had a broader
linewidth (7–10meV), which is attributed to the shorter exciton dephasing time.
In the nanocrystallite where the excitons are quantized, the linewidth should
be determined by the exciton dephasing time. Such dephasing arises from the
collisions of the excitons at the irregular surface, so that the linewidth is d�2
(d is the effective size of the quantum structure) [63]. The observed well-width
dependence of the spectral linewidth, 3:75�2=2:5�2 � 3=7, and the Stokes shift of
7meV (see Fig. 15.24c) larger than that for Lw D 3:75 nm (3meV) are supported
by this dephasing mechanism quantitatively. Although emission peak I

QW
2a was

suppressed for � D 0ı, no peaks corresponding to the �1 exciton in SQWs were
detected owing to the reduction of the exciton binding energy, since the peak
energy of �1 for the ZnO SQWs with Lw D 2:5 nm is comparable with that of
ZnMgO.

15.4 An Optical Far-/Near-Field Conversion Device

For use in future photonic systems, the nanophotonic devices and ICs must be
connected to conventional diffraction-limited photonic devices. This connection
requires a far-/near-field conversion device, such as a nanometer-scale optical
waveguide. The performance parameters required of this device include:
(A) High conversion efficiency
(B) A guided beam width of less than 100-nm for efficient coupling of the converted

optical near-field to sub-100 nanometer-sized dots
(C) A propagation length that is longer than the optical wavelength to avoid

direct coupling of the propagating far-field light to the nanophotonic device
consisted of nanometer-scale dotsthe propagation length lt is defined as I.z/ D
I.0/ exp.�z=lt/, where I.z/ is the optical intensity and z is the longitudinal
position measured from the input terminal (z D 0)
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15.4.1 A Plasmon Waveguide with Metallic-Core Waveguide

One candidate that meets these requirements is a tetrahedral tip, in which the
one-dimensional (1D) mode has been excited efficiently by transverse magnetic
(TM)-polarized incident light [64]. Setting the incoming beam at an oblique angle
to the metal slit at the edge of a tetrahedral tip converts far-field light to the 1D
internal edge mode. However, the guided mode profile in a tetrahedral tip has not
been observed directly. Furthermore, since it consists of a dielectric core surrounded
by metal, the smallest diameter of the optical beam is estimated to be 100 nm. This is
the theoretical value of the HE plasmon mode in a cylindrical glass core (refractive
index n D 1:53) surrounded by gold (n D 0:17C i5:2) (Ref. [65]) at a wavelength
of 830 nm (see Fig. 15.25c) [66].

This limitation does not meet requirement (B). In order to realize a narrower
beam diameter, a more promising candidate is a cylindrical metal-core waveguide,
through which the TM plasmon mode propagates [67].
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beam width
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This is the basis for our proposed plasmon waveguide for optical far-/near-
field conversion. However, the TM plasmon mode is not easily excited by far-field
light, due to mode mismatching. To overcome this difficulty, we employed a metal-
coated Si wedge structure. Using a near-field optical microscope, we were able
to directly observe the TM plasmon mode propagating along the plateau of the
Si wedge. Figure 15.26a shows our plasmon-waveguide scheme. The main part
consists of a silicon dielectric wedge, coated with a thin metal film. Incoming far-
field light, which is polarized parallel to the y-axis, is first transformed into the
two-dimensional (2D) surface plasmon mode on the F1 side (see Fig.15.26b). Next,
the 2D surface plasmon mode is converted into the 1D TM plasmon mode at the
edge between F1 and the plateau. This conversion occurs because of the scattering
coupling at the edge [68]. Third, the TM plasmon mode propagates along the plateau
in a manner similar to surface plasmon modes using metal stripes [69] or edge
modes using metal wedges [70]. This propagation occurs because the metal film
deposited on the plateau is thicker than on the other faces (F1, F2, and F3) due to
the normal evaporation process (see Fig. 15.26c) [71]. Consequently, the plateau
acts as a metal-core waveguide. Finally, the TM plasmon mode at the waveguide
outlet is converted to the optical near field so that it couples to the nanometer-scale
dots, which are located in close proximity to the outlet.

However, the TM plasmon mode is not easily excited by far-field light, due to
mode mismatching. To overcome this difficulty, we employed a metal-coated Si
wedge structure (Fig. 15.26a) [64]. The main part consists of a Si wedge, coated
with a thin metal film. Incoming far-field light, which is polarized parallel to the
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y-axis, is first transformed into the two-dimensional (2D) surface plasmon mode
on the F1 side. Next, the 2D surface plasmon mode is converted into the 1D TM
plasmon mode at the edge between F1 and the plateau. This conversion occurs
because of the scattering coupling at the edge [72]. Third, the TM plasmon mode
propagates along the plateau in a manner similar to edge modes using tetrahedral
tip [64]. Since the metal film deposited on the plateau is thicker than on the other
faces (F1, F2, and F3) due to the normal evaporation process, the plateau acts as
a metal-core waveguide. Finally, the TM plasmon mode at the waveguide outlet is
converted to the optical near field.

Advantages of our waveguide are:
(a) High conversion efficiency from the 2D surface plasmon mode to the 1D TM

plasmon mode, due to the scattering coupling [68, 72].
(b) The beam width decreases (as narrow as 1 nm) with the core diameter, since

this waveguide does not have a cutoff (see Fig. 15.25c) [66].
(c) The propagation length of the TM plasmon mode is sufficiently long as to

meet requirement (C). For example, the propagation length is 1:25�m (at
� D 830 nm) for a TM plasmon with a gold core (diameter D D 40 nm)
insulated by air [66].

The plasmon waveguide was fabricated in four steps:
1. A .100/-oriented silicon wafer was bonded to the glass substrate by anodic

bonding [81].
2. In order to avoid any deformation of the convex corners [73] (see Fig. 15.27b),

the patterned rectangular mask was tilted 30ı with respect to the< 110 > crystal
orientation of silicon (see Fig. 15.27c).

3. The Si wedge was fabricated by anisotropic etching (40 g:KOH C60 g:H2O
C40 g: isopropyl alcohol, 80 ıC) (see Fig. 15.27d). Maintaining the Si wedge
height at less than 10 �m also kept its propagation loss sufficiently low.

4. After removing the SiO2 layer, the Si wedge was coated with a 50-nm-thick gold
layer (see Fig. 15.28a, b).
The spatial distribution of the electric-field energy throughout the plateau of

metallized Si wedge was measured by scanning fiber probe with an aperture
diameterDa of 60 nm. In order to excite the plasmon mode, linearly polarized light
(� D 830 nm) was focused onto the F1 face. Figure 15.29a, b shows the observed
electric-field energy distributions on the wedges with plateau width W D 1�m
and 150 nm for TM polarization (the incident light polarization is parallel to the y).
Figure 15.29c, d is for TE polarization (parallel to the x). Comparing Fig. 15.29a, c
(or 15.29b and d) shows that the propagating mode was excited efficiently only by
TM-polarized incident light. The closed and open circles in Fig. 15.29c, d show the
cross-sectional profiles along the lines in Fig. 15.29a (A–A0 and a–a0), b (B–B0 and
b–b0). Here, transmission was defined as the ratio of the light power detected by the
fiber probe to the input light power. From the dotted exponential curve in Fig.15.29c
fitted to the open circles, the propagation length was estimated as 1.25�m for the
150-nm wedge. This value is comparable to the theoretical value for TM plasmon
mode in a cylindrical metal-core waveguide with D D 40 nm and consisting of a
gold core and air cladding (� D 830 nm) [66]. From fitting the solid exponential
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curve in Fig. 15.29c to the closed circles, the propagation length for W D 1:0�m
was estimated as 2:0 �m, which is longer than that for W D 150 nm. This is
because, as W increases, the effective refractive index approaches that of surface
plasmon at the planar boundary between gold and air [66]. These experimental
results confirm that the observed excitation along the plateau was the TM plasmon
mode. Figure 15.29d shows that FWHM of the cross-sectional profiles was 150 nm
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for W D 150 nm. With minor improvements to the waveguide, this FWHM
value should meet requirement (B). Furthermore, note that the transmission was
5:0 � 10�3 for W D 150 nm, which is ten times higher than that of a fiber probe
with Da D 150 nm [74]. This efficient excitation of the TM plasmon mode can
be attributed to the scattering coupling at the edge between F1 and the plateau in
Fig. 15.26a [68, 72]. This transmission efficiency meets requirement (A). Finally,
the propagation length estimated above is longer than the incident light wavelength.
This meets requirement (C).

15.4.2 A Nanodot Coupler with a Surface Plasmon-Polariton
Condenser for Optical Far-/Near-Field Conversion

To increase propagation length, a more promising candidate is a nanodot coupler
consisting of an array of closely spaced metallic nanoparticles, because higher
transmission efficiency is expected owing to the plasmon resonance in the closely
spaced metallic nanoparticles [75]. Energy transfer along the nanodot coupler relies
on the near-field coupling between the plasmon-polariton mode of the neighboring
nanoparticles.

To increase in the efficiency of exciting localized surface plasmon in the nanodot
coupler than that excited by propagating far-field light, we equipped the nanodot
coupler with a surface plasmon-polariton (SPP) condenser for efficient far-/near-
field conversion. Figure 15.30 shows the proposed optical far-/near-field conversion
device [76, 77].

Incoming far-field light is first transformed into the two-dimensional SPP mode
on the gold film (see Fig. 15.31a). Then, the SPP mode is scattered and focused
by the SPP condenser, which consists of several hemispherical metallic submicron
particles that are arranged in an arc and work as a “phased array” (Fig. 15.31b) [78].
The input terminal of the nanodot coupler is fixed at the focal point of the SPP.

Condenser

SPP

Nanophotonic
device

Nano-dot
coupler

Fig. 15.30 Bird’s-eye view of a nanodot coupler with a surface plasmon-polariton (SPP)
condenser



15 Integration and Evaluation of Nanophotonic Devices Using Optical Near Field 633

SPP

Pyrex

a

b

Si

Au

Detector

Metallized
probe

Diffraction
grating

Laser
beam

SPP

Focal
point

Metallic
particle

SPP
condenser

Nano-dot
coupler

Fig. 15.31 (a) Experimental system of nanodot coupler with an SPP condenser. (b) Schematic
illustration of the SPP condenser



634 T. Yatsui et al.

Finally, after the localized surface plasmon transmits through the nanodot coupler,
it is converted into an optical near-field so that it couples to the nanophotonic device.

The advantages of this device are that it has:
(˛) A high conversion efficiency, from the SPP mode to the localized surface

plasmon in the nanodot coupler, owing to coupling the scattering at the inlet
metallic nanoparticle [72].

(ˇ) No cutoff diameter of the metallic nanoparticle array, that is, the beam width
decreases with the diameter because the electric-field vector, which is dominant
in the nanodot coupler, involves only a Förster field [75].

(� ) Longer-distance propagation than that of the metallic-core waveguide due to the
reduction of metal content and plasmon resonance in the metallic nanoparticles.
For example, the calculation using the finite-difference time domain (FDTD)
method estimated a propagation length of lt = 2�m (at an optical wavelength
� D 785 nm) for a plasmon-polariton mode with linearly aligned 50-nm dots
with 10-nm separation [79, 80].

Advantages (˛) to (� ) are compatible with meeting requirements (A) to (C),
respectively.

To fabricate the nanodot coupler and SPP condenser using a focused ion beam
(FIB), we used a silicon-on-insulator (SOI) wafer to avoid ion beam drift. The
fabrication process was as follows:

(i) A .100/-oriented SOI wafer was bonded to a glass substrate by anodic bonding
(300V, 350 ıC, 10min) (Fig. 15.32a) [81]. Maintaining the silicon wafer
thickness at less than 10�m kept the optical propagation loss sufficiently low.

(ii) After removing the silicon substrate and SiO2 layer from the SOI wafer by wet
etching, carbon hemispheres were deposited using FIB (Fig. 15.32b).

(iii) To excite SPP mode and enhance the optical near-field energy, a 120-nm-
thick gold film was applied using sputtering (Fig. 15.32c). The number of
hemispheres, their positions, and their sizes were optimized using the FDTD
method in order to minimize the focused spot size [80].

(iv) Finally, a diffraction grating was fabricated using a FIB milling technique
50�m below the condenser in order to excite the SPP by the incident optical
far field (a laser beam).

Figure 15.32d, e shows scanning electron microscopic (SEM) images of the SPP
condenser and nanodot coupler.

Two banks were fabricated in order to avoid illumination of the nanodot coupler
by the satellite spots (originating from higher-order diffraction) (Fig. 15.32d). The
nanodot coupler consisted of a linear array of nanoparticles with diameters of
230 nm separated by 70 nm. The SPP condenser consisted of twelve scatterers
350 nm in diameter, aligned on an arc with a diameter of 10�m.

The spatial distribution of the optical near-field energy was observed using a
collection mode near-field optical microscope (see Fig. 15.31a). A light source with
a wavelength of � D 785-nm light was used to transmit the far-field light through
the 10-�m-thick Si substrate. A sharpened fiber probe with 20-nm-thick gold film
was used to enhance the collection efficiency [82].



15 Integration and Evaluation of Nanophotonic Devices Using Optical Near Field 635

10μm

230

nm

a

d

b c

e

Au deposition

Pyrex glass

SOI
10 μm

Si substrate

70nm

Bank

C deposition

Fig. 15.32 Fabrication of the nanodot coupler and SPP condenser: (a) anodic bonding (step (i)),
(b) carbon hemisphere deposition using FIB (step (ii)), (c) 120-nm gold film deposition using
sputtering (step (iii)), (e) and (d) SEM images of the fabricated nanodot coupler and SPP condenser

First, we checked whether the SPP condenser led to efficient scattering and
resultant focusing of the SPP by exciting the SPP mode through the grating coupler.
Figure 15.33a, b shows a shear-force image of the SPP condenser and the spatial
distribution of the optical near-field energy, respectively. As shown in the cross-
sectional profile (dashed curve in Fig. 15.33d) through the focal point of the SPP
(white dotted line in Fig. 15.33b), FWHM of the spatial distribution of the SPP was
as narrow as 400 nm. Figure 15.33c shows the spatial distribution of the optical
near-field energy in the SPP condenser calculated using the FDTD method, where
each cell was 50 � 50 � 25 nm and the model consisted of 240 � 240 � 80

cells. Considering the tip diameter (50 nm) of the metallized fiber probe used for
collection mode, the observed distribution (Fig. 15.33b and dashed curve in d) was
in good agreement with the calculated results (FWHM = 380 nm, solid curve in
Fig. 15.33d). These results imply that our device works as an efficient phased array.

Second, we measured the spatial distribution of the optical near-field energy on
a linear nanodot coupler, the input terminal of which was fixed at the focal point
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Fig. 15.33 (a) Shear-force image of the SPP condenser. (b) The near-field energy distribution of
(a) taken at � D 785 nm. (c) Calculated spatial distribution of the electric-field energy using the
FDTD method. The dashed and solid curves in (d) are cross-sectional profiles along the dashed
white lines in (b) and (c), respectively

of the SPP. Figure 15.34a, b shows an SEM image and the spatial distribution of
the optical near-field energy on the nanodot coupler, respectively. The black dots in
Fig. 15.34c show cross-sectional profiles along the white broken line in Fig. 15.34b.
Position x D 0 corresponds to the focal point of the SPP condenser. Although
not all of the energy couples to the nanodot coupler owing to mode mismatch,
the optical near-field intensity has a maximum at each edge of the nanoparticles.
This is due to artifact resulting from the fiber probe at constant height mode. The
dips indicated by arrows A and B originate from interference of the localized
surface plasmon in the nanodot coupler that arises from reflection at the output
terminal. However, the exponential envelope (solid curve of Fig. 15.34c) fitted by
neglecting these influences indicates that the propagation length lt was 4:0 �m. lt
was five times longer than the wavelength, which meets requirement (C). The beam
width was 250 nm, which is comparable to the nanoparticle size. As the size of
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Fig. 15.34 SEM image (a)
and the near-field energy
distribution (b) of a linearly
chained nanodot coupler. (c)
Solid circles show the
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the nanoparticles was determined by the resolution of FIB for carbon hemisphere
deposition, the beam width can be decreased to sub-50 nm scale using electron beam
lithography, which will meet requirement (B).

Third, we checked whether near-field coupling between the neighboring nanopar-
ticles resulted in lower propagation loss by comparing our device with a metallic-
core waveguide. For this purpose, we fabricated a gold-core waveguide the same
width as the diameter of the nanoparticles in the nanodot coupler, with its input
terminal also fixed at the focal point of the SPP. The open circles in Fig. 15.34d
show the cross-sectional profile of the metallic-core waveguide, and the exponential
envelope (solid curve in Fig. 15.34d) indicates that the propagation length lt was
1:2�m. To evaluate the observed propagation length, we calculated the theoretical
value of our metallic-core waveguide. Since the Au-core waveguide is placed on a Si
substrate, we calculated one-dimensional TM plasmon mode [66] in the cylindrical
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Au-core waveguide with an diameter of 250 nm (	Au D .0:174 C i4:86/2 D
�23:59C i1:69) [65] surrounded by the medium with an average dielectric constant
of Si and air [26], 	cl D ..3:705 C i0:007/2 C 1/=2 D 7:36 C i0:03 [65]. Based
on these assumptions, the calculated propagation length of our Au-core waveguide
is 1:4�m. Since this is in good agreement with the observed value (1:2�m),
the comparison confirmed that more efficient energy transfer was realized by the
nanodot coupler.

Finally, we also observed the spatial distribution of the optical near-field energy
for a zigzag-shaped nanodot coupler (see Fig.15.35a, b). Corners A–D in Fig.15.35c
represent the profiles at locations A–D in Fig. 15.35d, respectively. Comparing
adjacent curves, we found that the energy loss at corners A–D was negligible. This
is attributed to efficient coupling of the TM and TE localized surface plasmon
at the corners. As a result, the propagation length through this zigzag-shaped
nanodot coupler was equivalent to that through a linear one. Although efficient
coupling was predicted using the point-dipole approximation [75], this is the
first experimental confirmation of it. Such high flexibility in the arrangement of
nanoparticles is an outstanding advantage for optical far-/near-field conversion for
driving nanophotonic devices.
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coupler. (d) The
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the dashed white lines in (c).
The arrows A to D indicate
the corners
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15.5 Conclusions

This chapter reviewed nanophotonics, a novel optical nanotechnology utilizing local
electromagnetic interactions between a small number of nanometric elements and
an optical near field. Its potential for high integration beyond the diffraction limit of
light can solve the technical problems of the future optical industry.

To fabricate nanophotonic devices and ICs, we developed a new technique of
chemical vapor deposition that uses an optical near field. We reported that optical
near-field desorption can dramatically regulate the growth of Zn nanoparticles
during optical chemical vapor deposition. The trade-off between the deposition due
to 3:81-eV optical near-field light and desorption due to 2:54-eV optical near-field
light allowed the fabrication of a single 15-nm Zn dot while regulating its size
and position. Furthermore, we investigated the growth mechanism of Zn dots with
NFO-CVD and found that the deposition rate was maximal when the dot grew to
a size equivalent to the probe apex diameter, owing to resonant near-field coupling
between the deposited Zn dot and the probe apex. The experimental results and
suggested mechanisms show the potential advantages of this technique for realizing
nanophotonic ICs.

As a self-assembling method for mass production of nanophotonic ICs, we pre-
sented experimental results that demonstrate the controlled assembly of 40-nm latex
particles in desired positions using capillary force interaction. Further controllability
in separation and positioning was demonstrated using colloidal gold nanoparticles
by introducing the Si wedge structure and controlling the direction of polarization.
The experimental results and suggested mechanisms described here show the
potential advantages of this technique in improving the regulation of the separation
and positioning of nanoparticles and possible application to realize a nanodot
coupler for far-/near-field conversion.

In order to confirm the possibility of using a nanometric ZnO dot as a light
emitter in a nanophotonic IC, we report on near-field optical spectroscopy of
artificially fabricated ZnO/ZnMgO nanorod SQWs as a major breakthrough for
realizing nanophotonic devices using a two-level system [83, 84]. We performed
both polarization-dependent absorption and emission spectroscopy of isolated
ZnO nanorod SQWs and observed valence-band anisotropy of ZnO SQWs in
photoluminescence spectra directly for the first time. The success of near-field PL
and absorption measurement of isolated SQWs described above is a promising step
toward designing a nanophotonic switch and related devices.

To connect the nanophotonic IC with external photonic devices, we developed a
nanometer-scale waveguide using a metal-coated silicon wedge structure. Propaga-
tion of the TM plasmon mode was observed using a near-field optical microscope.
Illumination (� D 830 nm) of the metal-coated silicon wedge (W D 150 nm)
caused a TM plasmon mode with beam width of 150 nm and propagation length
of 1:25�m. Further improvement of the performance was realized by a nanodot
coupler with an SPP condenser. The FWHM of the spatial distribution of the
optical near-field energy at the focal point of the SPP was as small as 400 nm
at � D 785 nm. Furthermore, installing a linear nanodot coupler at the focal
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point of the SPP realized efficient excitation of plasmon-polariton mode with a
transmission length of 4:0 �m. Equivalent energy transfer was observed in zigzag-
shaped nanodot couplers. These results confirm that a nanodot coupler with an SPP
condenser can be used as the optical far-/near-field conversion device required by
future systems.
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Abstract
In this chapter, optical near-field interactions and energy transfer between
spherical quantum dots are reviewed. The energy transfer was confirmed by
time-resolved spectroscopy in both CdSe and ZnO quantum dots. Furthermore,
structural dependency of quantum dots was theoretically and experimentally
analyzed with respect to the basic properties of optical signal transfer using
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optical near-field interactions. The destination selectivity in the optical near-field
signal transfer system was also evaluated.

16.1 Introduction

In this chapter, optical near-field interactions and energy transfer between spherical
quantum dots (QDs) are reviewed. The optical near-field interaction is a short-
range interaction mediated by optical electromagnetic fields that enable excitation
energy transfer [1–3], which is advantageous in applications for biomolecular
imaging, sensing, photonic devices, and nanofabrication. Many approaches have
been used to explain the excitation energy transfer via the near-field interaction
between nanoscale particles, including QDs, molecules, and metallic nanoparticles.
Fluorescence resonance energy transfer based on the Förster mechanism is one of
the popular treatments [4]. In this approach, the particle is approximated as an
ideal single-point dipole or multipole; however, this is insufficient for examining
the energy transfer between nano-sized particles because the distance between
them is too short. Coherent excitation energy transfer in metallic nanoparticle
chains has been analyzed using a polarization density distribution instead of a
single electric dipole model. As long as the particles are large and the carriers are
not quantized, the polarization density distribution is easily obtained. In the case
of QDs, however, the polarization density distribution must be defined from the
wave functions of photoexcited carriers because this distribution corresponds to the
transition dipole distribution in two-level QDs. Therefore, we define the effective
dipoles of the optical source and optical absorber for QDs (i.e., a donor and an
acceptor). An additional problem is that the interaction between QDs in the host
matrix is complicated because the polarization is induced simultaneously in the
host matrix by a donor QD, making it difficult to obtain the polarization distribution
in the host matrix. In our approach, we describe the optical near-field interaction
between QDs as exciton-polariton tunneling to overcome these difficulties [5–8].

This chapter is organized as follows. The basic elements and experimental
evaluation of optical near-field energy transfer in both CdSe/ZnS core-shell QDs
and ZnO QDs are discussed in Sect. 16.2. In Sect. 16.3, the structural dependency
of energy transfer efficiency is introduced with a numerical calculation and an
experiment. The destination selectivity of energy transfer is also confirmed in
Sect. 16.4.

16.2 Optical Near-Field Energy Transfer Between Spherical
Quantum Dots

Systems of optically coupled quantum-size structures should be applicable to quan-
tum information processing [9, 10]. Additional functional devices (i.e., nanopho-
tonic devices [1, 11–13]) can be realized by controlling the excitonic excitation
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in QDs and quantum wells. This section reviews the recent achievements with
nanophotonic devices based on spherical QDs.

16.2.1 Exciton Energy Levels in Spherical Quantum Dots

The translational motion of the exciton center of mass is quantized in nanoscale
semiconductors when the size is as small as an exciton Bohr radius. If the QDs are
assumed to be spheres having radius R, with the following potential

V.x/ D
�
0 for jxj � R
1 for jxj > R; (16.1)

then the quantized energy levels are given by a spherical Bessel function as

Rnl.r/ D Anljl
�
�n;l

r

R

�
: (16.2)

Figure 16.1 shows the l th order of the spherical Bessel function. Note that an odd
quantum number of l has an odd function, and it is a dipole-forbidden energy state.
To satisfy the boundary conditions as

Rnl.R/ D Anljl .�n;l /; (16.3)

the quantized energy levels are calculated using

E.n; l/ D EB C
Nh2�2
2mR2

�2n;l ; (16.4)



646 W. Nomura et al.

Table 16.1 Calculated �n;l to satisfy the condition of j1.��n;l /

l D 0 l D 1 l D 2 l D 3 l D 4 l D 5

n D 1 3.14 4.49 5.76 6.99 8.18 �
n D 2 6.26 7.73 9.10 10.42 � �
n D 3 9.42 � � � � �
n D 4 � � � � � �

Fig. 16.2 Schematic
drawings of different-sized
spherical QDs (QD1 and
QD2) and the
confined-exciton energy
levels
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where ��n;l D �n;l is the nth root of the spherical Bessel function of the l th order.
The principal quantum number, n, and the angular momentum quantum number,
l , take values n D 1; 2; 3 : : : and l D 0; 1; 2 : : :, while �n;l takes values �1;0 D 1,
�1;1 D 1:43, and �1;2 D 1:83; �2;0 D 2; and so on (see Table 16.1) [14].

Figure 16.2 shows schematic drawings of different-sized spherical QDs (QD1
and QD2) and the confined exciton energy levels. Here,R and 1:43R are the radii of
spherical QDs, QD1 and QD2, respectively. According to Eq. (16.3), the quantized
exciton energy levels of E.1; 0/ in QD1 (E11) and E.1; 1/ in QD2 (E22) are in
resonance.

Although the energy state E.1; 1/ is a dipole-forbidden state, the optical near-
field interaction is finite for such coupling to the forbidden energy state [15]. In
addition, the inter-sublevel transition time �sub, from higher exciton energy levels to
the lowest one, is generally less than a few picoseconds and is much shorter than the
transition time due to optical near-field coupling (�t ) [16]. Therefore, most of the
energy of the exciton in a QD1 with radius R transfers to the lowest exciton energy
level in the neighboring QD2 with a radius of 1:43R and recombines radiatively at
the lowest level. In this manner, unidirectional energy flow is achieved.

16.2.2 Resonant Energy Transfer Between CdSe QDs

To evaluate the energy transfer and the energy dissipation, we used CdSe/ZnS core-
shell QDs from Evident Technologies. As described in the adjacent subsection,
assuming that the respective diameters of the QD1 and QD2 were d1 D 2:8 and
d2 D 4:1 nm, the ground energy level in the QD1 and the excited energy level in
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50 nm

Fig. 16.3 (a) Schematic images of CdSe QDs dispersed substrate. Regions 2A and 2B are covered
by QD1s and both QD1s and QD2s, respectively. (b) TEM image of dispersed CdSe/ZnS core-shell
QDs in region 2B

the QD2 resonate [17]. A solution of QD1s and QD2s in 1-feniloctane at a density
of 1.0 mg/mL was dropped onto a mica substrate (see Fig. 16.3a), such that regions
2A consisted of QD1s, while there were both QD1s and QD2s in region 2B. Using
transmission electron microscopy (TEM), we confirmed that the average center-to-
center distance of each QD was maintained at less than about 10 nm in all regions
due to the 2-nm-thick ZnS shell and surrounding ligands (2-nm-length long-chain
amine) of the QDs (Fig. 16.3b).

In the following experiments, the light source used was the third harmonic of a
mode-locked Ti:sapphire laser (photon energy h� D 4:05 eV, frequency 80 MHz,
and pulse duration 2 ps). The incident power of the laser was 0.6 mW, and the
spot size was 1 � 10�3 cm2. The density of QDs was less than 3:5 � 1012 cm�2,
and the quantum yield of CdSe/ZnS QD was 0.5. Under these conditions, the
probability of exciton generation by one laser pulse in each QD was calculated
to be 1:6 � 10�2. Therefore, we assumed that single-exciton dynamics apply in
the following experiments.

The energy transfer was confirmed using micro-photoluminescence (PL) spec-
troscopy. Temperature-dependent micro-PL spectra were obtained. In the spectral
profile of the PL emitted from region 2A, we found a single peak that originated
from E11 at a photon energy of 2.29 eV, between room temperature and 30 K. In
contrast, region 2B had two peaks at room temperature, as shown in Fig. 16.4. This
figure also shows that the PL intensity peak at h� D 2:29 eV decreased relative to
that at h� D 2:07 eV on decreasing the temperature. This relative decrease in the
PL intensity was due to the energy transfer from E11 to E22 and the subsequent rapid
dissipation to E21. This is because the coupling between the resonant energy levels
becomes stronger due to the increase in the exciton decay time on decreasing the
temperature [18]. Furthermore, although nanophotonic device operation using CuCl
quantum cubes [11–13] and ZnO quantum wells [19] has been reported at 15 K, we
observed a decrease in the PL intensity at h� D 2:29 eV at temperatures as high as
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130 K, which is advantageous for the higher-temperature operation of nanophotonic
devices.

To confirm this energy transfer from QD1 to QD2 at temperatures under 130 K,
we evaluated the dynamic property of the energy transfer using time-resolved spec-
troscopy and applying a time-correlated single-photon counting method. CirclesA1,
triangles B1, and squares B2 in Fig. 16.5a represent the respective time-resolved
micro-PL intensities (at 60 K) from E11 in region 2A, E11 in region 2B, and E21 in
region 2B. The peak intensities at t D 0 were normalized to unity. Note that B1
decreased faster than A1, although these signals were generated from QDs of the
same size. In addition, although the exciton lifetime decreases on increasing the QD
size, owing to the increased oscillator strength, B2 decreased more slowly than A1
over the range t < 0:2 ns (see the inset of Fig. 16.5a). Furthermore, as we did not
see any peak in the power spectra of A1, B1, and B2, we believe that the temporal
signal changes originated from the optical near-field energy transfer and subsequent
dissipation. Since the QD1s in region 2B were near QD2s whose excited energy
level resonates with E11 (see Fig. 16.5b), near-field coupling between the resonant
levels resulted in the energy transfer from the QD1 to the QD2 and the consequent
faster decrease in the excitons of the QD1 in region 2B compared to region 2A.
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Furthermore, as a result of inflow of the carriers from the QD1 to the QD2, the PL
intensity from the QD2 near the QD1 decayed more slowly than that of the QD1.

For comparison, we also obtained time-resolved PL profiles for different pairs
of CdSe/ZnS QDs. Their diameters were d1 D 2:8 nm (QD1) and d3 D 3:2 nm
(QD3), which means that their energy levels were not resonant with each other.
Figure 16.6a shows a schematic of a sample named region 2C, where QD1s and
QD3s are mixed with a mean center-to-center distance of less than 10 nm. Circles
A1 and cross marks C1 in Fig. 16.6b show the time-resolved PL intensity (at 30 K)
due to the ground energy level in QD1s from regions 2A and 2C, respectively. No
difference was seen in the decay profiles, which indicates that the excited carriers in
QD1s did not couple with QD3s due to being off-resonance, and consequently, no
energy was transferred (Fig. 16.6c). This supports the idea that Figs. 16.4 and 16.5
demonstrate energy transfer and subsequent dissipation due to near-field coupling
between the resonant energy levels of the QD1s and QD2s.

To evaluate the exciton energy transfer from QD1 to QD2 quantitatively, we
investigated the exciton dynamics by fitting multiple exponential decay curve
functions to curves A1, B1, and B2 [20, 21]:
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A1 D R11 exp
�t
�11
CR12 exp

�t
�12
; (16.5)

B1 D R1 � A1 CRt exp
�t
�t
; (16.6)

and

B2 D R21 exp
�t
�21
CR22 exp

�t
�22
: (16.7)

We used a double-exponential decay for A1 and B2 (Eqs. (16.5) and (16.7)),
which corresponds to the non-radiative lifetime (fast decay: �11 and �21) and
radiative lifetime of free-carrier recombinations (slow decay: �22 and �22). Given the
imperfect homogeneous distribution of the QD1s in region 2B, some QD1s lacked
energy transfer routes to QD2s. However, we introduced the mean energy transfer
time, �t , from QD1s and QD2s in Eq. (16.5). In these equations, we neglected the
energy dissipation time �sub of about 1 ps [22] because that is much smaller than
exciton lifetimes and energy transfer times. Figure 16.7 shows the best-fit numerical
results and experimental data. Here, we used exciton lifetimes of �12 D 2:10 ns
and �22 D 1:79 ns. The average energy transfer time was �t D 135 ps, which is
comparable to the observed energy transfer time (130 ps) in CuCl quantum cubes
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Fig. 16.7 Experimental results (open circles, closed triangles, and gray squares) and fitted curves
(black solid, black broken, and gray solid curves) using Eqs. (16.5)–(16.7) for the PL intensity
profiles. The fitting parameters were R11 D 0:560; �11 D 2:95 � 10�10; R12 D 0:329; �12 D
2:10 � 10�9; R1 D 0:740; Rt D 0:330; �t D 1:35 � 10�10; R21 D 0:785; �21 D 2:94 �
10�10; R22 D 0:201; and �22 D 1:79 � 10�9

[11] and ZnO QW structures [19]. Furthermore, the relation �t < �12 agrees with
the assumption that most of the excited excitons in QD1s transfer to E22 in a QD2s
before being emitted from the QD1.

16.2.3 Control of the Energy Transfer Between ZnO QDs

ZnO is a promising material for room temperature operation of nanophotonic
devices because of its large exciton-binding energy [23–25]. Here, we used chemi-
cally synthesized ZnO QDs to realize a highly integrated nanophotonic device. We
observed the energy transfer from smaller ZnO QDs to larger QDs with mutually
resonant energy levels. The energy transfer time and energy transfer ratio between
the two QDs were also calculated from the experimental results [26].

ZnO QDs were prepared using the sol-gel method [27, 28] as follows:
• A sample of 1.10 g (5 mmol) of Zn(Ac)2�2H2O was dissolved in 50 mL of

boiling ethanol at atmospheric pressure, and the solution was then immediately
cooled to 0 ıC. A sample of 0.29 g (7 mmol) of LiOH�H2O was dissolved
in 50 mL of ethanol at room temperature in an ultrasonic bath and cooled
to 0 ıC. The hydroxide-containing solution was then added dropwise to the
Zn(Ac)2 suspension with vigorous stirring at 0 ıC. The reaction mixture became
transparent after approximately 0.1 g of LiOH had been added. The ZnO sol was
stored at 0 ıC to prevent particle growth.

• A mixed solution of hexane and heptane, with a volume ratio of 3:2, was used to
remove the reaction products (LiAc and H2O) from the ZnO sol.
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• To initiate particle growth, the ZnO solution was warmed to room temperature.
The mean diameter of the ZnO QDs was determined from the growth time, Tg.
Figure 16.8a shows a TEM image of synthesized ZnO dots after the second step.

The dark areas correspond to the ZnO QDs. This image suggests that monodispersed
single crystalline particles were obtained.

To check the optical properties and diameters of our ZnO QD, we measured the
PL spectra using He-Cd laser (h� D 3:81 eV) excitation at 5 K. We compared the
PL spectra of ZnO QD with Tg D 0 and Tg D 42 h (solid and dashed curves
in Fig. 16.8b, respectively). A redshifted PL spectrum was obtained, indicating an
increase in the diameter of the QDs. Figure 16.8c shows the growth time dependence
of the diameter of the QDs. This was determined from the effective mass model,
with peak energy levels in the PL spectra, Ebulk

g D 3:35 eV, me D 0:28, mh D 1:8,
and � D 3:7 [29]. This result indicates that the growth rate at room temperature was
1.1 nm per day.

Assuming that the diameters of the QD1 and the QD2 were d1 D 3:0 and
d2 D 4:5 nm, respectively, E11 in the QD1 and E22 in the QD2 resonated (Fig.16.9a).
An ethanol solution of QD1 and QD2 was dropped onto a sapphire substrate, and
the mean surface-to-surface separation of the QD was found to be approximately
3 nm.

The black solid curve and dashed curve in Fig.16.9b correspond to the PL spectra
of QD1 and QD2, with spectral peaks of 3.60 and 3.44 eV, respectively. The gray
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solid curve in Fig. 16.9b shows the spectrum from the QD1 and QD2 mixture with
R D 1, where R is the ratio of (number of QD1s)/(number of QD2s). The spectral
peak of 3.60 eV, which corresponded to the PL from the QD1, was absent from this
curve. This peak was thought to have disappeared due to energy transfer from the
QD1 to the QD2 because the first excited state of the QD2 resonated with the ground
state of the QD1. Our hypothesis was supported by the observation that when R is
increased by a factor of 8, the spectral peak from the QD1 reappeared (see the dotted
curve in lower graph of Fig. 16.9b).

To confirm this energy transfer from the QD1 to the QD2 at 5 K, we evaluated
dynamic effects with time-resolved spectroscopy using the time-correlated single-
photon counting method. The light source used was the third harmonic of a
mode-locked Ti:sapphire laser (photon energy 4.05 eV, frequency 80 MHz, and
pulse duration 2 ps). We compared the signals from mixed samples with ratiosR = 2,
1, and 0.5. The curves TA (R D 2), TB (R D 1), and TC (R D 0:5) in Fig.16.9 show
the respective time-resolved PL intensities from the ground state of the QD1 (E11)
at 3.60 eV. We investigated the exciton dynamics quantitatively by fitting multiple
exponential decay functions [20, 21]:

TRPL D A1 exp
�t
�1
C A2 exp

�t
�2
: (16.8)

We obtained average �1- and �2-values of 144 and 443 ps, respectively (see
Table 16.2). Given the disappearance of the spectral peak at 3.60 eV in the PL
spectra, these values likely correspond to the energy transfer time from the QD1 to
the QD2 and the radiative decay time from the QD1, respectively. This hypothesis
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Table 16.2 Dependence of
the time constants (�1 and �2)
on R as derived from the two
exponential fits of the
time-resolved PL signals and
the coefficient ratio A1=A2

R = QD1/QD2 �1 (ps) �2 (ps) A1=A2

2 133 490 12.4
1 140 430 13.7
0.5 160 410 14.4
Average 144 443

Fig. 16.10 Time-resolved
PL intensity observed at 5 K.
The values of R were 2, 1,
and 0.5 for curves TA (solid
curve), TB (dashed curve),
and TC (dotted curve),
respectively

1.510 0.5

TA : R = 2

TB : R = 1

TC : R = 0.5

t1

t2

Time (ns)

P
L 

In
te

ns
ity

 (
a.

u.
)

was supported by the observation that the average value of �1 (144 ps) was
comparable to the observed energy transfer time in CuCl quantum cubes (130 ps)
[11] (Fig. 16.10).

We also investigated the value of the coefficient ratio A1=A2 (see Table 16.2);
this ratio was inversely proportional to R and, hence, proportional to the number of
QD2s. This result indicated that an excess QD2 caused energy transfer from QD1
to QD2, instead of direct emission from the QD1.

16.3 Structural Dependency of Energy Transfer Efficiency
in Randomly Distributed Quantum Dots

In this section, array dependency of QDs was theoretically and experimentally
analyzed with respect to the basic properties of signal transfer using optical near-
field interactions. More specifically, for signal transfer between QDs serving as
signal input and output, the three-dimensional structure of the dot-array between the
two ends was varied, and the resulting variation in the signal transfer performance
was evaluated. The effects of dot-array control precision on the signal transfer
performance were also evaluated by giving a certain randomness to the dot-array. In
addition, signal transfer via stacked CdSe QDs was evaluated using a near-field
optical probe that had a relatively large QD, to which optical excitation was
transported, provided at its tip. Here, the dot-array dependency of the signal transfer
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was experimentally evaluated by controlling the array structure of the QDs that acted
as a transfer medium for signal. With these examinations, structural dependency of
the signal transfer via optical near-field interactions was demonstrated, and basic
insights were gained for achieving a nanostructure optimized for signal transfer.

16.3.1 Optical Excitation Transfer in Randomly Deistributed
Quantum Dots via Optical Near-Field Interactions

If QDin (QD1 at the signal input) and QDout (QD2 at the signal output) are spatially
arranged at a distance so that there is no optical near-field interaction between them,
naturally, optical excitation transfer from QDin to QDout does not occur. However, by
filling the space between QDin and QDout with the same-sized QD1s as QDin, optical
near-field interactions can occur between adjacent QDs, and an optical excitation
occurring in QDin can be consecutively transferred from one QD to the next. As
described above, unidirectional optical excitation transfer occurs at the QDout, due
to the energy dissipation that occurs at QDout. As a result, optical excitation transfers
from QDin to QDout.

Therefore, even when QDin and QDout are arranged with a spatial separation,
by appropriately arranging QD1s between the two, long-distance signal transfer
becomes possible. In addition, the optical near-field interactions that are basis of the
optical excitation transfer between QDs depend on the interdot distance; however,
as shown in Fig. 16.11, as long as the interdot distance is maintained within a range
allowing the optical near-field interactions to occur, the QDs need not be in an
orderly array. Therefore, the proposed optical signal transfer system is expected
to be highly resistant to positional displacement of the QDs. This characteristic will
be described in more detail in the following subsection.
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16.3.2 Theoretical Analyses

A three-dimensional distribution model of QDs, as shown in Fig. 16.11, was
formulated in order to evaluate the structural dependency of the optical excitation
transfer in the system formed of QD1 and QD2 described in the previous section.
Here, the performance of the signal transfer between QDin and QDout was analyzed
with respect to the effects of the distance between them, and the structure of the
internal dot distribution.

The formulated model is based on a system composed of (N � 1) smaller QDs
QD1 and one larger QD QD2. Here, it is assumed that QD1 and QD2 are resonant
with each other, and optical excitation transfer via optical near-field interactions can
occur. QD1s are denoted as QD1, QD2, : : :, and QDN�1, and QD2 is denoted as
QDN , distinguishing individual QDs with subscripts 1 through N . The following
rate equation is introduced, assuming optical near-field interactions between two
arbitrary QDs QDi and QDj :

dni

dt
D

NX
jD1

�
nj

�j i

�
�

NX
iD1

�
ni

�ij

�
� ni
�i
: (16.9)

Here, ni is the probability of optical excitation occurring at the i th QD; �ij is
the interaction time of the optical near-field interaction between QDi and QDj ,
satisfying the relation �ij D �j i ; and �i is, for i D 1 to N � 1, the optical excitation
relaxation lifetime of QD1 and, for i D N , the sublevel relaxation time from
excitation level E22 of QD2 to the ground level E21. Here, the interdot interaction
time is defined as the reciprocal of the optical near-field interaction and is described
by the following Yukawa function [1]:

„Uij D 1

�ij
D Aij exp.��rij /

rij
: (16.10)

Here, „ is Planck’s constant divided by 2� . Uij is the optical near-field coupling
strength between QDi and QDj ; rij is the center-to-center distance between QDi

and QDj ; Aij is a constant; and � is the effective mass of the Yukawa function,
which is given by

� D
p
2Ep.Em C Ep/

„c ; (16.11)

whereEp and Em, when applying them to the experimental conditions described in
following subsection, indicate the exciton energies of the CdSe QDs and the ZnS
shell layer, respectively, and c is speed of light. Here, the output signal from the
output QD, Iout, can be defined by
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Iout

dt
D nN

�N
; (16.12)

assuming that QDN is the output QD QDout and that the time integra of the optical
excitation probability for QDN at the ground state is Iout.

Parameters of the above theoretical model were set based on preliminary
experimental results of CdSe/ZnS core-shell QDs used in the experiment described
later. First, in our previous study (see Sect. 16.2), by evaluating time-resolved
spectral properties of fluorescence lifetime from a mixed system with CdSe/ZnS
core-shell QDs of d1 D 2:8 and d2 D 4:1 nm diameters, optical excitation transfer
due to optical near-field interactions was indirectly confirmed in this system. Based
on this insight, the optical excitation transfer time between QD1 and QD2 via
optical near-field interactions at a center-to-center distance of 7.3 nm was set at
135 ps. In the CdSe/ZnS core-shell QDs of d1 D 2:8 nm, Ep and Em are 2.25
and 2.54 eV, respectively. Based on these, the coefficientAiN .D ANi / in Eq. (16.11)
was determined to be 65.3 s�1. In addition, Aij , which is a constant that defines the
optical excitation transfer time between QD1s via optical near-field interactions, was
defined as .i; j ¤ N/, based on the density of states ratio of excitons, estimated
from the absorption coefficient of energy levels E22 and E21. Also, the optical
excitation lifetime of QD1 was experimentally determined as �i = 2.2 ns .i ¤ N/,
and the sublevel relaxation time �N for QD2 was set at 1 ps based on a previous
study [22].

Furthermore, to evaluate the spatial array structure dependency of QDs between
QDin and QDout, the three-dimensional structure shown in Fig. 16.12a was used.
More specifically, QD1s were arrayed in the x, y, and z directions with the number
of Nx, Ny , and Nz, respectively, and QDout was placed adjacent to a QD1 that
is a distance T away from QDin in the x-direction. Distance dependency of the
signal transfer was evaluated based on output signals from the output QD at varying
positions. The effects of arrangement of the nanostructure composed of QD1s on
the distance dependency was also evaluated.

Further details of the model are as follows: the center position of QDin is set at
the origin (0, 0, 0). QD1s are arrayed, 10 in �x direction and 306 in Cx direction
(i.e.,Nx D 317). The center-to-center distance between adjacent dots is 7.3 nm. The
number of QDs in y and z directions is given by Ny and Nz; however, because they
are arrayed in the most densely filled structure, QDs in adjacent rows are staggered
by half of the interdot distance, as shown in Fig. 16.12a. Assuming the initial values
at t D 0 for the probability of optical excitation for QDin and output signal intensity
to be n1 D 1 and Iout D 0, respectively, the evolution of the optical excitation of
individual QDs over time was numerically solved using Eqs. (16.9)–(16.12). The
output signal of Eq. (16.12) was evaluated at t D 12 ns, which is over 5 times the
relaxation lifetime of optical excitation from QD1, namely, 2.2 ns.

Figure 16.12b shows the distance dependency of the output signal when the dot-
array structures were .Ny;Nz/= (1, 1), (7, 1), (7, 2), and (15, 2). With respect
to the varying x-positions T of QD2, the output signals showed nearly linear
decays on a log scale, indicating that the output signals have decaying properties
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Fig. 16.12 (a) Schematic representation of the calculation model. (b) Calculation results
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and gray solid curve = Iout.15; 2/. (c) Calculation results of T0.Ny; Nz/. Circles =T0.Ny; 1/,
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out=I
0
out (change in output signal with respect

to v, the displacement of QD1). Inset: schematic representation of QD1 position displacement
model. Arrows indicate destinations of centers of QD1s. Side length of dashed squares is v, and
the tips of the arrows always fall within these squares

of a monoexponential function with respect to the transfer distance. However, it is
noteworthy that the decay trend greatly differs depending on the dot-array structures.
That is, within a range of small transfer distance T , Iout is larger when the overall
scale of the dot-array is smaller (i.e., when Ny and Nz are smaller); however, when
the transfer distance T increases, the decay is moderate with larger Ny and Nz.
Therefore, these results suggest that, strategically, it is better to keep the number of
QDs small for a short-distance signal transfer and to increase it for a long-distance
signal transfer.
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Because Iout tends to show a decay described by a monoexponential function
with respect to the transfer distance T , it has properties defined by

Iout

dT
D exp

�2T
T0

: (16.13)

Therefore, T0 can be considered as the signal transfer distance, which is an index
characterizing the signal transfer. Assuming this, how T0 changes with respect to
the dot-array dimensions Ny and Nz was analyzed. Figure 16.12c shows the Ny
dependency of T0 for Nz = 1, 2, 3, and 4, indicating monotonic increases of T0 with
increasing Ny and Nz, respectively. Furthermore, because T0 shows a saturating
trend with respect to Ny , the dependency of T0.Ny;Nz/ on Ny is evaluated by

T0.Ny;Nz/ D B � B exp.�Ny=C /; (16.14)

where the constant B is an index providing the maximum distance of the optical
excitation transfer and the constant C is an index characterizing the saturation of
the maximum distance. As a result, the constants B and C can be obtained, as
shown in Table, for Nz = 1, 2, 3, and 4, respectively. Corresponding curves are
shown in Fig. 16.12c. For example, when Nz D 1, the maximum transfer distance
is 2.85
m, whereas when Nz D 4, it is 7.92
m, indicating also that a long-
distance transfer is possible by increasing the number of QD1s involved in the
transfer.

Nz B.
m) C

1 2.85 11.0

2 4.77 11.5

3 6.48 11.2

4 7.91 10.8

In the above analyses, it is assumed that the dot-array is orderly with equal
intervals, as in Fig. 16.12a. In reality, however, it is likely that the QDs are
variously positioned, and therefore, it is important to evaluate the effects of position
variability on the signal transfer performance. The evaluation was conducted as
follows. A system of (Ny , Nz) = (5, 1) was analyzed. The x� and y�coordinates
of center positions of all QD1s except QDin were randomly shifted by uniform
random numbers between �v=2 andCv=2, as illustrated in the inset in Fig. 16.12d.
Given this, QDout is set at T D 1; 000 nm to evaluate the output signal I v

out. The
rates of change, I v

out=I
0
out, from the output signal with no displacement, I 0out , was

examined with 500 iterations of position shifts by random numbers, the results of
which were used to calculate the standard deviation 	.v/. Corresponding to the
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increase in the maximum value of position displacement, jvj; 	.v/ increased nearly
linearly; however, even when jvj D 3 nm, 	.3/ was merely 6:8 � 103. As indicated
by the Yukawa function of equation (16.10), the interdot interaction time between
nearest neighbors is short with the optical excitation transfer via optical near-
infrared interactions, and it is likely that the optical excitation transfer is occurring
preferentially. Therefore, even when the overall distribution is random, the signal at
QDin is transferred to QDout as long as there is a highly efficient transfer route in
the system, which is likely reflected in the robustness of the signal transfer against
positional displacements shown above.

16.3.3 Experiment

An experimental test of the above-described signal transfer performance was
conducted as follows. CdSe/ZnS core-shell QDs (Evidot by Evident Technologies)
of 2.8 and 4.1 nm diameters were used for the smaller QDs QD1s and the larger QD
QD2, respectively.

The sample was prepared following the procedure below:
1. Al light-shielding film was applied to a SiO2 substrate at 50 nm thickness by

sputtering.
2. An aperture of 500 nm diameter was made in the Al light-shielding film using

electron-beam (EB) lithography and reactive ion etching.
3. An SiO2 film was formed on the Al light-shielding film at 20 nm thickness by

sputtering.
4. QD1 solution in 1-phenlyoctane was dropped on the substrate treated as above,

and excess solution was blown off after leaving it for 10 min.
The SiO2 film sputtered in Step 3 was formed for the purpose of preventing

excitation energy loss due to optical near-field interactions between QDs and the
Al light-shielding film. In Step 4, the concentration of the solution was varied at
0.5, 1.0, and 3.0 mg/mL to prepare samples 3A, 3B, and 3C, in which the heights
of distributed QD1s were determined by atomic force microcopy to be H = 10, 20,
and 50 nm, respectively.

The following fiber probe was prepared for the measurement of the above
samples. First, a fiber probe with nanometric protrusion [30], in which a sharpened
core protrudes from an Au light-shielding film of a 800 nm thickness, was prepared,
and then QD2s were attached to the tip of the probe by immersing the probe for
10 min in a QD2 solution (1-phenlyoctane solution at 1 mg/mL).

By using this fiber probe, the fluorescence distribution was measured with the
measuring system shown in Fig. 16.13b. CW laser light (h� = 2.62 eV) was radiated
from the back of the substrate at a power density of 1.27 W/cm2, thus exciting only
QD1s at the aperture. At this time, by scanning near the aperture with the fiber
probe at a controlled distance of 10 nm or less to the sample, QD2s adhered to the
tip of the probe that served as the QDout, and the excitation energy unidirectionally
flowed toward the probe. The beam collected by the probe was passed through a
bandpass filter with a center photon energy of h� = 2.29 eV and was detected by a
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photomultiplier tube, giving the measured value of emission intensity IQD1 of QD1.
Because the output signal Iout at QD2 is proportional to the total level of the optical
excitation of QD1s in the vicinity, it is possible to estimate the decay of Iout from
the point of excitation beam introduction to the distance T by measuring IQD1 under
the CW excitation.

Measurement results for samples 3A, 3B, and 3C are shown in Fig. 16.14a.
Because the excitation intensity at the aperture on the substrates (dashed circles
in the figure) was high enough for the signal to pass through the filter, the
signal intensity at that point was high for all samples. Then, the signal inten-
sity declined as the distance from the aperture increased. Setting T D 0 at
the position with the maximum light intensity at the aperture, this maximum
value was used to obtain normalized light intensity values IQD1 along the white
dashed arrows in Fig. 16.14a, the profiles of which are shown in Fig. 16.14b.
Profiles for samples 3A, 3B, and 3C are shown by dashed, dotted, and solid
curves, respectively. In the region where T � 500 nm, it is assumed that the
results reflect the distribution of the excitation intensity at the aperture, and for
the range T > 500 nm, approximation with a monoexponential function was
performed for each profile. Based on each approximation, a transfer distance T0,
which is defined by dIout=dT D exp.�2T=T0/, was calculated. As a result,
approximated curves were obtained, and T0 values were calculated to be 1.92,
4.40, and 11.8
m for samples 3A, 3B, and 3C, respectively. As described above,
Iout is proportional to IQD1, and therefore, the calculated T0 corresponds to the
maximum transfer distance evaluated as the constant B in Eq. (16.14) in the
previous subsection. The experimentally determined transfer distance and de-
cay distance obtained from B in Table 3.2 are indicated in Fig. 16.14c with
circles and squares, respectively. The increasing trend in the transfer distance
with an increase in the height of the distributed QD1s, H , observed in the
theoretical and experimental results shows good agreement with each other. It
is speculated that the experimentally obtained transfer distance is generally low
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because the relaxation time of optical excitation of QD1s is reduced by optical
near-field interactions with metal, such as the Al light-shielding film on the substrate
and the Au light-shielding film of the probe [31]. These results demonstrated the
signal transfer performance between QDs via optical near-field interactions.

16.4 Destination Selectivity of Optical Near-Field Signal
Transfer System

In this section, we designed and fabricated a structure for the purpose of a
quantitative study of guided optical excitation transfer based on optical near-field
interactions between QDs of different size randomly distributed in certain areas on
a substrate. Measuring the intensity of emission from QD2 outside of the device, we
succeeded in obtaining an output signal that had been transferred over a distance of
several wavelengths, in the form of propagating light. Furthermore, we confirmed
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the selectivity of the optical excitation transfer through a comparative experiment
using a QD pair not having resonant energy levels.

16.4.1 Optical Near-Field Signal Transfer System

Since optical near-field interactions occur only between resonant levels, selectivity
of optical excitation transfer is expected: Now, assume the presence of another
resonant QD pair, QD3 and QD4, with diameters d3 and d4 (see Fig. 16.15a). If the
diameters satisfy the condition d1 < d3 < d2 < d4, QD3 does not have an energy
level that is resonant with QD1 or QD2. Therefore, optical near-field interactions
are very weak, even if QD3 is placed in proximity to QD1 or QD2; thus, optical
excitation transfer does not occur. Therefore, QD3 and QD4 can exchange optical
excitation independently of QD1 and QD2. That is, optical excitation introduced
into the QD1 is not transferred even if QD3 or QD4 is located in proximity, and
the optical excitation is finally transferred only to QD2. Thus, an optical excitation
transfer path through QDs with well-chosen parameters can exhibit selectivity of
the signal transfer destination.

As an example, Fig. 16.15b shows a schematic illustration of optical excitation
transfer paths consisting of two channels of QDs with intersections. Referring
to the figure, QD1–QD4 are individually distributed at random in proximity to
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each other in the areas of paths 1–4, so that two types of QDs coexist at the
path intersections. In this device, when optical excitation is introduced to QD1 on
path 1, as described earlier, an optical signal is transferred through path 1 by optical
near-field interactions among the QD1s. At the intersection with path 2, unidi-
rectional energy transfer from QD1 to QD2 occurs, so that the optical signal is
transferred to path 2 (part 4A in Fig. 16.15b). At the intersection between paths 1
and 4, however, the signal does not transfer since QD1 and QD4 are nonresonant.
Similarly, an optical signal introduced into path 3 is transferred to path 4 but is not
transferred to path 2 (part 4B in Fig. 16.15b). Hence, each optical excitation in the
different QDs autonomously selects its transfer destination. Optical excitations in
nonresonant QDs do not interfere with each other, and it is therefore expected that
wires can be crossed without any interactions.

The properties of the above-described optical excitation transfer paths are unique
to optical near-field interactions and seem difficult to be realized with all-optical
waveguides.

16.4.2 Experiments and Discussion

In order to evaluate the above-described optical excitation transfer properties of
QDs, we conducted an experiment for actually confirming the difference in optical
excitation transfer behavior in parts 4A and 4B shown in Fig. 16.15b. For the
purpose of this experiment, we used CdSe/ZnS core-shell QDs (manufactured by
Quantum Design, Inc.). As materials for QD1, QD3, and QD2 described above,
those with central emission photon energies of h�1 = 2.31 eV, h�3 = 2.26 eV, and
h�2 = 2.12 eV were used. The outside of the shells was modified with an organic
molecule carboxyl group. A sample in which QDs were placed in proximity to each
other with gaps between them was obtained by drying drops of a solution. Using a
transmission electron microscope, we estimated that the average distance between
the centers of QDs closest to each other was about 10.4 nm. The distance is well
within the effective field of optical near-field interactions calculated with Yukawa-
function parameters appropriate for CdSe/ZnS core-shell QDs. Yet, it is far too large
to expect significant tunnel coupling between adjacent QDs. We fabricated sample
4A, corresponding to part 4A in Fig. 16.15b, by the procedure described below and
shown in Fig. 16.16a.
1. Electron-beam resist (ZEP-520A, a product of Zeon corporation) was spin-

coated to a thickness of about 100 nm on a synthetic silica substrate and was
baked at 180 ıC for 240 s.

2. Path 2 with a width of 1,000 nm was drawn by an EB lithography system.
3. Path 2 was developed by immersing it in a developer.
4. By using the EB lithography system, path 1 with a width of 200 nm was drawn

so as to perpendicularly intersect path 2 (Fig. 16.16a (i)).
5. Drops of QD2 solution were dropped onto the substrate and were left for 1 min,

and then the remaining drops on the resist were blown away.
6. Path 1 was developed by immersing it in a developer.
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7. Drops of QD1 solution were dropped onto the substrate and were left for 1 min,
and then the remaining drops on the resist were blown away (Fig. 16.16a (ii)).

8. The sample was immersed in resist cleaner (solvent ZEP-A) to remove the
electron-beam resist.
Since the ZEP-520A film was hardly wetted with the QD solution, QDs were

obtained almost exclusively on the paths in steps 5 and 7. Note that the QD1
which was distributed in path 2, where QD2 was already distributed in step 5, does
not affect the optical excitation transfer properties since the optical excitation that
reaches path 2 is all transferred to QD2, which is more stable.

Figure 16.16b shows an atomic force microscope (AFM) image of the intersec-
tion of the fabricated sample 4A. The result revealed that QDs were distributed
in a region with a width of 300 nm and a height of 40 nm in the section of path
1. Furthermore, by using QD3 solution instead of QD1 solution in step 7 in a
similar process, we fabricated sample 4B corresponding to part 4B in Fig. 16.15b.
In addition, as a comparative example, we fabricated sample 4C in which only path
2 was present, corresponding to part 4C in Fig. 16.15b.

These samples were then used to experimentally study optically induced near-
field energy transfer processes. The sample substrate was irradiation by CW He-Cd
laser light (photon energy h� = 3.81 eV) from back side of the substrate at oblique
incidence. The laser beam was beforehand shaped by a pinhole with a diameter of
10
m and excited QD1 by irradiating path 1 with an objective lens with NA= 0.4.
The objective lens was scanned in a range of �2 < T < 15
m, where T denotes
the distance between the irradiation spot and the intersection of paths 1 and 2.
The laser power was 450 nW, and the diameter of the irradiation spot was 2
m.
The optical excitation generated by the excitation light was transferred along path
1 and was transferred to QD2 in part 4A, emitting light from the ground level
E21 of QD2 (h�2 = 2.26 eV). The light emission from E21 was observed with an
electron multiplying CCD camera (Hamamatsu ImagEM C9100–13H, Hamamatsu
Photonics K.K.) by using an objective lens withNA= 0.55 and a bandpass filter with
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a center photon energy of h� = 2.14 eV, that is, near h�2. The format of acquired
images was 512 � 512 pixels, 16-bit grayscale, with a resolution of 0.37
m/pixel.

We evaluated the efficiency of the optical excitation transfer by studying the
dependence of the intensity I of light emission from QD2 as function of its distance
T from the excitation spot. More specifically, I is the peak value in CCD images
which is observed at the path intersection. A difference in the density of QD2
among the samples was compensated for by normalization by the value at T = 0
m.
Finally, we define as a performance metric the distance T0 at which the light
emission intensity I.T / has decreased to 1/e2 (see below).

As examples of the measurement results, Fig. 16.17a, b show CCD images of
sample 4A (the intersection between paths 1 and 2, where QD1 and QD2 are
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of IA.T / associated with optical near-field interactions, where the dashed line represents a single-
exponential attenuation curve
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resonant) and sample 4B (the intersection between paths 3 and 2, where QD3 and
QD2 are nonresonant) obtained at T = 3.7
m. The color scale was normalized in
previously discussed manner. Since a bandpass filter transparent at E21 was used,
light emission is not observed in paths 1 and 3 and is observed mainly at the
intersections.

Comparing samples 4A and 4B, we find generally much stronger light emission
from sample 4A having a resonant level with, for example, IA(3.7) = 1.1 � 10�2
and IB (3.7) = 2.6 � 10�3, respectively. Furthermore, in a similar measurement
performed on sample 4C, which did not have optical excitation transfer paths
corresponding to paths 1 and 3, we obtained IC (3.7) = 2.3 �10�3, exhibiting
essentially the same value as sample 4B. Since QD2 in sample 4C were directly
excited by stray laser light, presumably, direct optical excitation of QD2 was also
dominant in sample 4B, and the optical near-field excitation transfer from QD3
through path 3 was very small.

Figure 16.17c shows the results of plotting the measured values of IA.T /, IB.T /,
and IC .T / evaluated and normalized as described, that is, IA.0/ D IB.0/ D
IC .0/ D 1. No substantial differences were observed among IA.T /, IB.T /, and
IC .T / for T < 2
m. In this region, the emission profile matches the 2-
m-
diameter Gaussian beam profile of the excitation laser rather well, and direct optical
excitation of QD2 dominates over near-field excitation transfer. In sample 4C, no
excitation transfer occurs, and the weak signal for T > 2
m in this sample
thus represents a background signal reflecting limitations of our setup. The signal
recorded in sample 4B in this region is very similar, and we therefore conclude
that the effect of energy transfer from path 3 to path 2 in sample 4B can be
disregarded. Thus, we confirmed that optical excitation transfer based on optical
near-field interactions is strongly suppressed between QDs not having resonant
energy levels, demonstrating selectivity of the optical excitation transfer destination
with QDs.

In the range T > 2
m, IA.T / clearly exceeds the other two. In order to quantify
this effect, Fig. 16.17d shows the results of subtracting the background-dominated
signal IC .T / from IA.T /. As expected, IA.T / � IC .T / decreases monotonically
with increasing T . It can be approximated by a single-exponential attenuation curve
indicated by a dashed straight line in the logarithmic plot Fig. 16.17d. From its
slope, we obtain the optical excitation transfer distance T0 at which the optical
excitation energy was reduced to 1=e2 as T0 D 4:7 
m. This value shows a
good agreement with the transfer distance calculated according to Sect. 16.3.2
using a QD-center distance of 10.4 nm, a width of 300 nm and a height of 40 nm
of path 1. This indicates that the optical energy transfer observed in sample 4A
presumably occurred through optical excitation transfer based on optical near-field
interactions. Our results demonstrate that sample 4A, in which QD1 and QD2
were distributed at random, operates as an optical excitation transfer path that can
function at dimensions less than or equal to the diffraction limit, that is, with a
width of 300 nm and a height of 40 nm. From these results, we believe that we
succeeded in demonstrating that optical excitation transfer in randomly distributed
QDs has properties unique to optical near-field interactions between resonant energy
levels.
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16.5 Conclusion

In Sect. 16.2, we observed the dynamic properties of excitonic energy transfer and
dissipation between CdSe/ZnS core-shell QDs and ZnO QDs via an optical near-
field interaction using time-resolved PL spectroscopy. We observed the dynamic
properties of excitonic energy transfer and dissipation between CdSe/ZnS core-
shell QDs and ZnO QDs via an optical near-field interaction using time-resolved
PL spectroscopy. We experimentally confirmed that optical near-field coupling
does not occur between nonresonant energy levels. Furthermore, we successfully
increased the energy transfer ratio between the resonant energy states, instead of the
radiative decay from the QD. Chemically synthesized spherical nanocrystals, both
semiconductor QDs and metallic nanocrystals [32], are promising nanophotonic
device candidates because they have uniform sizes, controlled shapes, defined
chemical compositions, and tunable surface chemical functionalities.

In Sect. 16.3, The array dependency of QDs was theoretically and experimentally
analyzed with respect to the basic properties of transfer via optical near-field
interactions. Effects of the array structure of the QDs, which act as a medium,
on the signal transfer performance were analyzed with a theoretical model using
a rate equation. Increasing the number of QDs in the dot-array is detrimental to
short-distance signal transfer (signal intensity decreases); however, it allows for
long-distance transfer because decaying of the signal with respect to the transfer
distance is alleviated. In addition, a high resistance against positional variations
of QDs was shown. Using different-height, stacked CdSe/ZnS core-shell QDs and
a near-field optical probe whose tip had QDs that serve as an output end, the
dependency of signal transfer performance on the structure of distributed QDs
was experimentally evaluated, and the obtained results were consistent with the
theoretical calculations.

In Sect. 16.4, we fabricated a structure containing excitation paths formed by
randomly distributed QDs and evaluated the optical excitation transfer properties.
When two types of CdSe/ZnS core-shell QDs having resonant energy levels, namely,
QD1 and QD2, were used, we succeeded in observing a directed optical excitation
transferred by optical near-field interactions as propagating light emitted as an
output signal from QD2. The transfer distance was estimated to be 4.7
m. When
using QDs with nonresonant energy levels, however, near-field optical excitation
transfer was greatly reduced. These results demonstrate that optical excitation
transfer in QDs occurs via excited levels of the QDs. Thus, it is possible to readily
fabricate an optical excitation transfer path by randomly distributing QDs and to
implement the functionality for selecting the signal transfer destination by utilizing
nonresonant levels. These properties will be very effective in nanophotonic signal
transfer devices, and randomly distributed QDs appear as a promising candidate
technology for implementing these features.
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Abstract
Two types of recording media possessing nano-dot structures were investigated.
The media were prepared by an artificially assisted (or aligned) self-assembling
(AASA) method, which includes simple nano-patterning using a nano-imprint
and fine nano-patterning using self-assembling organic molecules. The AASA
method were successfully applied to fabricate magnetic patterned media for
opto-magnetic hybrid recordings and fluorescent organic dye media for near-field
optical recording.
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17.1 Introduction

The data storage density is advancing because of the requirement of information
data growth as shown in Fig. 17.1. 1Tb/inch2 density will be required around 2014.
Physical limits, however, are predicted both for magnetic recording and for optical
one. To overcome the optical limit (diffraction limit), near-field optics is required.

The magnetic recording density is currently increasing at rates of up to 30–40 %
per year. To obtain the higher densities, grain sizes of the conventional continuous
magnetic films should be reduced to maintain a necessary signal-to-noise ratio. The
small grain sizes, however, reduce thermal stability of the magnetization of each bit.
This, referred to as superparamagnetism, can be overcome by increasingKuV=kT ,
where Ku is an energy barrier to reversal per grain volume (anisotropic energy),
V is a volume per grain, k is Boltzmann constant, and T is temperature. High Ku
materials such as FePt are preferable to overcome the thermal fluctuation. Higher
magnetic field is required to write the signals on the highKu media. Magnetic fields
generated by the thin-film magnetic head have almost reached to their limits. Hybrid
recording ([1], shown in Fig. 17.2) consisting of near-field light and magnetic field
is one of the good candidates to solve the paradox.

Magnetic patterned media, which consist of islands of magnetic material sur-
rounded by a non-magnetic matrix, increase an effective V resulting in bit thermal
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stability [2]. Magnetic patterned media (schematically shown in Fig. 17.3) can
decrease in media transition noise, track edge noise, and nonlinear bit shift effects.
Additionally, precise servo information can be embedded in the patterned media.
This is very advantageous for narrower track widths of future HDDs [3]. Ultra-high
density beyond 1Tb/inch2 should be obtained by the combination of the hybrid
recording and the patterned media [4].

Some serious problems must be resolved such as a high cost of nano-patterning
and write synchronization [5]. Magnetic patterned media have been prepared
previously, for example, by electron beam or focused ion beam patterning [6],
ion beam modification [7], interferometric lithography [8], nano-imprint lithog-
raphy [9], self-assembling template lithography [10], and plating in anodized
aluminum pores [11]. Recently, self-assembling template lithography [12–14] has
attracted much attention, because of their possibility to fabricate nano-scale pattern
on large area.

In this chapter, we show circumferential magnetic patterned media, prepared
by an artificially assisted (or aligned) self-assembling (AASA) method [15],
which includes simple nano-patterning using a nano-imprint and fine nano-
patterning using self-assembling diblock polymers according to a graphoepitaxy
method [16–18]. The fine nano-patterns created by the self-assembling method can
be aligned in a large area by nano-imprinted guide patterns [19].

As another approach to ultrahigh-density recordings with near-field optics,
we have aimed at a novel write/read principle media on the nm scale: organic
dye-patterned media. In the previous near-field optical storage demonstrations, con-
ventional recording media such as a magnetic-optical recording (MO) medium [20],
a phase-change (PC) medium [21], or photochromic materials [22, 23] have been
used. Using an MO medium and a PC MEDIUM, signal contrasts are 1 and 10%,
respectively. In future near-field storage devices, signal contrast will be insufficient
to achieve practical readout speeds. As for photochromic materials, although better
signal contrast is expected, readout without destroying the recorded information has
been a major issue.

We showed that amorphous organic dye molecules formed droplet-like nm-
scale structures and aligned by the AASA method [24]. It is possible to inject and
confine charges into a single dot using AFM [25, 26]. Fluorescence changes in dye
molecules associated with charge injection into their thin films was observed [27].
Fluorescence measurement has such a high signal-to-noise ratio that it can be
observed even in a single molecule. Therefore, readout using fluorescence is
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expected to achieve high accuracy even if recording marks are nm scale. Further-
more, electrical writing, namely, charge confinement, will prevent record rupture at
readout as shown in Fig. 17.4.

17.2 Magnetic Patterned Media

17.2.1 Preparation

Self-assembly method has attracted much attention because of its ability to produce
ordered fine nano-pattern with a large area. We adopted diblock copolymers as
self-assembly system. Figure 17.5 shows the explanation of phase separation of
diblock copolymers. There are several types of phase-separated states as shown
in Fig. 17.6.

The diblock copolymer molecule used here consists of a hydrophobic
polystyrene chain and a hydrophilic polymethylmethacrylate chain [28, 29]. These
chains are not mixed resulting in a phase-separation state. The dot diameter and
the dot pitch are determined by the molecular weights. For the diblock copolymer
[polymethylmethacrylate (Mw 41500)-polystyrene (Mw 17200)], 40 nm diameter
and 80 nm pitch were obtained. Figure 17.7 shows the dot patterns of the diblock
copolymers on a flat surface. A polycrystalline structure was observed for phase-
separation state where polymethylmethacrylate dots in polystyrene surrounding.

Figure 17.8 shows the concept of the artificially assisted (or aligned) self-
assembly (AASA) method. Phase separation takes place in the grooves to produce
aligned dot patterns. Figure 17.9 shows a schematic explanation of the preparation
method for magnetic patterned media using AASA method. Nano-imprint process
of guide groove patterns in AASA method are schematically shown in Fig. 17.10.
A Ni master disk possessing spiral patterns with 60-, 100-, 150-, 200-, and 250-nm-
width lands and a 400-nm-width groove (110 nm depth) was pressed to a resist film
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on a CoCrPt film to transfer the spiral patterns at a room temperature at a pressure
of 1,000 bar.

The AFM images of spiral patterns transferred to the resist film were shown in
Fig. 17.11. The land-groove spiral patterns were precisely transferred.

A diblock copolymer solution was cast into the obtained grooves and then
annealed to prepare self-assembling dot structures aligned along the grooves.
Figure 17.12 indicates dot structures in grooves with different widths. One to
four dot lines could be obtained by changing the groove width. The groove
width should be controlled to obtain the regularly aligned dot lines along the
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grooves. In the figure, the groove widths were considered rather suitable for the
two and four dot lines. Figure 17.13 shows the phase-separation dot patterns
of another diblock copolymer in grooves. The dot size was 15 nm and the dot
pitch was 35 nm. These small dots were obtained by using the diblock copoly-
mer with low molecular weight [polymethylmethacrylate (Mw 13200)-polystyrene
(Mw 65000)].

The PMMA dots were selectively removed by the oxygen plasma treatment [29].
The resulting holes were filled by spin on glass (SOG). The lower magnetic films
were patterned by ion milling using the SOG dots as a mask.

Figure 17.14a shows the SEM image of the patterned magnetic media with 40 nm
diameter. There are fluctuations in size and in position of the magnetic dots. The
irregularities are probably caused by the diblock copolymer dot disorder and by
the nano-patterning process fluctuation. The whole image of the patterned media
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Fig. 17.14 (a) SEM image of the patterned magnetic media with a 40 nm diameter; (b) the whole
image of the patterned media disk prepared on a 2:5-inch HDD glass plate

Fig. 17.15 TEM image of
the patterned CoPt dot [Co74Pt26(40 nm) /Ti(5nm)]

CoPt

50nm

Ti
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disk prepared on a 2:5-inch-diameter HDD glass plate was shown in Fig. 17.14b.
Interference colors based on the wide groove lines were observed. Figure 17.15
shows the TEM image of the patterned dot with about 40 nm diameter. This image
indicates that the magnetic dot is completely separated.
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FePt-ordered alloys with extremely high magnetic anisotropy energy Ku have
attracted increasing attention because of their possible application to magnetic-
optical hybrid recording capable of extending the recording density of HDDs
beyond the superparamagnetic limit in Co alloy materials which have been used
in conventional magnetic recording media. High-temperature annealing process is
required to obtain the ordered crystal structure as shown in Fig. 17.16. Figure 17.17
shows a demonstrations of fabrication of FePt patterned media with 35 nm dot pitch
by the diblock copolymer method. As shown in Fig. 17.18, AASA method has been
successfully applied to the high-density patterned media.

17.2.2 Magnetic Properties

Figure 17.19 shows the M -H loops of the raw continuous film (CoCrPt) and the
patterned media. A coercive force Hc and squareness ratio of the patterned film
increased compared to the continuous film. The magnetization of the patterned
media decreased due to the decrement of the material volume. Squareness ratio was
almost unity.

Figure 17.20 indicates the MFM images of the patterned magnetic media after
AC erase and after DC erase. Three magnetic dot lines are observed corresponding to
Figs. 17.12c and 17.14a. Bright and dark dots are randomly distributed after AC erase.
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Fig. 17.18 AFM image of
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The DC erased dots are observed magnetized in one direction in Fig. 17.20b. Single
magnetic domains with an almost perpendicular orientation were confirmed in each
magnetic dot.

Figure 17.21 showsM -H loops measured by VSM for a FePt film and dots. For
the FePt film, the Hc was 4.5 kOe, and for the dots, the Hc increased to 13 kOe and
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the squareness of the loops was 1.0. The magnetization of the dots was not saturated
because the magnetic field our VSM could generate was limited to 20 kOe. The
observed large increase of the Hc was thought to be attributable to enhancement
of shape anisotropy by formation of isolated dots. Huge Hc exceeding 100 kOe has
been reported, which was expected from the coherent magnetization rotation for
highly ordered L10 FePt particles with diameter of about 20 nm [30]. The observed
Hc in the present study was far smaller than the reported value. One possible
explanation of the small Hc may be that a degradation of the degree of crystal order
may cause lowering of Hc. To advance the further miniaturization of the dot size
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in the magnetic patterned media, it is necessary to obtain a better understanding of
effects of the etching process on magnetic materials.

17.3 Organic Dye-Patterned Media

17.3.1 Preparation

The organic molecule mainly used here was TTPAE or TPD, shown in Fig. 17.22.
These molecules give amorphous films as a hole transport layer in organic EL
devices [31]. The films were formed by vacuum evaporation onto thermally oxized
p-Si substrates with resistivity of 0.001–0.01��cm. The thickness of SiO2 layer
was 20 nm. The electrodes were fabricated on the back of the Si substrates by
evaporating Cr and Au. Before the evaporation of molecules, the SiO2/Si substrates
were made hydrophobic by treatment in an atmosphere of hexamethyldisilazane.

Figure 17.23 shows the contact-mode topographic image of the TTPAE film
observed using an AFM. It was clearly seen that the film was constructed of spatially
isolated droplet-like domain structures. The size and the density of domain were
varied according to the amount of deposition. The diameter, height, and density
were varied from 20 to 300 nm, from 10 to 100 nm, and from 1,011 to 109 cm�2,
respectively. When the amount of deposition was increased to the film thickness
of more than 40 nm, the film structure changed into a continuous layer with a flat
surface. We verified that thin films of several amorphous molecules including TPD
also showed similar domain structures.

The observed uniform droplet-like domain structures suggest that the film
growth is based on the Volmer–Weber mechanism. In this mechanism, growth

N N

NN

TTPAE

NN

CH3 CH3

TAD

Fig. 17.22 Molecular structures of TTPAE and TPD
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Fig. 17.23 AFM image of TTPAE films

Fig. 17.24 Schematic
explanation of the AASA
method for TPD dot
alignment
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Substrate

TPD

Anneal

characteristics are known to depend strongly on the surface energies of the film and
of the substrate. When the films were formed onto hydrophilic SiO2/Si substrates,
it was found that the domain size was much larger than films on the hydrophobic
substrates.

The droplet size and alignment could be controlled by the AASA method. The
hole arrays were prepared on polymethylmethacrylate film by using AFM. The pitch
was 30 nm. TPD molecules were evaporated onto the arrays. TPD amorphous dots
were selectively formed on the holes with the same size as shown in Fig. 17.24.
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Fig. 17.25 AFM image of
TPD dots prepared by AASA
method

V

UV light excitation

Fluorescence Spectrometer

SiO2
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Molecular film

Applied voltage

Fig. 17.26 Schematic diagram of device structure and fluorescence measurement

Using nano-imprint should produce the large area hole arrays to obtain the large
area organic dye-patterned media (Fig. 17.25).

17.3.2 Electrical and Optical Measurements

Figure 17.26 shows a schematic diagram of the structure of the device used in this
chapter. To apply voltage to the organic films, Au films of 10 nm thickness were
fabricated on the substrates following the deposition of organic films. Au films
of 10 nm were selected as thinnest providing good electrical contact and sufficient
fluorescence intensity from the beneath organic films.
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Fig. 17.27 Schematic diagram of displacement current measurement

Scanning of applied voltage started at 0V. Fluorescence measurements were first
obtained at positive-voltage regions and then at negative regions. The voltage scan
speed was 0:02Hz. All fluorescence measurements were carried out in air and at
room temperature.

In order to investigate the electrical properties of TTPAE films, displacement
current measurements were performed. Since details of displacement current mea-
surements were described in a previous paper [32], only distinctive features are
shown here. Figure 17.27 shows a schematic diagram of displacement current
measurement. The measured current is expressed by the capacitance and scan speed
of the applied voltage. In the simplest case, the organic film behaves as a dielectric
and the measured current reflects the capacitance of entire dielectric film, that is,
organic and SiO2 (CSiO2COrg). As for the donor or acceptor molecules, carrier
injection or ejection through Metal/Org interfaces occur. If carrier injection through
the Metal/Org interface occurs, the measured current will reflect the capacitance of
the SiO2 (CSiO2) film. Therefore, the displacement current is sensitive to carrier
injection into the organic film.

Figure 17.28 shows the applied voltage dependence of fluorescence in TTPAE
film. These data were obtained in the first scan of voltage for positive and negative
voltages, respectively. As shown later, large hysteresis was observed in fluorescence
quenching. As shown in Fig. 17.28, fluorescence intensity decreases as applied
voltage V increases at positive voltages. On the other hand, at negative voltages,
no variations according to V are observed. Changes in the fluorescence spectrum
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Fig. 17.28 Applied voltage dependence of fluorescence (PL) of Au/TTPAE/SiO2/Si with TTPAE
thickness of 15 nm and SiO2 thickness of 100 nm. Excitation wavelength, 360 nm. Fluorescence
wavelength, 540 nm

and excitation spectrum are shown in Fig. 17.29. It was found that the observed
fluorescence quenching did not follow any shift of spectral peaks.

Figure 17.30 shows the displacement current characteristic of a TTPAE film
under visible light irradiation. At positive bias voltages, hole injection and ejection
were clearly observed, and at negative bias voltages, no carrier injection was ob-
served. These findings are consistent with the fact that TTPAE is an electron donor
material. Figure 17.31 shows a comparison between fluorescence measurements and
displacement current measurements under UV irradiation. Since both fluorescence
variations and displacement currents show large hysteresis especially at negative
bias voltages, the results for the first cycle of voltage are shown separately from
those for the second and third cycles. At positive bias voltages, fluorescence
and current into TTPAE film were observed to vary in the same manner. Both
fluorescence variations and displacement currents are reproducible at positive bias
voltages. On the other hand, at negative bias voltages, large hysteretic variations
were observed in both measurements. On the way to �25V in the first cycle, no
fluorescence change or negative current into the TTPAE film was observed. On
the way back to 0V, a positive current, which corresponded hole injection, and
fluorescence quenching were observed at the same voltage. In the second or third
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Fig. 17.29 Spectra of Au/TTPAE/SiO2/Si with TTPAE thickness of 15 nm and SiO2 thickness of
100 nm: (a) fluorescence spectra with bias voltage of 0 V (dashed line), excitation wavelength of
360 nm; (b) fluorescence spectra with bias voltage of C50V (solid line), excitation wavelength of
360 nm; (c) excitation spectra with bias voltage of 0V (dashed line), fluorescence wavelength of
540 nm; and (d) excitation spectra with bias voltage of C50V (solid line), fluorescence wavelength
of 540 nm

Fig. 17.30 Displacement
current diagram of
Au/TTPAE/SiO2/Si with
TTPAE thickness of 50 nm
and SiO2 thickness of 50 nm
under white light irradiation
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cycle, two current peaks were observed on the way to �25V and one peak was
observed on the way back to 0V. The decrease of fluorescence quenching was
observed at lower voltages where the first current peak, which corresponded to
hole ejection, was observed on the way to �25 V, and no fluorescence quenching
was observed at another current peak from �15 to �25 V, which corresponds to
electron injection. On the way back to 0 V in the second and third cycle, fluorescence
quenching was observed at the same voltage as the current, which corresponded to
hole injection, was observed.

Figure 17.32 shows the fluorescence quenching efficiency for various thicknesses
of TTPAE films. Fluorescence quenching efficiency increased as the film thickness
decreased and had a peak value at a thickness of 15 nm. In the case of films thicker
than 15 nm (c), uniform film structures were observed. On the other hand, in the
case of thinner films, separated film structures (b) or isolated dot structures (a) were
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Fig. 17.31 Comparison between applied voltage dependence of fluorescence and displace-
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Fig. 17.32 TTPAE film
thickness dependence of
fluorescence quenching
efficiency. Sample was
Au/TTPAE/SiO2/Si with
SiO2 thickness of 100 nm.
Excitation wavelength,
360 nm. Fluorescence
wavelength, 540 nm
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observed. As for the separated structures or the dot structures, the effective thickness
of the film was found to be thicker than the case for uniform films.

We directly observed fluorescence quenching for the TTPAE dots by a near-field
optical microscope. Charge injection is carried out through contact electrification by
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a gold-coated AFM tip with a positive bias. The charges were found to be very stable
for a long time. This phenomenon will be the same as in a fresh silicon memory,
where electrons are stored in a floating gate. Injected holes can be extracted by
a negatively biased tip. Holes were injected to diamine dots at 3V. These holes
were extracted at �2V. Therefore, the organic dot structure can be operated as a
rewritable memory. However, it takes time to detect surface potential values. Optical
readout procedures are required for high-speed scanning. Figure 17.33 shows that
fluorescence intensity is reduced for the dot where the charge was injected.

We hypothesize that Coulomb interaction between photoexcited molecules and
carriers (holes), as suggested by Deussen et al. in an earlier explanation of the
effect of current flow on fluorescence quenching [33], plays an essential role in
the fluorescence quenching described here.

17.4 Conclusion

We have shown the circumferential magnetic patterned media with a 40 nm diameter
on a 2:5-inch-diameter glass plate. The media were prepared by an artificially
assisted self-assembling (AASA) method, which includes simple nano-patterning of
land-groove spirals using a nano-imprint and self-assembling of the diblock polymer
aligned in the grooves. Magnetic films were etched by ion milling using the nano-dot
structures of the diblock polymer as a mask. Fluctuations of size and position of the
patterned cell, observed for the present media, should be reduced for the realization
of patterned media.

We have also investigated organic dye-patterned media prepared by the AASA
method. Fluorescence quenching of TTPAE dots with charge injection applying bias
voltages. Displacement current measurements show that the quenching efficiencies
depend strongly on the polarities of injected charges and that quenching cannot
be explained by the external field-induced exciton dissociation. Charge injection
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properties show that the hole injections play an essential role in fluorescence
quenching. 60% fluorescence quenching efficiency is achieved. This will be a novel
optical storage medium with high contrast and high signal-to-noise ratio.

These nm-scale dot structures should prove to be effective in the application of
near-field optics to ultrahigh-density storage media.
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Abstract
Studies that are related to thermal-induced phase transition and photo-induced
phase transition are important issues in the field of solid state science. Rubidium
manganese hexacyanoferrate RbMn[Fe(CN)6], one of the Prussian blue analogs,
is a suitable system for observing thermal-induced and photo-induced phase
transitions since this compound is a mixed-valence compound that has a strong
cooperativity due to the CN ligand bridges. Here, we describe the crystal
structure, magnetic properties, thermal-induced phase transition, and photo-
induced phase collapse and photomagnetic effect based on photo-induced phase
transition of RbMn[Fe(CN)6].

18.1 Introduction

Studies that are related to temperature-induced phase transitions and photo-
induced phase transitions are extensively investigated in solid-state chemistry [1–4].
Temperature-induced phase transition phenomena are observed in spin crossover
or intramolecular electron transfer. In a spin crossover complex, a transition metal
ion can be in either the low-spin or the high-spin state depending on the strength
of the ligand field. When the thermal energy is close to the exchange energy
that corresponds to the crossover, a spin transition occurs between the two spin
states. This phenomenon is observed in octahedral coordinate iron transition
metal complexes [5–7]. Charge-transfer phase transitions have been observed in
mixed-valence complexes [7–13], for example, [MIII

2MIIO.O2C2H3/6L3] (M = Fe,
Mn; L = H2O, pyridine) [12] and M(dta)4I(M = Ni, Pt; dta = dithioacetato) [13].
Charge-transfer phase transitions that accompany spin crossovers have also
been reported, for example, Co.py2X/.3; 6� DBQ/2 (X = O, S, Se) [14] and
Na0:4Co1:3ŒFe.CN/6� � 4:9H2O [15]. A temperature-induced phase transition often
accompanies a thermal hysteresis loop, which is related to the cooperativity
of the corresponding system. The cooperativity in a metal complex assembly
is due to the interaction between a metal ion and lattice strain, for example,
an electron-phonon coupling [16], a Jahn-Teller distortion [17], and an elastic
interaction [18]. Cyano-bridged metal assemblies such as hexacyanometalate-
[4,19–39] and octacyanometalate-based magnets [40–45] are suitable for observing
a thermal phase transition since they are mixed-valence compounds that have a
strong cooperativity due to the CN ligand bridges.

To date, several types of photo-induced phase-transition phenomena have been
reported, for example, a light-induced crystalline-amorphous transformation in
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chalcogenide material [46–48], a light-induced spin-state change on the transition
metal ion of a metal complex [3, 49–51], a light-induced charge transfer in donor-
accepter stacked molecules [2, 52, 53], light-induced ferromagnetism bimetallic
assemblies [36–45], light-induced reversible metal-semiconductor transition in
a titanium oxide [54], or light-induced insulator-metal transition in perovskite
manganite [55, 56]. Until now, we have demonstrated photomagnetic effects such
as photo-induced magnetization and the photo-induced magnetic pole inversion
with cyano-bridged bimetallic assemblies [4, 36, 39–45]. One possible method for
achieving optical control of magnetization is to change the electron spin state of a
magnetic material. For example, if photo-irradiation varies the oxidation numbers
of transition metal ions within a magnetic material, its magnetization will be
controlled. The bistability of the electronic states is also indispensable for observing
photo-induced persistent magnetization since the energy barrier between these
bistable states can maintain the photo-produced state even after photo-irradiation
is ceased.

From this viewpoint, Prussian blue analogs are an attractive system due
to their high Tc values [22]. In particular, Verdaguer et al. reported that
VIIŒCrIII.CN/�0:86 � 2:8H2O exhibits a Tc value of 315 K [24]. Successively, Girolami
et al. and Miller et al. reported crystalline KIVIIŒCrIII.CN/6� with Tc D 103 ıC
and amorphous KI

0:058VII=IIIŒCrIII.CN/6�0:79.SO4/0:058 � 0:93H2O with Tc D 99 ıC
powder, respectively [27, 28]. In multi-metal Prussian blue analogs, the rational
design of magnets based on the molecular field theory is possible for the fol-
lowing reasons: (1) metal substitutions induce only small changes in the lattice
constant and (2) superexchange interactions are only essentially effective between
the nearest neighbor metal ions [25]. For example, we have designed a novel
type of magnet that exhibits two compensation temperatures with the system of
.NiII0:22MnII

0:60FeII
0:18/1:5ŒCrIII.CN/6� � 7:5H2O, that is, the spontaneous magnetiza-

tion changes sign twice as the temperature is varied [29]. In this study, we show
the temperature-induced phase transition and photo-induced phase transition of
ferromagnetic RbxMnŒFe.CN/6�.xC2/=3 � zH2O complex.

18.2 Synthesis of Rubidium Manganese Hexacyanoferrate

Preparing method of rubidium manganese hexacyanoferrate, RbxMn
ŒFe.CN/6�.xC2/=3 � zH2O, is as follows: an aqueous solution (0.1 mol dm�3) of
MnIICl2 with a mixed aqueous solution of RbICl (1 mol dm�3) and K3ŒFeIII.CN/6�
(0.1 mol dm�3) was reacted to yield a precipitate. The precipitate was filtered,
dried, and yielded a powdered sample. The prepared compound was a light brown
and elemental analyses for Rb, Mn, and Fe indicated that the obtained precipitate
had a formula of RbMnŒFe.CN/6� (x D 1, z D 0). The 1:1:1 ratio of Rb:Mn:Fe
allowed the Mn ions to coordinate six cyanonitrogens. Consequently, the network
does not contain water molecules. Scanning electron microscope (SEM) images
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Fig. 18.1 Schematic structures of (a) RbIMnIIŒFeIII�.CN/6 and (b) RbI
xMnIIŒFeIII.CN/6�.xC2/=3 �

zH2O. Large gray circle is RbI ion, middle black circle is MnII ion, middle gray circle is FeIII

ion, small gray circle is C atom, and small white circle is N atom, respectively. Shadows indicate
defects at the FeIII.CN/6 sites. Water molecules are omitted for clarity

showed that the obtained powdered sample was composed of cubic microcrystals
that were 2:1 ˙ 1:1m. For the sample of different x, the sample was prepared
by reacting an aqueous solution (0.1 mol dm�3) of MnIICl2 with a mixed aqueous
solution of RbIC (0:05 � 1mod dm�3) and K3ŒFeIII.CN/6� (0.1 mol dm�3). The
schematic structure of RbxMnŒFe.CN/6�.xC2/=3 � zH2O is shown in Fig. 18.1.

18.3 Crystal Structure of Rubidium Manganese
Hexacyanoferrate

To study the crystal structure of rubidium manganese hexacyanoferrate, X-
ray single crystal analysis was performed for Rb0:61MnŒFe.CN/6�0:87 � 1:7H2O
[57]. Crystal was obtained by the slow diffusion of MnCl2 (7 � 10�3
mol dm�3) dissolved in ethanol into K3ŒFe.CN/6� (3 � 10�3 mol dm�3) and RbCl
(1:4 � 10�2 mol dm�3) dissolved in water for 3 month. The obtained single crystals
measured approximately 0:1 � 0:1 � 0:05mm3. Elemental analysis of Rb, Mn,
and Fe of the single crystal was performed by microscopic fluorescent X-ray
analysis (micro-FXA) with an X-ray spot size of ' 10�m. The observed ratio of
metal ions was Rb:Mn:Fe = 0.58(˙0.04): 1.00(˙0.03): 0.86(˙0.03). The density
(d ) measured by the flotation method (tetrabromoethane and toluene) showed
d = 1.84(3) g cm3. These results of micro-FXA and density measurements showed
that the formula of the crystal was RbI

0:61MnIIŒFeIII.CN/6�0:87 � 1:7H2O. Crystal data
was collected on a Rigaku RAXIS RAPID imaging plate area detector with graphite
monochromated Mo-Ka radiation.

The present single crystal, Rb0:61MnŒFe.CN/6�0:87 � 1:7H2O, contains an inter-
mediate composition value of 0.61 for RbC. This compound has vacancies of
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Table 18.1 Crystallographic and refinement data

Formula Rb0:61MnŒFe.CN/6�0:87 � 1:7H2O

FW 322.1
Calculated density/g cm�3 1.829
Temperature/K 93.1
Crystal system Cubic
Space group Fm3m
Lattice constants/Å 10.5354(4)
Unit cell volume/Å3 1169.37(8)
Number of formula units Z 4
Absorption coefficient �=cm�1 46.66
Number of measured reflections 20,363
Number of independent reflections 292
Number of refined parameters 15
GOF on jF j2 1.270
R1ŒI > 2�.I /� 0.0449
wR2 0.1081

0:13 � ŒFe.CN/6� in the cubic lattice to maintain charge neutrality. It is expected
that the Mn ion around the vacancy is coordinated to a water molecule (so-called
ligand water) and the interstitial sites are occupied by Rb ions or non-coordinated
waters (so-called zeolitic water molecules).

X-ray crystallography shows that RbI
0:61MnIIŒFeIII.CN/6�0:87 � 1:7H2O be-

longs to the face-centered cubic lattice FmN3m with lattice constants of
a = b = c = 10.5354(4) Å and Z D 4. The crystallographic agreement factors are
R1 D 0:0449 [I > 2�.I /] and wR2 = 0.1081 (further details are available from
the Fachinformationszentrum Karlsruhe, D-76344 Eggenstein-Leopoldshafen:
crysdata@fiz-karlsruhe.de by quoting the depository number CSD 417499).
Table 18.1 shows the crystal data and the refinement details. The asymmetric
unit contained manganese atom [Mn(1)] at position 4a (0, 0, 0); iron atom
[Fe(1)] at position 4b (1/2, 1/2, 1/2); rubidium atom [Rb(1)] at position 8c
(1/4, 1/4, 1/4); cyanonitrogen [N(1)] and cyanocarbon [C(1)] at positions 24e
(0.3174(4), 0, 0) and 24e (0.2068(4), 0, 0); respectively, oxygen atoms of the
ligand water molecule [O(1)] at a vacancy; and oxygen atoms of zeolitic water
molecule [O(2)] at position (0.369(4), 0.369(4), 0.369(4)) and [O(3)] at position
(0.327(4), 0.327(4), 0.327(4)). Figure 18.2 shows the -plane of unit cell for the
cubic network. All the cyanide groups exist as bridges between Mn(1) and Fe(1)
in the three-dimensional framework. Mn(1) is connected to N(1) and O(1) for
an average composition of MnN0:87O0:13 due to the vacancy of ŒFe.CN/6�3�. The
interatomic distances of Fe(1)–C(1), C(1)–N(1), and Mn(1)�N(1) [or Mn(1)�O(1)]
are 1.9238(1), 1.1652(1), and 2.1786(1) Å, respectively. Rb(1) occupies the center
of the interstitial sites, and O(2) and O(3) are distributed in a disordered fashion
inside the Mn(1)–N(1) [or Mn(1)–O(1)] interstitial sites of the cubic network as
zeolitic waters.
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Mn(1)

N(1)/O(1)

C(1)

Fe(1)

Rb(1)–

O(3)
O(2)

Fig. 18.2 Crystal structure for Rb0:61Mn[Fe(CN)6]0:87 � 1.7H2O. The projection in the -plane
(cubic,FmN3m). Spheres and ellipsoids are drawn at a 50 % probability level. All H atoms are
omitted for clarify. Occupancies are 0.305 for Rb(1), 1.00 for Mn(1), 0.87 for Fe(1), 0.87 for
C(1), 0.87 for N(1), 0.13 for O(1), 0.0528 for O(2), and 0.0624 for O(3), respectively

18.4 Temperature-Induced Phase Transition

18.4.1 Phase Transition Phenomenon in Magnetic Susceptibility

Figure 18.3 shows the product of the molar magnetic susceptibility (�M) and the
temperature (T ) vs. T plots of RbMnŒFe.CN/6�. The �MT value in the high-
temperature (HT) phase is 4.67 cm3 K mol�1 at 330 K, but cooling the sample
at a cooling rate of 0.5 K min�1 decreases the �MT value around 235 K and
at T D 180K in the low-temperature (LT) phase reaches 3.19 cm3 K mol�1.
Conversely, as the sample in the LT phase is warmed at a heating rate of 0.5 K
min�1, the �MT value suddenly increases near 285 K and reaches the HT phase
value at 325 K. The transition temperatures from HT to LT (T1=2#) and from LT to
HT (T1=2") are 225 and 300 K, respectively, and the width of the thermal hysteresis
loop (�T D T1=2" � T1=2#) is 75 K. This temperature-induced phase transition is
repeatedly observed [58, 59].

18.4.2 Change in Electronic State

X-ray photoelectron spectroscopy (XPS) spectra of KI
3ŒFeIII.CN/6�, KI

4ŒFeII.CN/6�,
and the HT and LT phases were measured. In the HT phase, the Fe-2P3=2 and
Mn-2P3=2 electron binding energies are 710.1 and 641.8 eV, respectively, and in
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Fig. 18.4 Temperature
dependence of the CN
stretching frequencies in the
IR spectra with cooling
process

the LT phase, the Fe-2P3=2 and Mn-2P3=2 electron binding energies are 708.8 and
642.5 eV, respectively. The observed Fe-2P3=2 electron binding energy of 710.1 eV
in the HT phase corresponds to that of 710.0 eV for FeIII in KI

3ŒFeIII.CN/6�. In
contrast, Fe-2P3=2 binding energy of 708.8 eV in the LT phase is close to that of
709.1 eV for FeII in KI

4ŒFeII.CN/6�. The shift of the Mn-2P3=2 binding energy from
the HT to the LT phases suggests that the oxidation number of the Mn ion increases
from II to III.

Between 300 and 10 K, the infrared (IR) spectra are recorded. Figure 18.4 shows
the CN� stretching frequencies at 300, 240, 220, 200, and 10 K. At 300 K, a sharp
CN� peak is observed at 2,152 cm�1 (linewidth = 9 cm�1), and as the temperature
decreases, the intensity of this peak decreases. Near 220 K, a new broad peak
appears at 2,095 cm�1 (linewidth = 65/cm�1). These IR changes are in the same
temperature range of the phase transition in the �MT � T plots. The CN stretching
peak at 2,152 cm�1 in the HT phase is due to the CN ligand bridged to MnII and FeIII
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Fig. 18.5 Real ("0) and imaginary ("00) parts of the dielectric constant (") spectra in the (a) HT
phase and (b) LT phase. Dotted and solid lines represent the �0 and �00 parts, respectively

ions (MnII–NC–FeIII). In contrast, the broad CN stretching peak at 2,095 cm�1 in the
LT phase is assigned to the CN ligand bridged to MnIII and FeII ions ( MnIII–NC–FeII).

These XPS and IR spectra show that valence states for Mn and Fe ions in
the HT phase are MnII.d 5/ and FeIII.d 5/, respectively, and those in the LT phase
are MnIII.d 4/ and FeII.d 6/, respectively. The drop in the �MT value at T1=2#
implies that the electronic states of the HT and LT phases are MnII.d 5IS D
5=2/ � NC� FeIII.d 5IS D 1=2/ and MnIII.d 4IS D 2/ � NC� FeII.d 6IS D 0/,
respectively. These assignments are confirmed by Mn and Fe 3p-1s X-ray emission
spectroscopy [60] and 1s X-ray absorption spectroscopy [61].

Figure 18.5a shows the real ("0) and imaginary ("00) parts of the dielectric constant
(") spectrum of the HT phase at 293 K, measured by spectroscopic ellipsometry
[62]. A dispersive-shaped line, which was centered at 410 nm, was observed. In the
corresponding position, an absorption-shaped peak was observed in the "00 spectrum
at 410 nm with "00 = 0.13. This peak is assigned to the ligand-to-metal charge transfer
(LMCT) transition of ŒFe.CN/6�3� (2T2g !2 T1u;CN� ! FeIII). Figure 18.5b
shows the "0 and "00 parts of the " spectrum in the LT phase. The LT phase was
obtained by slowly cooling to 160 K using N2 vapor and then measuring " at 275 K.
A large dispersive-shaped line, which was centered at 470 nm with a minimum
value at 420 nm and a maximum at 540 nm, was observed in the "0 spectrum. The
corresponding position in the "00 spectrum showed a strong absorption-shaped peak
of "00 = 0.68, which is assigned to the metal-to-metal charge transfer (MM’CT) band
of FeII ! MnIII (more accurately, CN2px , CN2py !Mn3dx2�y2 , Mn3d z2).

18.4.3 Structural Change

Figure 18.6 shows the powder X-ray diffraction (XRD) patterns as the temperature
decreased from 300, 240, and 220 to 160 K. The diffraction pattern of the HT
phase is consistent with a face-centered cubic (FN43m) structure with a lattice
constant of 10.533 Å(at 300 K). As the sample is cooled, the XRD peaks of the
HT phase decrease and different peaks appear. The observed XRD pattern in
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Fig. 18.6 Temperature dependences of XRD spectra (* indicates Cu from the sample holder)

the LT phase shows a tetragonal structure of IN4m2 with a = b = 7.090 Å and
c = 10.520 Å (at 160 K), which corresponds to a = b = 10.026 Å and c = 10.520 Å
in a cubic lattice. The unit cell volume of 1,169 Å3 in the HT phase is reduced
about 10 % to 11,057 Å3 in the LT phase, and warming caused the tetragonal
structure to return to the cubic one. This structural change from cubic to tetragonal
in the XRD measurement is understood by the Mn

III
Jahn-Teller transformation

of the tetragonally octahedral elongation type (B1g oscillator mode). Synchrotron
radiation X-ray powder structural analysis was used to determine the precise bond
lengths of the LT phase, that is, two-long and four-short Mn–N bond distances are
2.26(2) and 1.89(3) Å, respectively, and the two-short and four-long Fe–C bond
distances are 1.89(2) and 2.00(3), respectively [63]. Thus, the d -orbital symmetry
of both metal ions in the LT phase is D4th (a1g, b1g, b2g , and eg). Therefore, the
precise electronic state of LT phase is MnIII(eg2b2g1a1g1; S D 2)-NC-FeII(b2g2eg4;
S D 0) (Fig. 18.7).

18.4.4 Mechanism

Prussian blue analogs belong to class II mixed-valence compounds. This system
is described by two parabolic potential-energy curves due to valence isomers in
the nuclear coordinates of the coupled vibrational mode [8–11]. When these two
vibronic states interact, the ground state surface has two minima in the vibrational
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Jahn-Teller (gray curve) modes: (a) the ground state is MnIII–FeII and the metastable state is MnII–
FeIII at T D 0K, and (b) T D 263K (=Ttrans) and (c) the ground state is MnII–FeIII and meta-stable
state is MnIII–FeII at T D 400K. Gray spheres indicate population

coordinates (Fig. 18.8). In the present system, the MnIII–FeII vibronic state is a
ground state at T D 0K in the vibrational coordinates (mixed-valency mode)
(black curve in Fig. 18.8a). Moreover, in this situation, MnIII causes Jahn-Teller
distortion, and then, the energy of the MnIII–FeII has two minima described in
the configurational coordinates (Jahn-Teller mode) (gray curve in Fig. 18.8a). In
the present system, MnIII ion shows an enlongation-type Jahn-Teller distortion.
These potential surfaces change as the temperature increases, which cause a phase
transition.

18.5 Ferromagnetism of the Low-Temperature Phase

18.5.1 Magnetic Ordering and Heat Capacity

When the LT phase is cooled to a very low temperature under an external magnetic
field of 10 Oe, it exhibits spontaneous magnetization with a Curie temperature (Tc)
of 11.3 K (Fig. 18.9a). The magnetization as a function of the external magnetic
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Fig. 18.9 (a) Magnetization vs. temperature plots of the LT phase by SQUID measurement: (�)
field-cooled magnetization (FCM) at 10 Oe and (ı) zero field-cooled magnetization (ZFCM) at
10 Oe. (b) Magnetic hysteresis loop of the LT phase at 3 K. (c) The observed �M � T plots. The
data between 150 and 270 K is fitted to Curie-Weiss plots (�)

field at 3 K indicates that the saturated magnetization (M s) value is 3.6�B and
the coercive field (H c) value is 1,050 G (Fig. 18.9b). The �M

�1 � T plots of the
paramagnetic LT phase show positive Weiss temperatures (‚) between 12 and
15 K, which are obtained by extrapolating the data in the temperature region of
150–270 K, respectively [64]. In low temperature region, the C p value gradually
increases with temperature and reaches a maximum, 27.1 J K�1 mol�1 at 11.0 K
(denoted here as T p), as shown in Fig. 18.10a. Then, it drops suddenly to 17.5 J K�1
mol�1, and increases gradually. The dependence of the C p values on the external
magnetic field is shown in Fig. 18.10b, c, where the T p peaks shift to a higher
temperature as the external magnetic field increases: T p = 11.0 K (=0 T), 11.0 K
(0.05 T), 11.2 K (0.10 T), 11.3 K (0.20 T), 11.4 K (0.30 T), 11.5 K (0.50 T), 11.9 K
(1.00 T), 13.8 K (2.00 T), and 15.2 K (3.00 T).
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Fig. 18.10 (a) Plots of C p vs. T in a zero external magnetic field: (�) experimental and (�)
derived C lat curve based on Eq. 18.3. (b) Plots of C p vs. T in the presence of an external magnetic
field. (c) Enlarged plots of (b)

18.5.2 Entropy and Enthalpy of Magnetic Phase Transition

Because RbMnŒFe.CN/6� is an insulating magnetic system, the C p value is de-
scribed as a sum of the contributions from lattice vibration, C lat; short-range
magnetic ordering, C short; and long-range magnetic ordering,C long:

C p D C lat C C short C C long: (18.1)

C lat is described by a polynomial function of temperature with odd powers [65]:

C lat D aT 3 C bT 5 C cT 7 C dT 9 C eT 11 C � � � ; (18.2)
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and Cshort is described by AT �2 [66]. We fitted the C p data in the region between
15 K (=1.4 � T c) and 30 K (=2.7 � T c) by the contributions of Clat C Cshort, using
analyses reported in other systems [67]. The derived coefficients, including the
estimated uncertainties (˙7.4 %) from the experiment (˙7.0 %) and curve fitting
(˙2.3 %), are as follows: a D 8:08 � 10�3 J K�4 mol�1, b D �2:10 � 10�5 J
K�6 mol�1, c D 2:56 � 10�8 J K�8 mol�1, d D �1:18 � 10�11 J K�10mol�1, and
A D 1; 130 J K mol�1. The solid line in Fig. 18.10a shows the C lat curve. The
magnetic heat capacity, Cmag D C shortCC long, is obtained by subtracting C lat from
C p, as shown in Fig. 18.11. The magnetic transition entropy, �Smag, and enthalpy,
�Hmag, can be obtained from

�Smag D
Z T

0

Cmagd lnT (18.3)

and

�Hmag D
Z T

0

CmagdT: (18.4)

The estimated values of �Smag and �Hmag for RbIMnIIIŒFeII.CN/6� are
11:8˙ 0:9 J K�1mol�1 and 125˙ 9 J mol�1, respectively.

18.5.3 Long-Range Magnetic Ordering and Exchange Coupling

The T p value of 11.0 K agrees with the T C value of 11.3 K derived from a SQUID
measurement; then, the anomalous peak at can be ascribed to a magnetic phase
transition. The�Smag value of 11:8˙0:9 J K�1mol�1 is close to the value calculated
for the ordering of magnetic spins on the MnIII.S D 2/ sites for RbIMnIIIŒFeII.CN6/�
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Fig. 18.12 Experimental
plots of Cmag (ı) and the
C SW curve (�) calculated
from the spin-wave theory for
a 3-D ferromagnet using
Eq. 18.6 with d=n D 1:51

and ˛ D 0:17 J K�5=2 mol�1

given by Rln(2SC 1) = 13.4 J K�1mol�1, where R is the gas constant. Thus, the
origin of this magnetic phase transition is attributed to the long-range magnetic
ordering of the MnIII sites.

The dimensionality of magnetic ordering, that is, two- or three-dimensional
(2- or 3-D) magnetic lattice, can be determined by the temperature dispersion
of �Smag. When the value of �Smag is divided into two terms, such as the
magnetic entropy values below T p (�Smag�lower) and above T p (�Smag�upper), the
ratio of �Smag�lower/�Smag for the magnetic lattices of the 3-D Ising, 2-D Ising,
and 3-D Heisenberg types are 81, 44, and 62 %, respectively [68]. The ratio of
�Smag�lower/�Smag in the present system is 65(3) % (Fig. 18.11). Therefore, in this
framework, the magnetic ordering of the LT phase is most likely 3-D Heisenberg-
type magnetic ordering.

Analyzing Cmag at very low temperatures using the spin-wave theory can
determine if the long-range magnetic ordering of a target material is ferromagnetic
or antiferromagnetic. The heat capacity due to the spin-wave excitation, C SW, is
expressed by Jongh and Miedema [69]

C SW D ˛T d
n ; (18.5)

where d stands for the dimensionality of the magnetic lattice and n is the exponent
in the dispersion relationship: n D 1 for antiferromagnets and n D 2 for
ferromagnets. We fitted the Cmag values in the region between 2.8 and 4.7 K to
Eq. 18.5 (Fig. 18.12), and the estimated parameter of d=n is 1.51(11). This d=n
value is consistent with that predicted for the magnetic ordering of the LT phase,
that is, the 3-D ferromagnet, where d D 3 and d D 2. The observed shifts in the
T p values of the infield C p data, 11.0 K (0 T)! 15.2 K (3.00 T), are displayed in
Fig. 18.10b, c, which also suggest ferromagnetic character. Since the shift in T p to
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higher temperatures is characteristic of ferromagnetic transitions [70], the trend of
the infield C p values observed in the present study gives direct evidence that the
magnetic ordering of the LT phase is ferromagnetic.

This system shows a 3-D Heisenberg-type ferromagnetic ordering, although
diamagnetic FeII is bridged to MnIII in an alternating fashion. The exchange coupling
constant, J , of this ferromagnet can be evaluated in the following manner. The ˛
value derived from Eq. 18.5 is related to the J value. In CSW for a 3-D ferromagnet,
the coefficient ˛ is described by Ohmae et al. [71]

˛ D 1p
2

5R	.5=2/
.5=2/

16�2S3=2

�
kB

J

�3=2
; (18.6)

where 	 is Riemann’s zeta function, 
 is Euler’s gamma function, and kB

is the Boltzmann constant. Since the ˛ value obtained from Eq. 18.5 is 0.17(1) J
K�5=2 mol�1, the estimated J value based on Eq. 18.6 is +0.55(4) cm�1. �Hmag

is also related to the J value in an extension of the molecular-field theory. In this
treatment,�Hmag due to long-range magnetic ordering is expressed by

�Hmag

R
D S2zJ

kB
; (18.7)

where the number of neighboring magnetic sites, z, is 6 in the present system. The
estimated J value from Eq. 18.7, using�Hmag = 125˙ 9 Jmol�1 is +0.44(3)cm�1.

18.5.4 Mechanism of Magnetic Ordering

Application of the superexchange interaction mechanism to the present ferromag-
netic ordering is difficult since the diamagnetic FeII sites are connected by paramag-
netic MnIII sites. One plausible mechanism is the valence delocalization mechanism,
in which ferromagnetic coupling arises from the charge-transfer configuration [72].
Day et al. explained the ferromagnetism of FeIIIŒFeII.CN/6�0:75 � 3:5H2O by the
ferromagnetic exchange interaction based on a partial delocalization of the electrons
that occupy the FeIIt2g orbitals next to the neighboring high-spin FeIII sites. Since
FeIII in Prussian blue is replaced with MnIII, the same mechanism is feasible in our
system. In fact, an intense intervalence transfer (IT) band of the LT phase has been
observed at 540 nm and in the IT band of Prussian blue. In the valence delocalization
mechanism, the T c value is related to the valence delocalization coefficient of c as
T c / c4. The c value is given by second-order perturbation theory as

c D
X
iD2;3

.h 0jH j i ih 1jH j i i=.E1 �E0/.Ei � E0// ; (18.8)
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Fig. 18.13 The observed �MT vs. T plots for Rb0:64MnŒFe.CN/6�0:88 � 1:7H2O under 5,000 Oe
with cooling and warming by ˙0.5 K min�1

where  0; 1;  2, and  3 are the ground (pure MnIII–FeII) state and the charge-
transfer configurations of FeII ! MnIII, FeII ! CN, and CN! MnIII, respectively,
and E0 � E3 are their energies. Mixing these excited charge-transfer configura-
tions with the ground state causes the ferromagnetic exchange coupling. The J
value of � C 0:5 cm�1 in the present system is three times larger than that of
+1.5 cm�1 in Prussian blue. This large J value means that RbIMnIIIŒFeII.CN/6�
has a large c value. Namely, the electrons on the FeII site are delocalized to
the MnIII site.

18.6 Control of Temperature-Induced Phase Transition

18.6.1 Huge Thermal Hysteresis Loop and a Hidden Stable Phase

Rb0:64MnŒFe.CN/6�0:88 � 1:7H2O was prepared by reacting an aqueous solution
(0.1 mol dm�3) of MnCl2 with a mixed aqueous solution of RbCl (1.0 mol dm�3)
and K3ŒFe.CN/6� (0.1 mol dm�3). The mixed solution was stirred for 5 min and
the precipitate was filtered, yielding a light brown powder. The SEM image
indicates that the precipitate is rectangular with the size of 0:3 ˙ 0:1 �m. The
IR peak is observed at 2,153 cm�1 at 300 K, which is assigned to the CN group
of FeIII �NC �MnII, that is, the electronic state of the prepared compound is
RbI

0:64MnIIŒFeII.CN/6�0:88 � 1:7H2O.
The magnetic properties were measured using a SQUID magnetometer.

Figure 18.13 shows the product of the �MT vs. T plots. The �MT value decreases
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Fig. 18.14 (a) The observed �MT vs. T plots for Rb0:64MnŒFe.CN/6�0:88 � 1:7H2O under
5,000 Oe with warming by +0.1 K min�1 after rapid cooling. (b) The observed �M

�1 vs. T plots,
and the �M

�1 vs. T curves of the HT (black) and the LT (gray) phases, fitted by Curie-Weiss law

around 165 K (=T1=2#) as the sample is cooled at a cooling rate of �0:5K min�1.
Conversely, as the sample is warmed at a warming rate of +0.5 K min�1, the �MT

value increases around 303 (= T1=2") and returns to the initial value. The thermal
hysteresis value (�T � T1=2" � T1=2#) is surprisingly large, 138 K. In addition,
the �M value of the rapidly cooled sample, that is, the sample placed directly into
a sample chamber at 10 K, was measured. The rapidly cooled sample shows a high
�MT value even at low temperature (hereafter called the hidden stable phase),
which nearly corresponds to the value extrapolated from the HT phase, and then
relaxes to the �MT value of low-temperature (LT) phase around 114 K (= T SP#)
(Fig. 18.14a). Since the �M

�1 vs. T plots of the HT and LT phases are nearly linear
as a function of T , these plots are fitted by the Curie-Weiss law and the Weiss
temperatures of the HT and LT phases, which are estimated to be �6 and +7 K,
respectively (Fig. 18.14b) [73].

To investigate the electronic state of the LT phase, the temperature dependence
of the CN stretching frequencies in the IR spectrum was measured. As the
temperature decreases, the intensity of the MnII–NC–FeIII peak at 2,153 cm�1
decreases and a new broad peak appears between 2,080 and 2,140 (peak top:
2,108 cm�1), which is assigned to the CN group of MnIII–NC–FeII. From the
analysis of the conversion in the IR spectra, the electronic state of the LT phase
is determined to be RbI

0:64MnII
0:40MnIII

0:60ŒFeII.CN/6�0:60ŒFeIII.CN/6�0:28 � 1:7H2O.
The XRD pattern of the sample at 300 K shows a cubic crystal (FmN3m) with
a lattice constant of a = 10.535(6) Å. As the temperature decreases, different
XRD patterns due to the LT phase appear near T1=2#. The observed XRD pat-
tern in the LT phase is assigned to an orthorhombic crystal structure (F222)
with lattice constants of a = 10.261(16), b = 10.044(10), and c = 10.567(16) Å.
This distorted crystal structure is ascribed to the Jahn-Teller effect on the
produced MnIII sites.
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18.6.2 Thermodynamical Analysis of Thermal Hysteresis Loop

The fractions (˛) of the temperature-induced phase transition of �T = 138 K are
estimated as shown in Fig. 18.15a using the extrapolation curves of vs. �M

�1
plots of the HT and LT phases. As a reference, �M

�1 vs. T of RbMnŒFe.CN/6�
(T1=2# = 231 K, T1=2" = 304 K, and �T = 73 K) from our previous work [58] is
also shown in Fig. 18.15b. These thermal hysteresis loops are analyzed based on
SD model [74]. The Gibbs free energy G of the system is described by G D
˛�H C �˛.1 � ˛/C T fRŒ˛ln˛ C .1� ˛/ln.1 � ˛/� � ˛�Sg, taking G of the LT
phase as the origin of the energies, where ˛ is the fraction of the HT phase, �H is
the transition enthalpy,�S is the transition entropy,R is the gas constant, and the �
is an interaction parameter as a function of temperature, � D �a C �bT [74, 75].
Experimental heat capacity measurements indicate that the �H and �S values
of RbMnŒFe.CN/6� are �H D 1:7 kJ mol�1 and �S D 6:0 J K�1, respectively
[58, 59]. When these thermodynamic parameters are used, the thermal hysteresis
loops of Rb0:64MnŒFe.CN/6�0:88 � 1:7H2O and RbMnŒFe.CN/6� are well reproduced
with the parameters of (�H , �S , �a, �b) = (1.24 kJ mol�1, 4.54 J K�1 mol�1,
20.1 kJ mol�1, 12.0 J K�1 mol�1) and (�H , �S , �a, �b) = (1.68 kJ mol�1, 6.0 J
K�1 mol�1, 20.5 kJ mol�1, 11.9 J K�1 mol�1), respectively (Fig. 18.15(a2), (a3),
black lines). In addition, Rb0:64MnŒFe.CN/6�0:88 � 1:7H2O shows that a hidden stable
phase exists at low temperature under thermal equilibrium condition (Fig.18.15(a2),
gray line). In this low temperature region, a local energy minimum exists at
˛ = 0.85–0.9 and relaxes to LT phase at 111 K (Fig. 18.15(a3), gray circles), which
well reproduces the experimental data (Fig.18.15(a1), gray circles). In contrast, both
the calculated and experimental data of RbMnŒFe.CN/6� indicate that this hidden
stable phase does not exist (Fig. 18.15b). These results suggest that the observed
phase in Rb0:64MnŒFe.CN/6�0:88 � 1:7H2O is a hidden stable state of HT phase under
thermal equilibrium condition and is not a supercooled phase under nonequilibrium
condition. Furthermore, we calculated the ˛ vs. T plots with various parameters
and thus concluded that only the system showing a large thermal hysteresis loop
produces the hidden stable phase under thermal equilibrium condition.

18.7 Photo-Induced Phase Collapse

18.7.1 Non-phase Transition Material

Rb0:43MnŒFe.CN/6�0:81 � 3H2O was prepared by reacting an aqueous solution
(0.1 mol dm�3) of MnCl2 with a mixed aqueous solution of RbCl (0.05 mol
dm�3) and K3ŒFe.CN/6� (0.1 mol dm�3). The temperature dependence of the
magnetic susceptibility of the initial MnII � FeIII phase was measured using a
SQUID magnetometer, and Fig. 18.16 plots the product of the �MT vs. T at a
very slow cooling rate of �0.05 K min�1. In the �MT � T plots, �MT remained
nearly constant, corresponding to the sum of MnII.S D 5=2/ and FeIII.S D 1=2/.
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Fig. 18.15 The observed ˛ vs. T plots of (a1) Rb0:64MnŒFe.CN/6�0:88 � 1:7H2O and (b1)
RbMnŒFe.CN/6� from Ref. [58] where the gray circles show the rapidly cooled sample upon
warming. Calculated thermal hysteresis loops of (a2) Rb0:64MnŒFe.CN/6�0:88 � 1:7H2O and (b2)
RbMnŒFe.CN/6�. Temperature dependence of calculated vs. curves between 80 and 330 K with
10 K interval for (a3) Rb0:64MnŒFe.CN/6�0:88 � 1:7H2O and (b3) RbMnŒFe.CN/6 �. The circles
indicate the thermal populations. The black and gray circles indicate the temperature-induced
phase transition and the relaxation, respectively
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Fig. 18.16 The observed
�MT vs. T plots for
Rb0:43MnŒFe.CN/6�0:81 � 3H2O
under 5,000 Oe

Variable temperature IR spectra also showed that the CN stretching frequency peak
due to MnII � NC� FeIII is maintained down to low temperature. The XRD pattern
at 300 K confirmed that the crystal structure is face-centered cubic (space group:
FmN3m) with a lattice constant of a = 10.473(9) Å. In the temperature range between
300 and 20 K, the lattice constant was almost constant, that is, a = 10.493(9) Å
at 20 K. These results indicate that a temperature-induced charge-transfer phase
transition does not occur in the present material [76]. In spectroscopic ellipsometry,
an optical resonance due to the ligand-to-metal charge transfer (LMCT) transition
on ŒFe.CN/6�

3� was observed at 410 nm.

18.7.2 Photo-Induced Structural Transition

Since RbI
0:43MnIIŒFeIII.CN/6�0:81 � 3H2O has absorption at 410 nm, we irradiated the

sample in XRD equipment with blue light (410 ˙ 25 nm, 20 mW cm�2) using
a filtered Xe lamp. Upon blue-light irradiation, the XRD peaks of the MnII–FeIII

phase decreased, and new XRD peaks appeared as shown in Fig. 18.17. The new
XRD pattern of the PG phase was assigned to a face-centered cubic structure of
FmN3m with a = 10.099(3) Å. When the XRD pattern due to the PG phase was
cooled to 20 K and then warmed above room temperature, it was maintained over
a wide temperature range, but at 310 K, the XRD pattern was perfectly restored
to the original XRD pattern of the initial MnII–FeIII phase (Fig. 18.18a). The
photoconversion efficiency depended on the irradiation temperature as shown in
Fig. 18.18b, that is, 0 % (20 K), 45 % (100 K), 66 % (140 K), 3 % (180 K), 6 %
(220 K), and 0 % (300 K) by blue light. To investigate the electronic state of the
PG phase, the IR spectra after light irradiation were measured at 140 K. Upon
irradiation, the MnII–NC–FeIII peak at 2,153 cm�1 decreased and a broad peak
appeared at 2,095 cm�1, which corresponds to the CN stretching frequency of
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Fig. 18.17 Photo-induced phase collapse in Rb0:43MnŒFe.CN/6�0:81 � 3H2O by blue-light irradia-
tion. XRD patterns at 140 K before and after blue-light irradiation

MnIII–NC–FeII. Hence, the observed photo-induced phase collapse is caused by the
charge-transfer phase transition from the MnII � FeIII phase to the MnIII–FeII phase.

18.7.3 Photo-Induced Phase Transition from a Metastable Phase
to a Hidden Stable Phase

To understand the mechanism of the observed photo-induced phase transi-
tion, we calculated the Gibbs free energy vs. the MnII � FeIII fraction for
Rb0:43MnŒFe.CN/6�0:81 � 3H2O using the Slichter and Drickamer mean-field model
[74], described byG D ˛�HC�˛.1�˛/CT fRŒ˛ln˛C.1�˛/ln.1�˛/��˛�Sg,
mentioned in Sect.18.6.2. The thermodynamical parameters for the calculation were
estimated by extrapolating our previous data. In the entire temperature range, a free-
energy barrier existed between the mainly MnII–FeIII phase and the mainly MnIII–FeII

phase, as shown in Fig. 18.19a. Since the material synthesis was carried out at room
temperature and produced the MnII–FeIII phase, the MnII–FeIII phase is expected to
be maintained in the entire temperature range as shown in Fig. 18.19a (dark gray
circles). This calculation well explains the observed temperature dependence in
Rb0:43MnŒFe.CN/6�0:81 � 3H2O, which does not exhibit a thermal phase transition.
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Fig. 18.18 (a) Temperature dependence of the MnII–FeIII phase fraction before irradiation (open
circles), during light irradiation at 140 K (dark gray circles), cooling process after irradiation
(140 K ! 20 K) (black circles), and warming process (20 K ! 310 K) (gray circles). (b)
Irradiation temperature dependence of the MnII–FeIII phase fraction before (open circles) and after
(black circles) light irradiation for 50 h (20 mW cm�2)

At the same time, this calculation predicts the existence of a hidden stable phase,
the MnIII–FeII phase (Fig. 18.19a, light gray circles). Its calculated temeperature
dependence (Fig. 18.19b, lower, light gray curve) corresponds well to the observed
temperature dependence in Fig. 18.18a.

We thus conclude that the present photo-induced phase collapse is caused by a
phase transition from a thermodynamically metastable MnII–FeIII phase to a MnIII–
FeII true stable phase though the excited state of LMCT (CN� ! FeIII), which is
excited by blue-light irradiation (Fig. 18.19b, upper).

18.8 Photo-Induced Phase Transition at Room Temperature

The photo-induced effect in the paramagnetic region was investigated with
Rb0:97MnŒFe.CN/6�0:99 � 0:2H2O using IR spectroscopy [77, 78]. A pulsed Nd3C;
YAG laser ( = 532 nm; pulse width: 6 ns) was used. The �MT �T plots showed that
Rb0:97MnŒFe.CN/6�0:99 � 0:2H2O exhibited a temperature-induced phase transition
(Fig. 18.20). The T1=2# and T1=2" were 220 and 314 K, respectively.

Figure 18.21 shows the changes in the IR spectra before and after a one-shot-
laser-pulse irradiation at 295 K, which is a temperature inside the thermal hysteresis
loop. A one-shot-laser-pulse irradiation changed the IR spectrum of the LT phase
to that of the HT phase. The IR spectrum of the irradiated sample returned to
that of the initial LT phase by cooling (295 K ! 77 K ! 295 K). Figure 18.22a
shows the conversion fraction as a function of laser power density at 295, 280, 260,
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Fig. 18.19 Mechanism of the photo-induced phase collapse in Rb0:43MnŒFe.CN/6�0:81 � 3H2O.
(a) Temperature dependence of calculated Gibbs free energy vs. the MnII–FeIII fraction for
Rb0:43MnŒFe.CN/6�0:81 � 3H2O based on the Slichter and Drickamer model. Dark and light gray
circles indicate the existing populations of MnII–FeIII phase and MnIII–FeII phase, respectively.
(b) Schematic picture of the pathway in the photo-induced phase collapse (upper). Temperature
dependence of calculated fractions of MnII–FeIII mainly phase (dark gray curve) and MnIII–FeII

mainly phase (light gray curve) (lower)
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Fig. 18.20 The observed
�MT � T plots for
Rb0:97MnŒFe.CN/6�0:99 � 0:2H2O
in the cooling (#) and
warming (") processes under
5,000 Oe
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Fig. 18.21 Change in the IR
spectrum by a
one-shot-laser-pulse
irradiation of 532 nm with
80 mJ cm�2 pulse�1 at 295 K
for Rb0:97MnŒFe.CN/6�0:99�
0:2H2O. The spectra before
and after irradiation are
shown as dotted and solid
lines, respectively

Fig. 18.22 (a) Laser power density (P ) dependence of a one-shot-laser-pulse induced phase
transition for Rb0:97MnŒFe.CN/6�0:99 � 0:2H2O when irradiating with 532 nm at 295 (�), 280 (�),
260 (�), 240 (ı), and 220 K (N). Solid line is for the eye guide. (b) Laser power density (P )
dependence of quantum yield ˆ of a one-shot-laser-pulse induced phase transition at 295 K

240, and 220 K. The conversion fraction depended on the P value and temperature.
A threshold in the laser power density (P th) was observed. At 295 K, when the
P value was greater than 6 mJ cm�2 pulse�1, the LT phase was converted to
HT phase. In contrast, in the case of P < P th, photoconversion did not occur
even after irradiating more than 1,000 shots. The existence of a threshold suggests
that cooperative effects exist in the present photo-induced phase transition and
the maximum value of quantum yield was ˆ= 38 at P = 24 mJ cm�2 pulse�1
(Fig. 18.22b).

In rubidium manganese hexacyanoferrate, temperature-induced phase transition
is observed with large thermal hysteresis loops. The charge transfer from MnII to
FeIII accompanying the Jahn-Teller effect on the MnIIIN6 moiety explains this phase
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transition. In paramagnetic state of this system, the photo-induced phase transition
inside the thermal hysteresis loop was observed at room temperature. Such a photo-
induced phase transition phenomena are caused by (1) the change of valence states
on transition metal ions due to a metal-to-metal charge transfer and (2) the bistability
due to the Jahn-Teller distortion of MnIII ion.

18.9 Photomagnetism

18.9.1 Photo-Induced Demagnetization by One-Shot-Laser-Pulse

In this section, the photomagnetic effect of the LT phase was investigated with
Rb0:88MnŒFe.CN/6�0:96 � 0:6H2O using SQUID magnetometer [39, 79]. A pulsed
Nd3C: YAG laser (= 532 nm; pulse width: 6 ns) was guided by optical fiber into
the SQUID magnetometer. As Rb0:88MnŒFe.CN/6�0:96 � 0:6H2O was cooled to a very
low temperature under an external magnetic field of 10 Oe, the LT phase exhibited
spontaneous magnetization with a T c of 12 K. The M s and Hc values at 2 K
were 3.6�B and 1,800 G, respectively. This M s value can be explained by the
ferromagnetic spin ordering of MnIII (S D 2) ions. From the �M

�1 vs. T plots at
temperature between 100 and 250 K, the positive Weiss temperature value of +15 K
was obtained.

When the sample was irradiated by one-shot-laser-pulse with 532 nm-laser light
at 3 K, the magnetization was decreased. Figure 18.23a shows the magnetization
vs. temperature curve for the sample irradiated with P = 130 mJ cm�2 pulse�1. The
photoconversion increased with increasing the laser power density (P ) as shown in
Fig. 18.23b, c. A threshold in the laser power density (P 0

th) was observed; when the
P value was above 9.3 mJ cm�2 pulse�1, the magnetization value was decreased;
however, in the case of P < P 0

th, the magnetization value did not change. The
quantum yields (ˆ) for the present photodemagnetization were above one, for
example, ˆ= 4.5 (=43 mJ cm�2 pulse�1). The irradiated sample returned to the LT
phase by an annealing treatment (3 K! 150 K! 3 K) with a relaxation at 120 K.
The IR spectra before and after one-shot-laser-pulse irradiation (532 nm, P = 14 mJ
cm�2 pulse�1) at 8 K was obtained. After irradiation, the MnIII–NC–FeII peak
at 2,095 cm�1 disappears and a sharp peak due to the MnII–NC–FeIII peak at
2,152 cm�1 appears. Note that, in the case of P < P 0

th, the IR spectra were not
changed by irradiation of several tens shots. An annealing treatment (8 K! 150 K
! 8 K) returned the IR spectrum of the irradiated sample to the LT phase. From
these results, we conclude that the present photo-demagnetization is caused by the
photo-induced phase transition from the LT phase to the HT phase.

Temperature-induced phase transition between the LT and HT phases was
observed in rubidium manganese hexacyanoferrate. In such a material with a
bistability, a ground state can be converted to a hidden metastable state by the
irradiation. Nasu et al. showed a simple scheme for a photo-induced phase transition
using the adiabatic potential energy vs. order parameter (Fig. 18.24) [2]. In this
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Fig. 18.23 (a) Magnetization vs. temperature plots for Rb0:88MnŒFe.CN/6�0:96 � 0:6H2O at
200 Oe before (white circles) and after the one-shot-laser-pulse irradiation (red squares) and
thermal treatment (white triangles). (b) Laser power density (P ) dependences of the one-shot-
laser-pulse-induced photodemagnetization phenomenon. (c) Enlarged plots of (b)

scheme, the ground state is excited to the Franck-Condon state by irradiation. This
Franck-Condon state proceeds to a hidden substable state through a structural
change state or relaxes to the ground state. In our case, irradiating with pulsed-
laser light excites the LT phase to a mixed-valance state between the MnIII–FeII and
the MnII–NC–FeIII states. This mixed-valence state proceeds to the HT phase or
relaxes to the initial LT phase. The produced HT phase can be maintained in the low
temperature range since it is sufficiently separated from the LT phase by the thermal
energy (�G). In addition, when the P value is larger than P th

0, the excited state
proceeds to the photo-produced HT phase as shown by the solid arrow in Fig.18.24.
In contrast, when P < P th

0, the excited state relaxes to the ground state as shown
by the dotted arrow.
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Fig. 18.24 Schematic
illustration of the
one-shot-laser-pulse-induced
phase transition from the
stable MnIII–NC–FeII phase to
the hidden substable
MnII–NC–FeIII phase

18.9.2 Reversible Photomagnetic Effect

In previous section, we have reported that irradiating with 532 nm light converts
the LT phase to the photo-induced (PI) phase, which decreases its spontaneous
magnetization. In this section, we have found that irradiating with a different
wavelength of light recovers the PI phase in Rb0:88MnŒFe.CN/6�0:96 � 0:5H2O to
the LT phase. Furthermore, neutron powder diffraction using an analog complex,
Rb0:58MnŒFe.CN/6�0:86 � 2:3H2O, has confirmed the magnetic ordering of the PI
phase. Herein, we show the visible-light reversible changes in the electronic
and magnetic properties of Rb0:88MnŒFe.CN/6�0:96 � 0:5H2O, the neutron powder
diffraction pattern of Rb0:58MnŒFe.CN/6�0:86 � 2:3H2O, and the mechanism of the
observed photo-reversible photomagnetism [80].

18.9.3 Photo-Reversible Changes in the IR Spectra and SQUID
Measurement

Because a metal-to-metal charge transfer (MM’CT) band was observed at 420–
540 nm in the " spectrum of the LT phase (Fig. 18.5), the LT phase was irradiated
with a CW diode green laser (h�1;  = 532 nm). Figure 18.25 shows the IR spectra
before and after the light irradiations at 3 K. Before irradiating (Fig. 18.25a, black
line), the LT phase possessed a broad peak due to MnIII–NC–FeII around 2,100 cm�1.
Irradiating with h�1 reduced the MnIII–NC–FeII peak, and created a sharp peak
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Fig. 18.25 Visible-light reversible change in the IR spectra of Rb0:88MnŒFe.CN/6�0:96 � 0:5H2O.
(a) Changes in the IR spectrum at 3 K by irradiating with h�1 ( D 532 nm: black arrows) before
irradiation (black line), after h�1 irradiation (red line), and h�2 ( D 410 nm: gray arrows)
irradiation (blue line). (b) Peak intensity at 2,108 vs. irradiation-time upon irradiating with h�1
(red circles) and h�2 (blue circles)

at 2,153 cm�1. The latter peak is assigned to the MnII–NC–FeIII, which was also
observed in the HT phase (2,154 cm�1). It is concluded that the PI phase after h�1
irradiation has a valence state similar to the HT phase. Based on the knowledge that
resonance due to the LMCT band was observed at 410 nm in the spectrum of the
HT phase, this PI phase was irradiated with blue light (h�2;  D 410˙30 nm) from
a filtered Xe lamp in order to investigate the photo-reversibility. Consequently, the
MnII–NC–FeIII peak decreased and the MnII–NC–FeIII peak increased as shown in
Fig. 18.25a. Figure 18.25b plots the peak intensities of MnII–NC–FeIII vs. irradiation
time. This photo-reversibility was repeatedly observed.

Next, we measured the photo-reversible change in magnetization in situ using
SQUID equipment. The field cooled magnetization curve under an external mag-
netic field of 200 Oe showed that the LT phase is a ferromagnet with a T c of 12 K
(Fig. 18.26a, closed squares). Upon irradiating with h�1 at 3 K, the magnetization
value decreased from 5,600 to 700 G cm3 mol�1 (Fig. 18.26a, open circles).

Successively irradiating the PI phase with h�2 increased the magnetization,
which reached 4,700 G cm3 mol�1 (Fig. 18.26a, closed circles). The present photo-
reversibility of the magnetization was repeatedly observed by alternately irradiating
with h�1 and h�2 (Fig. 18.26b). The magnetization value after irradiating with h�2,
which is shown as the closed circles in Fig. 18.26a, was smaller than that of initial
value, suggesting that a photo-equilibrium state persists. To confirm the photo-
equilibrium behavior, we investigated the photo-effect of the reverse process, that
is, from the PI phase to the LT phase, using a different light (h�3; = 425˙ 45 nm).
Irradiating with h�3 increased the magnetization, which reached plateau-Magh�3
as shown in Fig. 18.27. Subsequent irradiation with h�2 further increased the
magnetization, which reached plateau-Magh�2. This equilibrium behavior is due to
a photo-stationary state between the photodemagnetization (LT! PI phase) and the
photo-induced magnetization (PI! LT phase).
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Fig. 18.26 Visible-light reversible photomagnetism in Rb0:88MnŒFe.CN/6�0:96 � 0:5H2O. (a)
Magnetization vs. temperature curves at 200 Oe, before irradiating (�), after h�1 (= 532 nm,
30 mW cm�2) irradiation for 100 min (ı), after h�2 ( = 410 nm, 13 mW cm�2) irradiation
for 80 min (�), and after the thermal annealing treatment of 180 K (�). (b) Magnetization vs.
irradiation-time plot at 3 K by alternating with h�1 (ı) and h�1 (�) light irradiation, and the
magnetization value after a thermal treatment of 180 K (�)

Fig. 18.27 Photo-stationary
state between
photodemagnetization and
photo-induced magnetization.
Magnetization vs.
irradiation-time plot at 3 K
upon irradiating with h�3
( D 425˙ 445 nm, 22 mW
cm�2) (open triangle) and
then h�2 ( D 410˙ 30 nm,
13 mW cm�2) (black circles)

18.9.4 Magnetic Ordering of the Photo-Induced Phase

To determine the magnetic ordering of the PI phase, we performed neutron
powder diffraction using an analog complex, Rb0:58MnŒFe.CN/6�0:86 � 2:3H2O.
A charge-transfer phase transition was not observed in the IR spectrum of
Rb0:58MnŒFe.CN/6�0:86 � 2:3H2O when the sample was cooled to 3 K at a
rate of �0.5 K (Fig. 18.28a). The �M

�1 � T plot showed a negative Weiss
temperature of �16 K, which was obtained by the least-square fitting in the
temperature region of 150–320 K. The magnetization vs. temperature curve
under an external field of 10 Oe exhibited an antiferromagnetic behavior with
a Neel temperature (T N) of 11.5 K. The magnetization vs. external magnetic
field plots at 2 K showed a linear change (Fig. 18.28b). These magnetic data
suggest that in Rb0:58MnŒFe.CN/6�0:86 � 2:3H2O, the HT phase is maintained even
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Fig. 18.28 Electronic state, magnetic property, and neutron powder diffraction pattern of
Rb0:58MnŒFe.CN/6�0:86 � 2:3H2O. (a) IR spectra at 300 K (dotted line) and 3 K (solid line). (b)
Magnetization as a function of the external magnetic field at 2 K. (c) Neutron powder diffraction
pattern at 30 K. Gray dots, black pattern, and black line are the observed plots, calculated pattern,
and their difference, respectively. Bars represent the calculated positions of the Bragg reflections

at low temperature and the HT phase shows antiferromagnetism. Figure 18.28c
shows the neutron powder pattern for Rb0:58MnŒFe.CN/6�0:86 � 2:3H2O at 30 K.
Rietveld analysis showed that the crystal structure was tetragonal (P4/mmm) with
lattice constants of a = b = 7.424(6) Å and c = 10.51(1) Å, which correspond to
a0 = b0 = 10.499 Å and c0 = 10.51(1) Å in the frame of a cubic lattice. The interatomic
distances of Fe and C in the ab plane (Fe � Cab) and along the c axis (Fe � Cc)
are 1.93(3) and 1.81(4) Å, respectively. The distances of Mn–Nab and Mn–Nc are
2.18(2) and 2.18(4) Å, respectively.

Figure 18.29a, b show the neutron powder diffraction patterns at 2 and 30 K
and the magnetic Bragg reflections as the difference in the patterns of 2 and 30 K,
respectively. Analysis of the magnetic Bragg reflections suggests that this system
is a layered antiferromagnet in which the magnetic coupling between the layers
is antiferromagnetic. The spin arrangement as shown in Fig. 18.29d is a suitable
configuration due to the following reason. The electronic state of MnII is a 3d5

high-spin state, and hence, all the 3d orbitals are magnetic orbitals. In contrast,
FeIII is a 3d5 low-spin state, and thus, only one of the t2g orbitals becomes a
magnetic orbital. Rietveld analysis showed elongation of Fe.CN/6 in the ab-plane,
indicating that the d yz and d zx orbitals are more stabilized than the d xy orbital
due to backbonding of the cyanide ligand. Hence, the d xy becomes the magnetic
orbital of FeIII. In this case, only the spin configuration shown in Fig. 18.29d is
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Fig. 18.29 (a) Neutron powder diffraction patterns at 2 K (black line) and 30 K (gray line). (b)
Magnetic Bragg reflections as the difference in the neutron powder diffraction patterns at 2 and
30 K. (c) Calculated intensities of the magnetic Bragg reflections with an antiferromagnetic spin
ordering. (d) Schematic illustration of the spin ordering. Gray and dark gray arrows indicate
the spins on MnII and FeIII , respectively. From the view of the superexchange pathway, an
antiferromagnetic coupling operates between Fe-d xy and Mn-d xy magnetic orbitals in the xy (ab)
plane. In contrast, a ferromagnetic coupling operates between Fe-d xy and all the d orbitals of Mn
(here, Mn- d yz is depicted) along the z (c) axis

possible to be formed. The stick diagram of Fig.18.29c, which was calculated by the
layered antiferromagnet mentioned above, reproduced the observed data. Because
the magnetic ordering of Rb0:58MnŒFe.CN/6�0:86 � 2:3H2O is considered to be the
same as that of the PI phase in Rb0:88MnŒFe.CN/6�0:96 � 0:5H2O, the PI phase should
be a layered antiferromagnet.

18.9.5 Mechanism of Visible-Light Reversible Photomagnetism

The observed reversible photomagnetic effect can be explained by the scheme
shown in Fig. 18.30. Irradiating with h�1 excites the MM’CT (FeII ! MnIII) band,
which then excites the LT phase to photoexcited state I. Photoexcited state I
proceeds to the PI phase, which has the same valence state as the HT phase. Thermal
energy then suppresses the relaxation of the metastable PI phase to the stable LT
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Fig. 18.30 Schematic
illustration of the visible-light
reversible photomagnetic
effect in rubidium manganese
hexacyanoferrate. Scheme for
reversible charge-transfer
(between and upper) and the
spin ordering for the LT and
PI phases (lower). LT phase is
a ferromagnet due to
ferromagnetic coupling
between the MnIII sites,
whereas the PI phase is an
antiferromagnet. Arrows on
the LT phase represent the
spins of MnIII. Large and
small arrows on the PI phase
indicate the spins of MnII and
FeIII respectively

phase. In contrast, the excitation of the LMCT (CN� ! FeIII) band of ŒFe.CN/6�3�
by irradiating with h�2 excites the PI phase to photoexcited state III, which then
proceeds to the LT phase. The LT phase is a ferromagnet due to the ferromagnetic
coupling between the MnIII.S D 2/ sites, but the PI phase is an antiferromagnet.
Hence, the magnetization value changes by optical switching between the LT phase
and the PI phase.

A visible light-induced reversible photomagnetism between the ferromagnetic
and antiferromagnetic phases is observed in a rubidium manganese hexacyano-
ferrate, Rb0:88MnŒFe.CN/6�0:96 � 0:5H2O, by alternately irradiating with 532 and
410 nm lights. Optical switching from the LT phase to the PI phase occurs through
a FeII ! MnIII MM’CT transition, causing photodemagnetization. In contrast, the
reverse process is caused by an optical transition from the PI phase to the LT phase
through a CN� ! FeIII LMCT transition. The existence of a photo-stationary state
between the LT! PI phase and the PI! LT phase is also confirmed by the light
source changing experiment. Although photomagnetism has been observed in some
compounds, this is the first example of optical switching between a ferromagnet and
an antiferromagnet.

18.10 Summary

In conclusion, a temperature-induced phase transition between the high-temperature
(HT) and low-temperature (LT) phases is observed with a thermal hysteresis
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loop of 75 K in RbMnŒFe.CN/6�. The charge transfer from MnII to FeIII that
accompanies the Jahn-Teller effect on the MnIIIN6 moiety explains this phase
transition. By controlling the x of RbxMnŒFe.CN/6�.xC2/=3 � zH2O, we found that
Rb0:64MnŒFe.CN/6�0:88 � 1:7H2O exhibits a surprisingly large thermal hysteresis
loop of 138 K. A hidden stable phase of HT phase, which is experimentally observed
in this system, is well explained by a SD model under thermal equilibrium condition.
In addition, with non-phase transition material of Rb0:43MnŒFe.CN/6�0:81 � 3H2O,
the light-induced phase collapse (LIPC) was realized. The LIPC is caused by blue-
light irradiation inducing the transition from a thermodynamically metastable phase
to a hidden stable phase in a material that does not undergo a thermal phase
transition. Since the present phenomenon is driven only by the blue-light irradiation,
it may provide a good strategy for the next generation of optical recording. As
photo-induced phase transition at room temperature, the photoconversion from
the LT to HT phases is observed inside the thermal hysteresis loop with a large
ˆ value of 38, by a one-shot-laser-pulse irradiation. This large yield and fast
response will allow us to consider a new type of optical switching device. As
photomagnetic effect at low temperature, the rapid photodemagnetization has been
observed by a one-shot-pulsed-laser light irradiation. With cw lights, a visible
light-induced reversible photomagnetism between the ferromagnetic and antiferro-
magnetic phases is observed, by alternately irradiating with 532 and 410 nm lights.
These temperature- and photo-induced phase transition phenomena are caused by
(1) the change in valence states on transition metal ions due to metal-to-metal charge
transfer and (2) the bistability due to the Jahn-Teller distortion of MnIII ion.
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Abstract
Recent progress of photoinduced artificial photosynthetic energy transfer sys-
tems is highlighted. Self-assembled multiporphyrin arrays as well as related
energy transfer systems are found to be highly promising for efficient photo-
catalysts, organic solar cells, and molecular optoelectronic devices.

19.1 Introduction

Artificial photosynthesis is a current topic of intensive investigations, both in
order to understand the reactions that play a central role in natural photosynthesis
and to develop highly efficient solar energy conversion systems and molecular
optoelectronic devices [1–39]. Artificial photosynthesis is defined as a research
field that attempts to mimic the natural process of photosynthesis. Therefore, the
outline of natural photosynthesis is described briefly for the better understanding of
artificial photosynthesis. Natural photosynthetic system is regarded as one of the
most elaborate mesoscale biological machines [40, 41]. It converts solar energy
into electrochemical potential or chemical energy, which is prerequisite for the
living organisms on the earth. The core function of photosynthesis is a cascade
of photoinduced energy and electron transfer between donors and acceptors in the
antenna complexes and the reaction center. For instance, in purple photosynthetic
bacteria (Rhodopseudomonas acidophila and Rhodopseudomonas palustris), there
are two different types of antenna complexes: a core light-harvesting antenna (LH1)
and peripheral light-harvesting antenna (LH2) [42–44]. LH1 surrounds the reaction
center where charge separation takes place. The peripheral antenna LH2 forms two
wheel-like structures: B800 with 9 bacteriochlorophyll a (Bchl a) molecules and
B850 with 18 Bchl a molecules, which are noncovalently bound to two types of
transmembrane helical ˛- and ˇ-apoproteins. Carotenoids nearby the chlorophylls
absorb sunlight in the spectral region where chlorophyll molecules absorb weakly
and transfer the resultant excitation energy to the chlorophyll molecules via singlet-
singlet energy transfer. The collected energy then moves from the LH2 to the LH1
in which the excitation energy migrates in the wheel-like arrays of chlorophylls
of LH1 and LH2 and in turn is funneled into the chlorophyll dimer (special pair)
in the reaction center [42–44]. Vectorial electron transfer event occurs along the
array of chromophores embedded in the transmembrane protein, in a sequence
of special pair, accessory chlorophyll, pheophytin, quinone A, and quinone B,
yielding a long-lived, charge-separated state across the membrane with a quantum
efficiency of �100 % [45, 46]. The final charge-separated state eventually results in
the production of adenosine triphosphate (ATP) via the proton gradient generated
across the membrane by the proton pump from the cytoplasm to the periplasm using
the reduced quinone [40–46].

Light-harvesting systems also disclose a great variety in their structures. For
instance, in purple bacteria, more than nine chlorophylls are arranged in symmetric
ringlike structures (vide supra) [42–44], while in green bacteria a large number of
chlorophylls are organized into rodlike aggregates without the help of proteins [47].
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On the other hand, chlorophyll aggregate in photosystem (PS) I of cyanobacteria
and higher plants exhibits a rather random array forming two-dimensional (2D)
structures, which surround the reaction center [48–50]. Such complex structure and
diversity in natural light-harvesting systems have made it difficult to uncover the
close structure-function relationship in the light-harvesting systems. Meanwhile, the
roles of quantum coherence and entanglement in photosynthetic light-harvesting
complexes have been described [51–53]. In this context, various chromophore
arrays, especially porphyrins, which are assembled covalently [54–107] or non-
covalently [108–143], have been synthesized to shed light on the light-harvesting
processes.

In this review we highlight our recent achievements relating to photoinduced
energy transfer in artificial photosynthesis. In particular, the emphasis lies on
self-assembled multiporphyrin arrays that are highly promising materials for photo-
catalysts, organic solar cells, and molecular optoelectronic devices throughout our
studies.

19.2 Two-Dimensional Multiporphyrin Arrays

19.2.1 Self-Assembled Monolayers of Porphyrins on
Gold Electrodes

Covalently linked multiporphyrin arrays bearing more than �10 porphyrin units
are superior to the corresponding porphyrin monomers and oligomers with respect
to the structural control and light-harvesting properties, but the synthetic difficulty
makes it difficult to employ such covalently linked multiporphyrin arrays in terms
of future practical applications [54–107]. Another promising approach for achieving
these goals is the self-assembly of porphyrin bearing molecular recognition units.
These porphyrin self-assemblies are prepared easily but often afford less complete
structural control and stability [108–143]. We have focused on self-assembled
monolayers (SAMs) of porphyrins on flat gold substrates, because they can provide
densely packed, highly ordered structures of porphyrins on 2D gold electrodes
suitable for developing artificial photosynthetic systems [108–118].

Systematic studies on the structure and photoelectrochemical properties of the
SAMs of porphyrin disulfide dimers 1 on gold electrodes (denoted as Au/1)
were performed to examine the effects of the spacer length, as shown in Fig. 19.1
[108, 110, 114]. In the molecular design of porphyrin disulfide dimers 1, six
t-butyl groups were introduced into the meso-phenyl rings of the porphyrin
moieties to increase the solubility in organic solvents and to suppress the quench-
ing of the porphyrin excited states in the monolayers owing to the porphyrin
aggregation (Fig. 19.1) [114]. The structure of the SAMs was investigated using
ultraviolet-visible absorption spectroscopy in transmission mode, cyclic voltam-
metry, ultraviolet-visible ellipsometry, and fluorescence spectroscopy [114]. These
measurements revealed that the SAMs tend to form highly ordered structures on
the gold electrode with increasing the methylene spacer length, reaching to surface
coverage of up to 1:5 � 10�10 mol cm�2 (110 Å2 molecule�1) [114]. The adjacent
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porphyrin rings are likely to adopt J-aggregate-like partially stacked structures in the
monolayer [104]. The porphyrin ring plane in the monolayer with an even number
(n D 2; 4; 6; 10) of the methylene spacer (–(CH2)n–) is tilted significantly to the
gold surface, while the porphyrin with an odd number (n D 1; 3; 5; 7; 11) of the
methylene spacer takes a nearly perpendicular orientation to the gold surface [114].

The photoelectrochemical experiments on the gold electrodes modified with 1
were carried out in an argon-saturated Na2SO4 aqueous solution containing methyl
viologen (MV2C) as an electron carrier using a platinum wire counter electrode and
an Ag/AgCl reference electrode (denoted as Au/1/MV2C/Pt) [114]. An increase in
the cathodic electron flow was observed with increasing the negative bias (0.7 V
to �0.2 V) to the gold electrode [114]. This implies that vectorial electron transfer
takes place from the gold electrode to the counter electrode through the SAM and
the electrolyte. With increasing the spacer length, the absorbed photon-to-current
efficiency (APCE) of the photocurrent generation in the Au/1/MV2C/Pt device was
increased in a zigzag fashion to reach a maximum of 0.34 % (n= 6) and then
decreased slightly. Such dependence of the APCE value on the spacer length can
be rationalized by a trade-off between electron and energy transfer quenching of
the porphyrin singlet excited state as illustrated in Fig. 19.1. Photoirradiation of the
modified electrode results in electron transfer from the porphyrin singlet excited
state (E0

ox =�0.80 V vs. Ag/AgCl) to MV2C (E0
red =�0.62 V vs. Ag/AgCl) or

O2 (E0
red =�0.48 V vs. Ag/AgCl) [114]. The reduced electron carriers diffuse to

release electrons to the platinum electrode, whereas the resultant porphyrin radical
cation (H2P�C: +1.10 V vs. Ag/AgCl) captures electrons from the gold electrode,
generating the cathodic electron flow [114]. However, the energy transfer quenching
of the porphyrin excited singlet state by the gold surface is competitive, judging
from the extremely short fluorescence lifetimes (�) of the porphyrins (10–40 ps) on
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the gold surface compared with the values (1–10 ns) on quartz or semiconductor
surfaces (vide infra) [114,119,121]. The electronic coupling between the porphyrin
and the electrode is reduced with increasing the spacer length, leading to less energy
transfer quenching of the porphyrin excited singlet state by the gold surface. On the
other hand, an increase in the separation distance between the gold electrode and
the H2P�C slows down the electron transfer from the gold electrode to the H2P�C.
Thus, the trade-off effect as a function of the spacer length may be responsible
for a nonlinear dependence of the APCE value on the spacer length (vide supra).
These results manifest that the optimization of each process is vital to achieve
efficient photocurrent generation in the SAMs of photoactive chromophores on gold
electrodes.

To realize efficient photoinduced energy transfer on a gold electrode, it is
essential to integrate suitable energy donor and acceptor on the gold surface. As
the first attempt, mixed SAMs of pyrene and porphyrin on gold electrodes were
prepared to address the possibility of photoinduced energy transfer on the surface.
Monolayers of a mixture of porphyrin disulfide dimer 1 (n= 11) and pyrene disulfide
dimer 2 were formed by the coadsorption of 1 (n= 11) and 2 onto Au(111) mica
substrates (denoted as Au/1-2), as depicted in Fig. 19.2 [112, 116].

The electrochemical measurements of Au/1 and Au/2 in CH2Cl2 containing
0.1 M n-Bu4NPF6 electrolyte suggested the formation of well-packed structures of
1 and 2 on the gold surfaces [112, 116]. In the mixed SAMs, however, the waves
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arising from the first oxidations of the porphyrin and pyrene moieties were too
broad to determine the adsorbed amounts of 1 and 2 in Au/1-2 accurately. The
ratio of 1:2 in Au/1-2, estimated from the absorption spectrum on the gold surface,
is significantly lower than the value in CH2Cl2. The strong � � � interaction of
the pyrene moieties in comparison with the relatively weak interaction between the
porphyrin moieties, because of the bulky t-butyl groups, may be attributed to the
preference of the adsorption of 2 over 1 on the gold surface. In addition, the fact
that the pyrene molecule occupies about half the surface area of the porphyrin would
lead to a thermodynamic preference for pyrene adsorption, since displacement of a
porphyrin for two pyrenes results in an extra S-Au interaction [112, 116].

To probe a singlet-singlet energy transfer from the pyrene excited singlet state
to the porphyrin moiety in the mixed SAMs, time-resolved, single-photon counting
fluorescence measurements were made for Au/1-2 as well as 1 and 2 in CH2Cl2
with an excitation wavelength of 280 nm, where the light is mainly absorbed by the
pyrene moiety [112, 116]. The decay of the fluorescence intensities at �obs = 385
and 720 nm, arising from the pyrene and the porphyrin singlet excited states,
respectively, could be monitored. The decay curve could be fitted as a single
exponential except for the case of 2 at 385 nm in CH2Cl2. The fluorescence lifetimes
of Au/2 at 385 nm (23 ps) and Au/1 at 720 nm (40 ps) are much shorter than those
of 2 (7.4 ns (30 %), 3.2 ns (70 %)) and 1 (8.1 ns) in CH2Cl2. This indicates that the
excited singlet states of the pyrene and the porphyrin moieties in the SAMs are
efficiently quenched by the gold surface via energy transfer. However, it should
be noted here that the fluorescence lifetime of the pyrene moiety in Au/1-2 at
385 nm decreases with increasing the ratio of the porphyrin to the pyrene. The
fluorescence lifetime of the porphyrin moiety in Au/1-2 at 720 nm is also decreased
with increasing the ratio of the porphyrin to the pyrene. Thus, we can conclude
that efficient energy transfer occurs from the pyrene excited singlet state to the
porphyrin, followed by energy migration among the porphyrins, which can compete
with the energy transfer quenching by the gold surface [112, 116].

Although efficient singlet-singlet energy transfer occurs from the pyrene excited
singlet state to the porphyrin in the mixed SAMs of pyrene and porphyrin on
the gold surface (vide supra), pyrene can absorb light in the ultraviolet region
solely (�max = 337 nm), thereby making it impossible to collect light in the visible
region (>400 nm). Boron-dipyrrin thiol 3 was then chosen as an improved light-
harvesting molecule to achieve efficient energy transfer from the boron-dipyrrin
excited singlet state (1B�) in 3 to the porphyrin (H2P) in 4 in the mixed SAMs that
were prepared from 3 and porphyrin alkanethiol 4 (Fig. 19.3) [116]. The boron-
dipyrrin dye exhibits a moderately strong absorption band in the visible region
around 500 nm (�105 M�1cm�1) and a relatively long singlet excited-state lifetime
(�5 ns) [116]. Taking into account the fact that the porphyrin moiety in 4 absorbs
strongly in the blue (�420 nm) and weakly in the green region, an incorporation
of the boron-dipyrrin pigments 3 into a SAM of 4 (denoted as Au/4) allows us to
enhance the absorption properties in the green region as well as the blue region.
More importantly, the fluorescent emission (�510 nm) from the boron dipyrrin
overlaps well with the absorption of Q bands (500–650 nm) of the porphyrin. Thus,
an efficient Förster-type singlet-singlet energy transfer from the (1B�) in 3 to the
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H2P in 4 is anticipated to occur in the mixed SAMs of 3 and 4 on the gold surface
(denoted as Au/3-4).

Actually, based on the energy diagram, energy transfer is expected to take place
from 1B� in 3 to H2P in 4, followed by intermolecular electron transfer from
the resulting 1H2P� to diffusing electron carriers such as O2 and MV2C in the
electrolyte, which eventually gives electrons to the counter electrode. On the other
hand, the gold electrode gives electrons to the H2P�C, generating vectorial electron
flow from the gold electrode to the counter electrode through the SAM and the
electrolyte [116]. Thus, the present system can mimic both photosynthetic energy
transfer and electron transfer in the mixed SAM.

Cyclic voltammogram measurements indicated the formation of densely packed
monolayers of 3 and 4 on the gold surfaces, as in the cases of 1 and 2 [116]. The
estimated ratio of 3:4 in the mixed SAMs is significantly higher than the value in the
solution. The preference of the adsorption of 3 over 4 on the gold surface may also
result from the strong��� interaction of the planar boron-dipyrrin moieties against
relatively weak interaction between the porphyrin moieties as a result of the bulky
t-butyl groups and the thermodynamic preference for boron-dipyrrin adsorption
against the porphyrin that possesses the larger occupied area (vide supra) [116].

Efficient energy transfer from 1B� in 3 to H2P in 4 was confirmed by the
fluorescence spectrum of Au/3-4 that reveals fluorescent emission from the por-
phyrin moiety solely (�max D 650; 720nm) irrespective of an excitation wavelength
(�ex D 510 or 420 nm) [116]. The energy transfer efficiency from 1B� in 3 to
H2P in 4 rises with rising the ratio of the porphyrin to the boron dipyrrin, to
reach a maximum value of 100 % at a ratio of 3:4 = 69:31. Under the optimized
conditions, the excitation spectrum of Au/3-4 with the fixed emission wavelength
(�em D 650 nm) matches the absorption spectrum of Au/3-4. This unambiguously
corroborates that efficient energy transfer takes place from 1B� in 3 to H2P in 4 in
the mixed SAMs on the gold surfaces.

The photoelectrochemical measurements were carried out using the SAMs of
3 and/or 4 on the gold electrodes in the standard three-electrode arrangement under
the optimized conditions [electrolyte solution: O2-saturated 0.1 M Na2SO4 solution
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containing 30 mM MV2C] (denoted as Au/3-4/MV2C/Pt) [116]. Unfortunately, the
APCE values of the photocurrent generation in the Au/3/MV2C/Pt, Au/4/MV2C/Pt,
and Au/3-4/MV2C/Pt devices are similar under the same conditions as a con-
sequence of comparable performance of the Au/3/MV2C/Pt and Au/4/MV2C/Pt
devices. Accordingly, we could not obtain unambiguous evidence for the photocur-
rent generation resulting from photoinduced energy transfer from 1B� in 3 to the
H2P in 4 in the mixed SAMs of 3 and 4 on the gold electrode.

To enhance the energy transfer-assisted photocurrent generation, it is crucial
to incorporate efficient photocurrent generation molecules into a SAM of light-
harvesting molecules. Thus, ferrocene (Fc)-porphyrin (H2P)-C60 triad 5 [113, 115]
was employed for the boron-dipyrrin SAM to improve the quantum yield of
photocurrent generation (Fig. 19.4). The triad thiol 5 was designed to reveal
photoinduced electron transfer from the 1H2P� to the C60, followed by the efficient
electron transfer from the ferrocene to the resulting H2P�C, to yield the final
charge-separated state, FcC-H2P-C60��, as demonstrated in solutions [144, 145].
The C60�� moiety in the charge-separated state gives electrons to electron carriers
such as MV2C and O2 in the electrolyte, whereas electrons are shifted from the
gold electrode to the FcC moiety, resulting in the efficient cathodic electron flow,
as displayed in Fig. 19.4. In addition, the emission from the boron dipyrrin in 3,
which exhibits better light-harvesting properties around 500 nm than 5, matches
well with the absorption of the porphyrin in 5, as seen in the case of mixed
SAMs of 3 and 4. Thus, an efficient energy transfer from the 1B� in 3 to the
H2P in 5 would take place in the mixed SAMs of 3 and 5 on the gold surface
(Fig. 19.4). Overall, it is anticipated that the mixed SAMs of 3 and 5 can lead to
efficient photocurrent generation, which also mimics the light-harvesting and charge
separation in photosynthesis.

The amounts of 3 and 5 on the gold surface were systematically altered
by the competitive coadsorption onto the gold surface from CH2Cl2 solutions
containing various molar ratios of 3 and 5 (molar ratio of 3:5 = 100:0; 75:25; 50:50;
25:75; 10:90; 0:100) [116]. From the cyclic voltammetric and absorption spectral
measurements, the ratio of 3:5 in Au/3-5 was found to be comparable to that in
CH2Cl2. In contrast to the cases of Au/1-2 and Au/3-4 (vide supra), no significant
preference of the adsorption of 3 over 5 on the gold surface was observed, indicating
that � � � interaction of the boron-dipyrrin moieties is similar to that of 5 that
contains both the porphyrin and fullerene moieties.

The photoelectrochemical measurements were conducted using the mixed SAMs
of 3 and 5 on the gold electrodes in the three-electrode arrangement (denoted
as Au/3-5/MV2C/Pt) [116]. The APCE values of the Au/3-5/MV2C/Pt device,
determined based on the absorption of the porphyrin and the antenna molecules at
430 and 510 nm, increase with increasing the content of 5 in the SAMs. The energy
transfer efficiency from 1B� in 3 to H2P in 5 may also raise with raising the content
of 5 in the SAMs to reach maximum APCE values of 21 ˙ 3% at 430 nm and
50 ˙ 8% at 510 nm with a ratio of 3:5 = 37:63. The incident photon-to-current
efficiencies (IPCE) of the Au/3-5/MV2C/Pt device at 510 and 430 nm were also
determined as 0.6 and 1.6 %, respectively [116]. Formation of the charge-separated
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state (i.e., FcC-H2P-C60��) in 5 following the energy and electron transfer steps
in Fig. 19.4 has been well established by the time-resolved transient absorption
studies of the triad molecule together with the fluorescence lifetime measurements,
although the small absorbance of the present system has precluded the direct
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detection of the charge-separated state within the monolayer [116, 144, 145]. The
APCE value (50˙ 8%) at 510 nm is much higher than those of the Au/3/MV2C/Pt,
Au/3-4/MV2C/Pt, and Au/5/MV2C/Pt devices at 510 nm, and this is the highest
value ever reported for photocurrent generation at monolayer-modified metal elec-
trodes using donor-acceptor linked molecules [127, 128, 146, 147]. The coexistence
of 3 as an antenna molecule in the Au/3-5/MV2C/Pt device has enabled the
utilization of the longer wavelength (510 nm) more efficiently than the device
without 3. It should be noted here that the APCE value of the Au/3-5/MV2C/Pt
device at 510 nm is two times as large as that at 430 nm. The fluorescence lifetime
measurements of SAMs of porphyrins on the gold surface indicate that 1H2P� is
strongly quenched by the gold surface through energy transfer [114]. Thus, the
higher APCE value at 510 nm may stem from the difference in quenching efficiency
of the S1 and S2 states of the porphyrin in 5 by the gold electrode and/or surface
plasmon effect due to the gold surface.
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19.2.2 Self-Assembled Monolayers of Porphyrins on ITO Electrodes

As described in Sect. 19.2.1, we have successfully achieved photosynthetic electron
and energy transfer on the gold electrode modified with SAMs of porphyrins
and related photoactive chromophores. However, strong energy transfer quenching
of the porphyrin excited singlet state by the flat gold electrode has precluded
achievement of a high quantum yield for charge separation on the surface as attained
in natural photosynthesis. To surmount such an energy transfer quenching problem,
indium-tin oxide (ITO) with high optical transparency (>90 %) and electrical
conductivity (�104� cm) seems to be highly attractive as an electrode. The
quenching of the porphyrin excited singlet state on the surface may be suppressed
because the conduction band (CB) of ITO is higher than the energy level of the
porphyrin excited singlet state. Despite these advantages, development of SAMs on
the ITO electrode has been rather limited in that their chemical modification requires
carefully controlled conditions that have been difficult to achieve [121]. As such, the
substituent effects of porphyrins in SAMs on ITO have not been fully addressed.

We examined the effects of bulkiness in porphyrin SAMs on the structure and
photoelectrochemical properties [124]. 5,10,15,20-Tetraphenylporphyrin (TPP)
and 5,10,15,20-tetraphenylpoprhyrin with bulky tert-butyl groups at the meta

positions of the meso-phenyl groups (TBPP) were covalently linked to the ITO
surface (denoted as ITO/6 and ITO/7), respectively, as illustrated in Fig. 19.5.
The ultraviolet-visible absorption, steady-state fluorescence, and cyclic voltammetry
measurements for the porphyrin SAMs revealed that the interaction between
the porphyrins without bulky tert-butyl groups is much larger than that of the
porphyrins with bulky tert-butyl groups. Photoelectrochemical measurements
were carried out in a nitrogen-saturated Na2SO4 aqueous solution containing
triethanolamine (TEA) as an electron sacrificer in the three-electrode arrangement
using the ITO/6 and ITO/7 electrodes (denoted as ITO/6/TEA/Pt and ITO/7/TEA/Pt)
[124]. Surprisingly, the APCE value of the ITO/6/TEA/Pt device (2:2 ˙
0:9%) is virtually the same as that of ITO/7/TEA/Pt device (3:4 ˙ 0:6%),
although there is a large difference in the interaction between porphyrins in
ITO/6 and ITO/7 electrodes owing to the steric hindrance of the bulky t-
butyl groups. The fluorescence lifetimes of ITO/6 [� = 1.3 ns (40 %), 5.9 ns
(60 %)] and ITO/7 [� = 1.9 ns (29 %), 8.2 ns (71 %)] are moderately reduced
relative to TPP (� = 10 ns) and TBPP (� = 10 ns) in THF. This means that the
quenching of porphyrin excited singlet state on ITO is remarkably suppressed
compared with the intensive quenching on flat gold electrodes (� = 1–40 ps)
[114, 119, 121]. It is noteworthy that the � values of ITO/6 are largely similar
to those of ITO/7. The results are in marked contrast with severe self-quenching
of the porphyrin excited singlet state in conventional molecular assemblies such as
Langmuir-Blodgett films [124]. The picosecond fluorescence anisotropy decay
measurements for ITO/6 and ITO/7 suggested the occurrence of fast energy
migration between porphyrin moieties in the SAMs [124]. The two-dimensional,
densely packed structure of the porphyrins in SAMs is responsible for the long-
lived excited singlet state, which resembles the antenna function of photosystem I
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in cyanobacteria [48–50]. This conclusion is important for further development of
porphyrin SAMs exhibiting antenna function, since we can densely pack porphyrin
molecules on a 2D electrode surface where fast energy migration takes place
between the porphyrins without losing the excitation energy.

19.3 Three-Dimensional Porphyrin Arrays

19.3.1 Self-Assembled Monolayers of Porphyrins on Metal
Nanoparticles

To overcome the light-harvesting problem on a 2D surface, novel artificial light-
harvesting systems, which remarkably enhance the light-harvesting properties,
should be exploited to combine with charge separation system on an ITO electrode
that also suppresses the undesirable energy transfer quenching. Metal nanopar-
ticles, which can provide three-dimensional (3D) nanospace on the surface, are
highly promising as nanoscaffolds for antenna molecules [148–156]. In particular,
alkanethiolate-monolayer-protected gold nanoparticles are stable in air, soluble in
common organic solvents, and therefore being capable of facile modification with
other functional thiols through exchange reactions or by couplings and nucle-
ophilic substitutions [150, 151]. Therefore, construction of the 3D architectures
of porphyrin-modified gold nanoparticles, which have large surface area, on ITO
electrode would improve the light-harvesting efficiency compared with the 2D
porphyrin SAMs. Furthermore, the interaction of porphyrin excited singlet state
with gold nanoparticles would be reduced significantly, relative to bulk gold surface,
due to the “quantum effect” [152–156]. In this context, multiporphyrin monolayer-
modified gold nanoparticles AuNP-1 (n= 3,5,7,11) were prepared as a new type
of artificial photosynthetic materials (Fig. 19.6) [157–165]. The photophysical
and electrochemical properties of AuNP-1 (n D 3; 5; 7; 11) are compared to the
corresponding 2D porphyrin SAM (Au/1 (n D 3; 5; 7; 11)), as shown in Fig. 19.1
[157, 159]. For instance, AuNP-1 (n D 11) was directly synthesized by reduction
of AuCl4� with NaBH4 in toluene containing the corresponding porphyrin disulfide
dimer 1 or porphyrin alkanethiol 4 to avoid incomplete functionalization. AuNP-1
(n D 11) was purified repeatedly by gel permeation chromatography and charac-
terized by 1H NMR, UV-visible and fluorescence spectroscopies, electrochemistry,
elemental analysis, and transmission electron microscopy (TEM) [157, 159].

The mean diameter of the gold core determined by TEM was 2.1 nm (with a
standard deviation � D 0:3 nm) for AuNP-1 (n D 11), which is comparable to
the value obtained for alkanethiolate-protected gold nanoparticle under the same
experimental conditions [157, 159]. Taking the gold core as a sphere, the model
predicts that the core of AuNP-1 (n D 11) contains 280 gold atoms, of which 143 lie
on the gold surface. Given thevalues for elemental analysis of AuNP-1 (nD 11), there
are 57 porphyrin alkanethiolate chains on the gold surface for AuNP-1 (nD 11).
It should be emphasized here that the molecular weight of AuNP-1 (n D 11)
is estimated as 120,000, which is one of the highest values for multiporphyrin
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arrays with well-defined structure [21, 39, 86–89]. The coverage ratio of porphyrin
alkanethiolate chains of AuNP-1 (n D 11) to surface gold atoms (� ) is determined
as 40 %, which is remarkably increased relative to the coverage ratio (� D 6:5%) of
2D porphyrin SAM Au/1 (n D 11). In other words, the light-harvesting properties of
the 3D system are much improved compared with those of the 2D system. 1H-NMR,
cyclic voltammetry, and absorption measurements of AuNP-1 (n D 11) revealed
that the porphyrin environment of AuNP-1 (n D 11) is virtually the same as that of
porphyrin reference 8 in solution and is less perturbed than that of Au/1 (n D 11)
[157, 159].

To establish the excited-state deactivation pathways, nanosecond transient ab-
sorption spectra were recorded for AuNP-1 (n= 11) and 8 in benzonitrile [159].
AuNP-1 (n= 11) and 8 exhibit characteristic absorption arising from the porphyrin
excited triplet state, but the intensity of transient absorption for AuNP-1 (n= 11) is
much lower than that of 8 under the same experimental conditions. This implies that
most of the porphyrin excited singlet state on the gold nanoparticles is quenched
by the metal surface, whereas residual porphyrin excited triplet state is generated
via the intersystem crossing from the unquenched porphyrin excited singlet state.
Picosecond transient absorption spectra were also taken for AuNP-1 (n= 11) in
benzonitrile (Fig. 19.7) [159]. Immediately after the excitation of AuNP-1 (n= 11),
the transient absorption arising from the porphyrin excited singlet state appears.
The decay rate constant of the band (kq = 7.7 �109 s�1 at 460 nm) agrees well
with the values for the rise of a hot band due to the surface plasmon around
600 nm [166] as well as for a short component of the fluorescence decay (Inset
of Fig. 19.7). There is no evidence for the formation of the porphyrin radical cation.
These results suggest that the porphyrin excited singlet state in the present systems
is quenched by the metal surface via energy transfer rather than electron transfer
[159]. The fluorescence of the 3D porphyrin AuNP-1 (n= 11) exhibited a double
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exponential decay (0.13 ns (93 %), 9.6 ns (7 %)). The lifetime of the longer-lived,
minor component of AuNP-1 (n= 11) in benzonitrile is close to that of 8 (�10 ns).
This minor component may result from different ligation sites (vertex, edge, terrace,
and defect) on the truncated octahedral Au core surface or 1 that does not bind
covalently to the Au surface. The lifetime of the short-lived, major component
(0.13 ns (93 %)) is three times as long as that of Au/1 (n= 11) (0.040 ns). These
results unambiguously exemplify that the quenching of the porphyrin excited singlet
state by the gold nanoparticle via energy transfer is much suppressed relative to the
energy transfer quenching by the bulk Au(111) surface [157, 159].

We also prepared multiporphyrin-modified metal nanoparticles AuNP-1 with
different chain lengths between the porphyrin and the gold nanoparticle to examine
the spacer effects (n D 3; 5; 7; 11) on the structure and photophysical properties
(Fig. 19.6) [159]. The TEM data revealed that the size of gold nanoparticle is not
susceptible to the chain length of the spacer even in the case of the large porphyrin
moiety. The TEM image of AuNP-1 (n= 3) exhibited hexagonal packing of AuNP-1
(n= 11) in which the edge-to-edge separation distance between the gold core
(3.6 nm) is 2 times as large as the thickness of the porphyrin monolayer. Such
hexagonal packing of AuNP-1 (n= 3) can be ascribed to the densely packed, rigid
structure of the porphyrin moieties near the gold nanoparticle because of the short
methylene spacer [159]. Although no similar hexagonal packing was seen for the
other porphyrin-modified gold nanoparticles with a longer spacer (n D 5; 7; 11), the
separation distances between the gold core in the TEM images are largely similar
irrespective of the chain length of the spacer. Considering that the spacer is splayed
outward from the highly curved outermost surface of gold nanoparticles, void space
between the porphyrins increases with increasing the chain length of the spacer.
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This allows the porphyrin moieties to be interdigitated with each other to leave
the separation distance similar. The fluorescence lifetime was decreased slightly
with decreasing the spacer length, which is in accordance with the energy transfer
quenching trend in the 2D porphyrin SAMs [114]. Plots of ln kq vs. d (edge-to-edge
distance) yield the same ˇ value (damping factor) of 0:1 ˙ 0:01 Å�1 for AuNP-1
(n D 3; 5; 7; 11) and Au/1 (n D 3; 5; 7; 11) (Fig. 19.8) [159]. The slower energy
transfer rate of the 3D surface than that of the 2D surface may originate from the less
gold atoms (�102) on the 3D surface of the nanoparticles involved in energy transfer
in comparison with those on the 2D surface of the bulk flat electrode. The ˇ value
in this study is remarkably small relative to those for conventional energy transfer
systems (0:3 � 1:7 Å�1) [167–171]. The small ˇ value suggests that the alky chain
is not fully extended as the chain length increases or that surface plasmons play an
important role in the fluorescence quenching, since energy transfer from the exited
fluorophore to metal surface is known to be enhanced by surface plasmons and the
energy transfer to surface plasmons is a slowly varying function of distance [159].
However, the exact mechanism of fluorescence quenching remains to be clarified.

A variety of porphyrin monolayer-protected metal nanoparticles MNP-1 (n= 11)
were prepared to examine the effects of metal (M = Au, Ag, Au-Ag alloy, Pd,
and Pt) and size (i.e., 1 � 3 nm (M = Au)) on the structures and photophysical
properties (Fig. 19.6) [158]. The quenching rate constants of the porphyrin excited
singlet state by the surfaces of mono-metal nanoparticles and gold particles with a
different diameter are virtually the same. In contrast, the quenching rate constant
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of the gold-silver alloy nanoparticles is smaller by a factor of 1/2 than that of the
corresponding mono-metal particles (i.e., Au or Ag). This reveals that interaction
between the surface of the gold-silver alloy and the porphyrin excited singlet state
is reduced considerably in comparison with the mono-metal systems. Accordingly,
porphyrin-modified metal nanoparticles are potential candidates as novel artificial
photosynthetic materials and photocatalysts [158].

Given that the porphyrin-modified metal nanoparticles possess the high light-
harvesting properties together with the suppression effect of energy transfer quench-
ing by the metal surface, we envisaged that they would exhibit efficient energy
transfer from the zinc porphyrin excited singlet state to the free base porphyrin when
mixed SAMs of zinc porphyrins and free base porphyrins are formed on the gold
nanoparticle. Preliminary experiments on the mixed system, however, did not show
any clear evidence for the energy transfer process. No energy transfer behavior is
rationalized by the relatively large separation distance and the unfavorable parallel
orientation between the porphyrins.

However, such morphology is highly favorable to incorporate a guest molecule
(i.e., acceptor) between the porphyrins, exhibiting photocatalytic and photovoltaic
function. With these in mind, the photocatalytic properties of the porphyrin
monolayer-protected gold nanoparticles with different chain lengths were inves-
tigated. The photocatalytic reduction of hexyl viologen (HV2C) by 1-benzyl-1,4-
dihydronicotinamide (BNAH) was compared with that of the reference porphyrin
without the metal nanoparticle 8 (Fig. 19.9) [160]. Both porphyrin monolayer-
protected gold nanoparticles and 8 act as efficient photocatalysts for the uphill
reduction of HV2C by BNAH to produce 1-benzylnicotinamidinium ion (BNAC)
and hexyl viologen radical cation (HV�C) in benzonitrile. In the case of the
porphyrin monolayer-protected gold nanoparticle, the quantum yield reached a
maximum value with an extremely low concentration of HV2C, which is larger
than the corresponding value of the reference system using 8. The dependence
of quantum yields on concentrations of BNAH and HV2C as well as the time-
resolved single-photon counting fluorescence and transient absorption spectroscopic
results indicated that the photoinduced electron transfer from the triplet excited
state of 8 to HV2C initiates the photocatalytic reduction of HV2C by BNAH but
that the photoinduced electron transfer from the singlet excited state of porphyrin
monolayer-protected gold nanoparticles to HV2C, which forms supramolecular
complex with them, is responsible for the photocatalytic reaction [160]. The
intersystem crossing from the porphyrin singlet excited state to the triplet excited
state is much suppressed by the quenching of the porphyrin excited singlet state via
energy transfer to the gold surface of the 3D porphyrin-modified gold nanoparticles.
However, the 3D architectures of porphyrin-modified gold nanoparticles with a
suitable cleft between the porphyrin moieties allow us to interact HV2C with them,
resulting in fast electron transfer from the singlet excited state of porphyrin to
HV2C on porphyrin-modified gold nanoparticles [160]. Considering that HV�C can
generate H2 in an acidic aqueous solution using Pt catalyst [172], the present system
is fascinating as a photocatalyst for producing H2, which is expected to play an
important role in hydrogen society.
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Successful construction of the photocatalytic system using multiporphyrin-
modified gold nanoparticles and hexyl viologen acceptor has encouraged us to
design novel organic solar cells prepared by the bottom-up organization of porphyrin
(donor) and fullerene (acceptor) with gold nanoparticles as nanoscaffolds on
nanostructured semiconducting electrodes (Fig. 19.10) [161–165]. First, porphyrin
disulfide dimers 1 or porphyrin alkanethiols 4 (n D 5; 11; 15) [114] were three-
dimensionally organized onto a gold nanoparticle with a diameter of �2 nm to give
multiporphyrin-modified gold nanoparticles AuNP-1 (n D 5; 11; 15) with well-
defined size (�10 nm) and spherical shape (first organization) [157, 159]. These
nanoparticles bear flexible host space between the porphyrins for guest molecules
(i.e., C60). Although there is equilibrium between the uncomplex and complex
states in toluene (second organization), adding poor solvent (i.e., acetonitrile) into
the toluene solution triggers the cluster formation in the mixed solvent by � � �
interaction between the porphyrin and C60 and the lyophobic interaction between
the mixed solvent and the complex. Namely, the nanoparticles AuNP-1 can be
grown into larger clusters [denoted as (AuNP-1+C60)m] with a size of �100 nm
in the mixed solvent by incorporating C60 molecules between the porphyrin
moieties (third organization). Finally, electrophoretic deposition method is applied
to the composite clusters in the mixed solvent to give a nanostructured SnO2
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heterojunction solar cells

electrode modified with the clusters (denoted as SnO2/(AuNP-1+C60)m/NaI+I2/Pt),
as shown in Fig. 19.10 (fourth organization). Under application of a dc electric field
(100–500 V), the clusters in the mixed solvent become negatively charged and
are deposited on the SnO2 electrode as they are driven toward the positively
charged electrode surface. The IPCE value of the SnO2/(AuNP-1+C60)m/NaI+I2/Pt
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device (up to 54 % (n D 15)) was increased with increasing the chain length
(n D 5; 11; 15) between the porphyrin and the gold nanoparticle [161, 162]. The
long methylene spacer between the porphyrin and the gold nanoparticle allowed
suitable space for C60 molecules to accommodate them between the neighboring
porphyrin rings effectively compared to the nanoparticles with the short methylene
spacer, leading to efficient photocurrent generation. On the other hand, further
increase of the spacer length between the porphyrin and the gold nanoparticle
resulted in a substantial decrease of the IPCE value [164]. Additionally, replacement
of C60 with C70 or freebase porphyrin with zinc porphyrin led to a decrease of
the photoelectrochemical response [162]. The preference may be explained by
the difference in the complexation abilities between the porphyrin and fullerene
molecules as well as in the electron or hole hopping efficiency in the composite
clusters. The SnO2/(AuNP-1 (n= 15)+C60)m/NaI+I2/Pt device had a short circuit
current (JSC) of 1.0 mA cm�2, an open circuit voltage (VOC) of 0.38 V, a fill factor
(ff ) of 0.43, and a power conversion efficiency (�) of 1.5 % at a moderate input
power (WIN) of 11.2 mW cm�2. The J -V characteristic of the SnO2/(AuNP-1
(n= 15)+C60)m/NaI+I2/Pt device was also remarkably enhanced by a factor of 45
in comparison with the SnO2/(TBPP+C60)m device [162]. These results evidently
illustrate that the large improvement of the photoelectrochemical properties arises
from three-dimensional interdigitated structure of the porphyrin-C60 molecules on
the SnO2 electrode, which facilitates the injection of the separated electrons into
the CB.

Photocurrent generation is initiated by photoinduced electron transfer from
the porphyrin excited singlet state (1H2P�/H2P�C =�0.7 V vs. NHE) to C60
(C60/C60�� =�0.2 V vs. NHE) in the porphyrin-C60 complex (Fig. 19.11). The
reduced C60 transfers electrons to the CB of SnO2 nanocrystallites (ECB = 0 V vs.
NHE) by electron hopping through the large excess of C60 molecules, to produce
the current in the circuit. The regeneration of H2P�C (H2P/H2P�C = 1.2 V vs.
NHE) is achieved by the iodide/triiodide couple (I�/I3� = 0.5 V vs. NHE) present
in the electrolyte system [162]. Our novel organic solar cells (i.e., dye-sensitized
bulk heterojunction (DSBHJ) solar cell) possess both the dye-sensitized and bulk
heterojunction characteristics [20–23, 25]. Namely, the device structure is similar
to that of dye-sensitized solar cells, but donor-acceptor multilayers are deposited
on the top surface of a nanostructured semiconducting electrode. Therefore, initial
charge separation takes place at the blend interface of the donor-acceptor, which
is typical characteristic of bulk heterojunction solar cells. Nevertheless, DSBHJ
solar cells and dye-sensitized solar cells are alike in subsequent processes. It is
noteworthy that the composite film reveals the donor-acceptor multilayer structure
on a semiconducting electrode, which presents a striking contrast to the monolayer
structure of adsorbed dyes on semiconducting electrodes of dye-sensitized solar
cells. The sequential electron transfer from the donor excited state to the CB of
the semiconducting electrode via the acceptor may inhibit charge recombination
between electrons in the CB and donor radical cation or I3� in the electrolyte owing
to the presence of the acceptor, resulting in improvement of the cell performance.
Therefore, the photovoltaic properties of DSBHJ solar cells can be modulated by
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altering device structure including the electrode (SnO2, TiO2, ZnO) as well as the
donor-acceptor multilayers.

Bicontinuous donor-acceptor arrays at molecular level have attracted increas-
ing scientific and technological interest due to their potential applications in
organic photovoltaics [173]. Such donor-acceptor arrays would yield efficient
charge separation and transportation of separated charges to respective electrodes
leading to enhanced photocurrent generation provided ideally vertical arrangement
of the donor-acceptor arrays on the electrodes. Although nanostructures with
bicontinuous donor-acceptor arrays have been obtained by self-assembly of donor-
acceptor molecules, it is still difficult to achieve desirable vertical arrangement
of bicontinuous donor-acceptor arrays on an electrode [173]. A novel approach
to construct vertical alignment of bicontinuous donor-acceptor arrays on a flat
SnO2 electrode was developed in DSBHJ photoelectrochemical device (Fig. 19.12)
[174]. A palladium-mediated stepwise self-assembly of zinc porphyrins (ZnP)
as a donor ensures the vertical growth of porphyrin chains on the flat SnO2

electrode. Pyridylfullerenes (Py-C60) as an acceptor are infiltrated into the porphyrin
brush by using the coordination bonding of the pyridyl moiety to the zinc atom
together with � � � interaction between Py-C60. Therefore, we can systematically
investigate the relationship between the film structure and photoelectrochemical
properties as a function of the number of porphyrin layer (n). With increasing
n, the IPCE as well as APCE values increased to reach maxima (n D 3) and
then decreased gradually. As described earlier, 1ZnP� injects electrons into the
CB of SnO2, followed by electron transfer from I� to the zinc porphyrin radical
cation (ZnP�C), generating photocurrent. The trend is reasonable considering that
the exciton diffusion length (�6 nm) of the porphyrin arrays, corresponding to
the number of the porphyrins and the total length (n D 3), is comparable
to that of copper phthalocyanine (8 ˙ 3 nm) in bulk heterojunction solar cells
[175]. It is noteworthy that, for the SnO2/C60-acid+(ZnP)n+Py-C60 electrodes,
the trend on the IPCE and APCE values as a function of n is parallel to that
on the infiltrated amount of Py-C60 as a function of n. Similar trend is noted
for the SnO2/C60-acid+(ZnP)n+Ph-C60 electrodes [174]. The photodynamics of
the photoinduced charge separation processes was studied by femtosecond time-
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resolved transient absorption measurements. The bleaching at 620 nm arises from
1ZnP�, whereas the broad absorption around 660 nm originates from zinc porphyrin
radical cation ZnP�C. Although both 1ZnP� and ZnP�C appear simultaneously, large
	absorbance of the SnO2/C60-acid+(ZnP)7+Py-C60 relative to the SnO2/(ZnP)7
around 660 nm exemplifies the additional contribution of the charge separation
between ZnP and C60 to the enhancement in the photocurrent generation. This is
consistent with the fact that the APCE value of the SnO2/C60-acid+(ZnP)7+Py-
C60 system (7.1 % at 560 nm) is larger than that of the SnO2/(ZnP)7 system
(5.0 % at 560 nm). That is, the exciton and carrier loss in the porphyrin arrays
is suppressed due to the exciton capture and charge dissociation by C60, which
can rationalize the facts that the maximum IPCE and APCE values were attained
at the higher number of the porphyrin layer for the SnO2/C60-acid+(ZnP)n+Py-
C60 systems (n D 5) than the SnO2/(ZnP)n systems (n D 3). The decreasing
trend of the IPCE and APCE values in the SnO2/C60-acid+(ZnP)7+Py-C60 system
(n= 6–8) correlates with the decreasing amount of the incorporated C60 molecules
between the porphyrin brushes, which arises from the porphyrin aggregation, as
seen in the AFM measurements (vide supra). In that case the charge separation
efficiency between the 1ZnP� and the C60 would be decreased with increasing the
number of the porphyrin layers, leading to the decrease in the IPCE and APCE
values. On the basis of the film structures and the photoelectrochemical proper-
ties of the SnO2/C60-acid+(ZnP)n+Py-C60 systems together with the previously
established photocurrent generation mechanism in similar porphyrin-fullerene com-
posites on semiconducting electrodes, we can propose a photocurrent generation
diagram. First, charge separation between 1ZnP� and C60 takes place in addition
to direct electron injection from 1ZnP� to the CB of the SnO2. In the former
case, the generated C��

60 injects electrons into the CB of the SnO2 via elec-
tron hopping through the C60 molecules infiltrated from top to bottom of the
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porphyrin brushes. Thus, the bicontinuous donor-acceptor arrays for the SnO2/C60-
acid+(ZnP)n+Py-C60 (n= 2–6) electrodes are responsible for the enhancement
of photocurrent generation [174].

19.3.2 Self-Assembled Monolayers of Porphyrins on
Semiconducting Nanoparticles

Porphyrin alkanethiols have been successfully assembled on metal nanoparticles us-
ing sulfur-metal linkage. The multiporphyrin-modified metal nanoparticles MNP-1
have found to act as light-harvesting materials [157–159], photocatalysts [160] and
organic solar cells [161–165]. In the case of metal nanoparticles, however, the
relatively fast energy transfer quenching (40–260 ps) of the porphyrin excited singlet
state by the metal nanoparticles has still precluded the further improvement of such
systems [157–159]. Thus, replacement of the metal core by other nanoparticles
is a challenge for exploring novel artificial photosynthetic materials. Along this
line there are two promising candidates as nanoparticles: photochemically inactive
nanoparticles and semiconducting nanoparticles exhibiting light-harvesting prop-
erties. In the former case, we have already reported silica nano- or microparticles
covalently modified with multiporphyrins [176, 177]. The porphyrin excited singlet
state is not quenched by the silica nanoparticle. Thus, the photocurrent generation
efficiency of the silica nanoparticle-based photoelectrochemical device is signif-
icantly higher than that of metal nanoparticle-based corresponding device under
the same conditions [177]. The drawback of the system is no light-harvesting
properties of the silica nanoparticles that considerably reduce the total light-
harvesting efficiency in the multiporphyrin-modified silica nanoparticles. Therefore,
nanoparticles, which exhibit efficient light-harvesting, subsequent energy transfer to
the immobilized porphyrins on the nanoparticles, and no quenching of the resulting
porphyrin excited singlet state by the nanoparticles, are ideal as nanoscaffolds for
the construction of efficient solar energy conversion system. Taking into account
the requirement, luminescent semiconducting nanoparticles (i.e., CdS, CdSe, CdTe)
[178] are potential nanoscaffolds owing to their broad absorption, narrow lu-
minescence, and high photostability. Luminescent semiconducting nanoparticles
have been employed as sensitizers in imaging analysis and for an increasing
range of applications in biomedicine [179–181]. Such research often deals with
energy transfer from luminescent semiconducting nanoparticles to dye molecules
in imaging [182–186], photodynamic therapy [187–189], and drug delivery [190].
However, the detailed characterization of dye-luminescent semiconducting nanopar-
ticle composites has been limited because of the complex structure arising from the
weak interaction between dye and luminescent semiconducting nanoparticle. For
instance, Zenkevich et al. have reported the formation of nanoassemblies consist-
ing of CdSe/ZnS core/shell semiconducting nanoparticles and pyridyl-substituted
porphyrin molecules, which were investigated by using UV-visible absorption and
steady-state fluorescence spectroscopies and fluorescence lifetime measurements
[191]. The weak complexation results from the coordination bonding of the pyridyl
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nitrogen with the ZnS shell of the CdSe/ZnS nanoparticles. The emission quenching
of the CdSe/ZnS nanoparticles by the pyridyl-substituted porphyrins was explained
partially by energy transfer from the CdSe/ZnS nanoparticles to the porphyrins. In
accordance with the fact, only a limited number of vacant binding sites and the weak
complexation capability of the CdSe/ZnS nanoparticles for the porphyrins led to less
than one porphyrin attached to the ZnS shell of the single CdSe/ZnS nanoparticle.
As such, the photophysics of semiconducting nanoparticles covalently modified
with chromophores (i.e., porphyrin) has not been fully understood [192–195].

We designed CdSe nanoparticles modified with multiporphyrins [196], as
illustrated in Fig. 19.13. CdSe nanoparticles were chosen as a nanoscaffold for
organizing porphyrins because of the light-absorbing capability in the UV-visible
region, the large band gap (Eg) relative to that of freebase porphyrin (H2P: 1.9 eV)
[157–159], and the relatively facile modification by chromophore [197,198]. In such
a case we can anticipate photoinduced energy transfer from the CdSe nanoparticle
to the H2P in CdSe-1 (Fig. 19.14). Thus, both porphyrin and CdSe nanoparticle
are expected to absorb UV-visible light, leading to the eventual production of
the porphyrin excited singlet state in CdSe-1. This is in sharp contrast with the
multiporphyrin-modified metal or silica nanoparticles where only the porphyrins
absorb the UV-visible light [157–159,177]. More importantly, the porphyrin excited
singlet state would not be quenched by the CdSe semiconducting nanoparticle via
energy transfer. However, there is possibility of the occurrence of photoinduced
electron transfer between the porphyrin and CdSe nanoparticle. The photoinduced
electron transfer process depends on the relationship between the CB and valence
band (VB) of the CdSe nanoparticle vs. the first oxidation and reduction potentials
of the porphyrin and the corresponding excited states of the porphyrin. Since it is
difficult to anticipate the actual levels of the CB and VB of CdSe nanoparticles, such
a study will provide basic and valuable information on the design of chromophore-
modified luminescent semiconducting nanoparticles toward efficient solar energy
conversion.

The multiporphyrin-modified CdSe nanoparticles CdSe-1 (n D 11) were ob-
tained by place-exchange reactions of hexadecylamine-thiophenol-modified CdSe
nanoparticles (CdSe-ref) with porphyrin disulfide dimer 1 (n D 11) or porphyrin
alkanethiol 4 (n D 11) in toluene [196]. The number of porphyrin molecules (N )
on the surface of single CdSe nanoparticle increased with increasing the reaction
time to reach a saturated maximum of N D 21. The structures of CdSe-ref
and CdSe-1 were characterized by various spectroscopic methods and surface and
elemental analyses [196]. Both of the porphyrins and CdSe nanoparticle in the
multiporphyrin-modified CdSe nanoparticle were found to absorb the UV-visible
light. The steady-state emission and time-resolved emission lifetime measurements
revealed energy transfer from the CdSe excited state to the porphyrins in the
multiporphyrin-modified CdSe nanoparticles, as depicted in Fig. 19.15 [196].
The energy transfer efficiency of CdSe-1 (N D 3:4) is moderate (33 %), whereas
the value of CdSe-1 (N D 21) is estimated to be �100 %, taking into account the
correlation between the N value and the emission intensity from the porphyrins.
The emission decay of the porphyrins in CdSe-4 exhibited a single exponential with
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Fig. 19.13 Schematic view of light-harvesting and energy transfer in CdSe-1 (n D 11)

a lifetime of 12.3 ns, which is in good agreement with the value of the porphyrin
reference 8 (12.3 ns). This exemplifies no quenching of the 1H2P� by the CdSe core,
as anticipated from the experimentally determined energy diagram (Fig. 19.14),
together with no self-quenching of the 1H2P�. These unique properties are in
sharp contrast with those in multiporphyrin-modified metal and silica nanoparticles
[157–159, 177]. Multiporphyrin-semiconducting nanoparticle composites may be
combined with suitable acceptors to develop organic solar cells and photocatalysts,
thereby being highly promising as novel artificial photosynthetic materials.

19.4 Molecular Nanostructures

19.4.1 Porphyrin J-Aggregates

Natural chlorophyll aggregates in purple bacteria and chlorosomes have strong
transition dipole moments stemming from the alignment of the head-to-tail direc-
tion [40–47]. Thus, J-aggregates of synthetic porphyrins are highly promising as
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light-harvesting models to examine the structure-function relationship. However,
the porphyrin J-aggregates have been rather limited to tetrakis(4-sulfonatophenyl)
porphyrin (H2TSPP) and its derivatives in acidic solutions [199–211], proto-
nated tetraphenylporphyrins at the liquid-liquid [212, 213] or gas-liquid interface
[213, 214], cationic tetraphenylporphyrins [215], dendritic porphyrins [216], and
amphiphilic porphyrins [217]. As such, substituent effects of H2TSPP on the
structures and photophysical properties of J-aggregates have yet to be investigated
in detail.

Substituent effects of porphyrin on the structures and optical and photophysical
properties of the J-aggregates of protonated 5-(4-alkoxyphenyl)-10,15,20-tris(4-
sulfonatophenyl)porphyrin 9 (n D 1; 8; 18) and their derivatives were exam-
ined systematically (Fig. 19.16) [218, 219]. The electrostatic interaction between
the positively charged protonated core and negatively charged sulfonato groups
is the driving force for the association of the protonated porphyrin monomers to
J-aggregates under acidic conditions. Thus, the minimum requirement is the
presence of two sulfonato groups at the para-positions of the meso-phenyl groups
in 5,15 positions of the porphyrin ring to attain the slipped head-to-tail structure.
To stabilize the J-aggregates, one sulfonato group is replaced by hydrophobic
group (i.e., alkoxy group), whereas the three sulfonato groups remain intact. The
length of alkyl moiety in the alkoxy group 9 (n D 1; 8; 18) would affect the
interaction between the porphyrins under acidic conditions, making it possible to
control the structures and photophysical properties of the porphyrin J-aggregates
(Fig. 19.16).

Selective formation of the porphyrin J-aggregate was attained for protonated
9 (n D 8) [218]. The J-aggregate of the protonated 9 (n D 8) displayed the
most red-shifted and intense bands, suggesting the highly ordered architecture. The
atomic force microscopy (AFM) image of the J-aggregate from the protonated
9 (n D 8) exhibited striking contrast to those from protonated 9 (n D 1; 18).
Regular leaflike structures (length = 260 nm, width = 60 nm, and height = 4.4 nm)
are seen for the protonated 9 (n D 8), which largely matches the size (170 nm)
determined by the dynamic light-scattering measurements. The cryo-transmission
electron microscopy image revealed thin stringlike structure with a thickness of
4.9 nm, which is in good accordance with the height value (4.4 nm) determined
from the AFM measurements. A bilayer structure was proposed to explain the
unique porphyrin J-aggregate in which the hydrophobic alkoxy groups facing inside
the bilayer are interdigitated with each other, whereas the hydrophilic porphyrin
moieties are exposed outside, as schematically illustrated in Fig. 19.17 [218]. The
lifetimes of the J-aggregates for the protonated 9 (n D 1; 8; 18) are much shorter
than that for H2TSPP (� D 350 ps). Furthermore, the lifetime becomes shorter with
increasing the length of alkoxy group (� = 2.3 ps for n D 1; � D 1:7 ps for n = 8,
� = 1.4 ps for n= 18). Fast energy migration and efficient quenching by defect site
in the J-aggregates were suggested to rationalize the short lifetimes of the excited
J-aggregates [218].
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19.4.2 Conjugated Polymer-Carbon Nanotube Composites

Carbon nanotubes (CNTs) are current targets of general interest for their unique
electronic, thermal, mechanical, and optical properties, particularly in connec-
tion with exploiting their properties into composites for molecular electronics
[220–222]. However, the lack of their solubility in solvents results in a marked
impediment toward harnessing their applications. Supramolecular functionalization
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of CNTs is a potential approach to overcome this problem, because supramolecular
interaction does not disrupt unique properties of these composites [223–226]. Sur-
factants and hydrophilic polymers are known to exfoliate CNT bundles to disperse
CNTs in aqueous solutions, but they are still insufficient for the solubilization of
CNTs in organic solvents, which are more suitable for the fabrication of CNT
composites into molecular devices.

Utilization of � � � interaction is a promising methodology for dispersing
CNTs in organic solvents [223–226]. Various � electron-rich compounds including
pyrene, porphyrin, and �-conjugated polymers have been employed to interact with
CNTs forming supramolecular composites. Specifically, conjugated polymers have
been the subjects of extensive research as active materials for use in light-emitting
diodes and photovoltaic devices [227]. Thus, the nanocomposites of highly exfo-
liated CNTs and conjugated polymers are appealing candidates exhibiting unique
photophysical properties in molecular devices. There have been intensive researches
on the composites of CNTs and poly(m�phenylenevinylene)-co-(2,5-dioctyloxy-p-
phenylenevinylene) [224, 228, 229]. Furthermore, photophysics of the composites
of poly(p-phenylenevinylene) (PPV) or polythiophene derivatives and CNTs have
been studied in solutions and films [230–234]. Nevertheless, the photophysical
properties including energy transfer or electron transfer process between conjugated
polymers and CNTs have not been fully elucidated. For instance, only the emission
quenching from the �-conjugated polymers in the composites but no emission from
the CNTs due to the energy transfer have yet been observed.

To demonstrate energy transfer from �-conjugated polymers to CNTs unambigu-
ously, it is essential to transform the bundle to isolated individual CNT in solvents
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by wrapping it with novel �-conjugated polymers. A novel conjugated polymer,
poly[(p-phenylene-1,2-vinylene)-co-(p-phenylene-1,1-vinylidene)] (coPPV), was
prepared by the Heck coupling reaction to examine specific interactions between
�-conjugated polymers and single-walled carbon nanotubes (SWNTs), as schemat-
ically illustrated in Fig.19.18 [235]. The coPPV has the structural defect in the main
chain of all-t rans phenylene-1,2-vinylenes caused by 1,1-vinylidene moieties. It is
expected that, as a result of the introduction of defect sites by 1,1-vinylidene units,
the backbone structure of the copolymer can be fitted to the curvature of SWNTs
more efficiently than the corresponding regular homopolymer, PPV, yielding indi-
vidual SWNTs wrapped with the coPPV. The absorption and fluorescence properties
of coPPV (vide infra) disclose that the band gap energy (2.5 eV) exceeds that of
SWNTs. Accordingly, coPPV is anticipated to exfoliate CNTs more efficiently than
the corresponding PPV to debundle SWNTs into individual SWNTs, allowing us
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to detect the energy transfer process from the excited coPPV to the SWNTs in the
composites (Fig. 19.18).

The absorption peaks associated with transitions between the symmetric van
Hove singularities in the nanotube density of states are evident for the visible-
near-infrared (vis-NIR) absorption spectrum of the redispersed coPPV-SWNT
nanocomposites in THF [235]. The results demonstrate that coPPV acts as an
efficient dispersing agent of SWNTs, since the sharpness of these peaks is widely
considered to be a measure of the level of exfoliation of SWNT bundles. The AFM
image of the composites revealed the SWNTs with a dramatic decrease in the size
of bundles relative to SWNTs without dispersants, implying that the involvement
of supramolecular interaction with coPPV for the debundling of SWNTs. The
composite solution of coPPV-SWNTs exhibited a set of emissions in the contour
plot (Fig. 19.19). The intensity of (10, 5) is much stronger than those of the other
peaks, suggesting that (10, 5) SWNT is exfoliated to be isolated from bundles more
efficiently than SWNTs with other chiral indices. It should be emphasized here
that the contour plot of coPPV-SWNTs discloses enhancement of emission at an
excitation wavelength (�em) of 400–500 nm. The excitation wavelength does not
match the electronic absorption peaks of E22 (580–900 nm) and E33 (<410 nm)
of SWNTs included in HiPco samples. Therefore, direct excitation of SWNTs is
negligible under the experimental conditions. This emission can be accounted for
by the initial excitation due to the � � �� transition of coPPV, followed by energy
transfer from the excited coPPV to SWNTs in the composites. The energy transfer
process was further substantiated by the excitation spectra of coPPV-SWNTs at
�em D 1; 125 nm, which are attributed mainly to (9, 4) and partially to (7, 6)
and (8, 4) SWNTs [235]. Although there is a report on the enhancement of NIR
emission intensity of SWNTs by the energy transfer from an organic molecule
encapsulated in SWNTs [236], this is the first observation, to our best knowledge,
of the enhancement of emission intensity by interaction with dispersing agents. Our
strategy enables the polymer bound to the outside of SWNTs in organic solvents to
act as a light-harvesting antenna for SWNTs. The observed characteristic features
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will be utilized for further exploration of SWNTs as light-emitting and photovoltaic
devices.

19.5 Conclusions and Outlook

Synthetic multiporphyrin arrays have been found to be artificial mimics of light-
harvesting systems. We have successfully prepared 2D porphyrin arrays on gold and
ITO electrodes as well as 3D porphyrin assemblies on metal and semiconducting
nanoparticles. In particular, novel multiporphyrin-modified metal nanoparticles
revealed improved light-harvesting properties as well as suppression of undesirable
energy transfer quenching of the porphyrin excited singlet state by the metal
surface. Since multiporphyrin-modified metal nanoparticles have flexible molecular
recognition clefts between the porphyrins, they can be combined with acceptors
(viologens or fullerenes) to exhibit photocatalytic and photovoltaic properties.
Specifically, multiporphyrin-modified gold nanoparticles have been assembled with
fullerenes in a bottom-up manner to make large and uniform composite clusters
on nanostructured semiconductor electrodes, leading to a moderate power con-
version efficiency of up to 1–2 %. Molecular nanostructures including porphyrin
J-aggregates and conjugated polymer-SWNT composites have disclosed unique
energy transfer behavior based on the well-controlled nanostructures.

Well-defined molecule-based nanoarchitectures exhibiting energy transfer will
open the door to nanoscience and nanotechnology, which stimulates a variety of
fields including chemistry, biology, physics, and electronics to develop interdisci-
plinary novel principles and concepts.
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polarity character of ZnO, which provide interesting light emissions and
low-temperature electron transport. Furthermore, Co-alloyed ZnO shows
ferromagnetism and large magneto-optical response owing to coupling between
charge carriers (excitons) and localized 3d spins. Electro-magneto-optics of
quantum structures fabricated by various growth techniques are applied for
practical applications based on ZnO-related materials.

20.1 Introduction

Studies have shown that zinc oxide (ZnO) is a practical candidate for the develop-
ment of practical devices such as thin film transistors, transparent and electrodes
[1, 2]. ZnO has a large exciton energy of 60 meV, which raises the interesting
possibility of utilizing its excitonic effects at temperatures higher than 300 K [3].
Optically pumped UV-stimulated emissions from ZnO layers have been demon-
strated [4, 5]. Furthermore, MgxZn1�xO alloys are attracting a great deal of interest
since they possess a larger band gap than ZnO [6] and have been utilized for
MgxZn1�xO/ZnO multiple and single quantum wells [7, 8]. These structures can
form low-dimensional systems and produce interesting quantum phenomena, such
as increased excitonic binding energy [9, 10] and two-dimensional (2D) electron
transport [11] aspect that contribute to both basic science and practical applications.

Thus far, nanostructures on semiconductor materials have received much atten-
tion for fabrication techniques and have been investigated by many researchers.
Especially, the number of papers concerning nanostructures based on ZnO is
increasingly yearly. Self-organized techniques provide advantages for nanoscale
engineering and have yielded many impressive results. Therefore, surface nanos-
tructures in Si and GaAs have been fabricated using various growth mechanisms.
Stranski-Krastanov (S-K) growth on lattice-mismatched systems induces three-
dimensional (3D) nanodots on 2D wetting layers [12]. Lateral surface nanowires
have been fabricated due to a step-faceting mode on vicinal surfaces [13,14]. These
surface nanostructures have been developed for zero-dimensional (0D) quantum
dots and one-dimensional (1D) quantum wires [15,16]. Low-dimensional properties
are currently receiving attention as advantages for optoelectronics with ZnO.

In epitaxial growth, lattice mismatch between an epilayer and substrate plays a
crucial role. Growth studies concerning ZnO epitaxy have been carried out using
c- and a-sapphires [17, 18]. Heteroepitaxial layers have a high dislocation density
of 109–1010 cm�2 due to large mismatches in the lattice structure and in thermal
expansion [19]. The use of ZnO substrate not only allows the reduction of the
number of lattice defects involved in the epilayers but also permits the selection of
various growth directions without any lattice mismatch, which results in a direct
understanding of growth dynamics. The growth polarity in ZnO is the primary
factor. Zn (0001) and O (000-1) polarities have isotropic atom arrangements and
possess spontaneous polarization along growth directions. On the other hand, the
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M (10-10)-nonpolar surface has an anisotropic atom structure, and the spontaneous
polarization occurs parallel to a surface plane [20]. For example, Zn-polar growth
produces atomically flat surfaces due to a layer-by-layer mode [21–23]. Whereas
M -nonpolar ZnO layers result in anisotropic morphologies with a nanowires
structure based on the step-edge barrier effect [24]. Thus, the difference in growth
directions influences the surface state, as well as optical and electrical properties
of ZnO layers, which can be made more conspicuous through quantum structures.
Quantum structures on various surface morphologies exhibit novel electronic and
optical properties because quantized energy levels can be tailored by varying the
geometric dimensions.

In the last 10 years, manipulating the spin of an electron rather than its charge
has opened fascinating new fields for information processing on diluted magnetic
semiconductors (DMS), which has emerged as “spintronics” [25]. II–V DMS is
characterized by s, p-d exchange interactions between the localized 3d spins and
the extended band states, opening new fields both in fundamental research and
applications. Cd1�xMnxTe compounds have been made as practical as Faraday
devices [26]. Recently, much interest has centered on magnetic functionality in
ZnO DMS because of its magneto-optical effect and ferromagnetic properties
[27, 28]. In particular, many researchers have focused on understanding the origin
of ferromagnetism in Zn1�xCoxO from experimental and theoretical viewpoints.
Moreover, Zn1�xCoxO has functionality as an alloy material and has a higher
band gap than ZnO [29], which can be utilized in “band-gap engineering” and
“spin engineering.” Therefore, one of the most exciting studies has dealt with
advancements in DMS containing heterostructures. In DMS heterostructures, mag-
netism at the heterointerface can differ from the magnetism of the corresponding
bulk materials [30]. A problem with Zn1�xCoxO is that excitonic emissions are
strongly suppressed when increasing doping content. This fact severely hinders the
development of spin-dependent emitter devices that utilize excitonic technology
characteristics of ZnO. However, a superlattice with quantum well geometry has
the ability to spatially separate excitons from localized 3d spins and also retain
excitonic emissions. Recently, we succeeded in fabricating a Zn1�xCoxO/ZnO
superlattice with sharp heterointerfaces using the homoepitaxial technique, based
on precise understanding of the alloy parameters, growth modes, and magnetic
properties of Zn1�xCoxO [31]. This lays the foundations for quantum spin photonics
with ZnO.

This chapter is organized as follows. In Sect. 20.2, we will first give a de-
scription of homoepitaxial growth of Zn-polar ZnO layers and MgxZn1�xO/ZnO
heteroepitaxy. Fabrication of multiple quantum wells and their low-dimensional
optical properties are discussed. In Sect. 20.3, we focus on self-organized surface
nanowires on M-nonpolar ZnO layers, wherein discussions concentrate on growth
mechanism and developments for the low-dimensional structure, “quantum wires.”
Section 20.4 is devoted to discussion of various properties of Zn1�xCoxO DMS and
to the fabrication of the quantum well geometry. Concluding remarks and future
research directions in this field are given in Sect. 20.5.
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Fig. 20.1 (a) Structural models showing the bulk-terminated Zn-polar (0001) surfaces of ZnO.
The surface unit cells are indicated. (b) AFM image of ZnO (0001) surface after annealing at
high temperature. (c) Incident angle dependence of the Zn signal intensity when the sample was
tilted along the <11–20> azimuth. (ı) and (�) show as-received and annealed Zn-polar surfaces,
respectively. (d) Surface models of the Zn-terminated (0001) surface along the [11-20] direction.
The open arrows indicate the direction of the HeC ion beam

20.2 Zn-Polarity and Quantum Structures

20.2.1 Surface Character

ZnO has a hexagonal wurtzite structure (a = 0.3250 nm, c = 0.5201 nm), each Zn2C
ion bonded to four O2� ions in a tetrahedral formation, representing a structure that
can be described as alternating planes of Zn and O ions stacked along the c-axis.
Various surface-sensitive methods have been used to investigate the polar surfaces
of ZnO from fundamental and applied points of view. For example, the surface
morphology was quite different for opposite polar surfaces when ZnO crystals
were chemically etched [32]. Thus, epitaxy in ZnO with varying polarity should
show different kinetics and material characteristics. Therefore, it is important to
understand the uppermost surface structure and morphology in a Zn-polar surface.

Figure 20.1a shows a structural model of the bulk-terminated Zn-polar (0001)
surfaces of ZnO. All O atoms on the borders have three nearest neighbors, i.e., only
one bond is broken. The Zn-polar surface is unstable due to the existence of nonzero
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dipole moment perpendicular to the surface, which raises a fundamental question
regarding stabilization mechanisms [33]. Figure 20.2 shows the AFM image of the
Zn-polar (0001) surface of a hydrothermal ZnO substrate annealed at 1,100ıC in air.
The annealed surface had a double-layer step structure whose step height was about
0.26 nm, which corresponds to the half lattice parameter of the unit cell of the c-axis.
Analysis of the annealed surface using reflection high-energy electron diffraction
(RHEED) revealed 2D streaks attributed to a (1 � 1) structure, as shown in the
inset of Fig. 20.1b. This shows that no lattice reconstruction occurred in a direction
parallel to the surface. However, there is lattice relaxation due to the polarity
that occurs along the c-axis. Coaxial impact-collision ion scattering spectroscopy
(CAICISS) is useful for surface analyses since this technique is sensitive to the
atomic configuration of layer surfaces [34]. The sample was mounted on a two-axis
goniometer with respect to the primary HeC ion beam of �2 keV at a repetition
rate of 100 kHz. The time-averaged current of the incident ion beam was �150 pA.
The CAICISS time-of-flight spectrum taken by a microchannel plate is composed
of peaks corresponding to head-on collisions between incident HeC ions and
target atoms on the surface. The Zn signal intensity measured in an ultrahigh
vacuum of 10�10 Torr is shown in Fig. 20.1c and is consistent with results reported
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previously [35]. Three peaks of the as-received surface were observed at
� D 23:5ı, 49.9ı, and 72.4ı. The peaks of the annealed surface then appeared
at � D 23:5ı, 48.1ı, and 72.4ı. Therefore, the peak angle of 49.9ı of the as-received
surface was 1.9ı lower than that for the annealed surface. Here, we define two
planes: one is along the [11-20] direction including Zn ions in the uppermost layer
(plane I) as shown in Fig. 20.1d, and the other is parallel to plane I consisting of O
ions in the second layer (plane II). The peaks at 23.5ı and 72.4ı are related to the
focusing effect within plane II, being independent of the uppermost Zn ions, while
the middle peaks of 49.9ı and 48.1ı are ascribed to the uppermost Zn ions (plane I).
To be precise, the middle peak is due to the focusing effect of Zn ions on the first
layers to Zn ions on the fifth layers. Thus, the uppermost Zn ions of the annealed
surface relaxed toward the inside on the real surface, supported by the peak shift
from 49.9ı to 48.1ı. However, the annealed surface distorts slightly compared to the
surface without lattice relaxation (� = 47.5ı), indicating that lattice spacing (Zn-O
bond length) is reduced between the uppermost Zn layer and the second O layer.
Thus, the Zn-polar surface resulted in no lattice reconstruction in a direction parallel
to the surface, while a slight distortion was induced along the c-axis.

20.2.2 Homoepitaxial Growth and Optical Properties

ZnO layers on sapphire usually have O-polarity [19]. Reports have appeared that
deal with polarity conversion of ZnO layers on sapphire using buffer layers such
as MgO and Cr2O3 [36, 37] since Zn-polarity shows a two-dimensional (2D) mode,
speculated from the growth of GaN layers with Ga polarity. However, a large lattice
mismatch and thermal expansion coefficient between a layer and substrate plays a
crucial role in the performance of the Zn-polar layers. Polarity-controlled epilayers
can easily be obtained using ZnO substrates and are necessary for the formation of
precise device structures such as quantum wells.

Figure 20.2 shows AFM images of 300-nm-thick ZnO layers grown at 420ıC.
The top surface of the layer grown under an O2 gas flow of 1:4 � 10�4 mbar was
completely covered by highly facetted pit features (Fig. 20.2a). The layer grown
under an O2 plasma exposure of 1:4 � 10�5 mbar also exhibited a pitted surface,
although the layer appeared to be quite smooth between the pits (Fig. 20.2b). An O2

plasma exposure in the range of 1.4 to 6:0 � 10�4 mbar resulted in few pits with
areas possessing a very flat surface (Fig. 20.2c, d). The surface roughness was about
0.5 nm, a value corresponding to the c-axis length. X-ray diffraction measurements
showed line-widths of !-rocking curves for the (002) and (100) planes were as
narrow as 42 and 47 arcsec, respectively.

Figure 20.1e shows schematic images of O- and Zn-terminated surfaces along
the c-axis. Negatively charged growth surfaces stabilized by oxygen-rich conditions
are indispensable for 2D mode with Zn-polarity. Each surface atom on O- and
Zn-terminated surfaces has one and three dangling bonds, respectively, suggesting
that the O sticking coefficient on Zn-terminated surfaces is lower than the Zn
sticking coefficient on O-terminated surfaces. The RF plasma source efficiently
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Fig. 20.3 (a) Excitonic transition energies of Zn-polar layers on ZnO substrates as a function of
temperature. Inset shows PL spectrum at the band edge. (b) Spectrally integrated PL intensity as a
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generates atomic oxygen (O�), which enhances the O sticking coefficient on the
growing surfaces. In contrast, O2 molecule results in a low surface reaction due to
a high binding energy (5.12 eV). The rough surface on the layer grown under O2

gas flow is ascribed to incomplete O-terminated surfaces. In contrast, O2 plasma
exposure supplies excited O� atoms to the growing surfaces. O sticking coefficient
increased by the excited O� atoms contributes to the smooth conversion from a
Zn-terminated surface to an O-terminated surface. This facilitates formation of
negatively charged surfaces and leads to stabilization of the 2D mode. The observed
morphological transitions are associated with the variation in the coverage of the
layer surface by O atoms.

The variation of exciton peak positions with temperature can be seen in
Fig. 20.3a. The inset of Fig. 20.3a shows the photoluminescence (PL) spectrum at
10 K of the Zn-polar ZnO layer at 570 ıC under O2 plasma exposure. We identified
the 3.377 and 3.384 eV peaks as the free A � .FAX/ and B � .FBX/ excitonic
transitions, which were consistent with values reported in the literature for vapor-
phase ZnO [38]. We also observed a narrow peak, with the strongest peak at
3.362 eV exhibiting a line-width of 2.3 meV, characteristic of a neutral donor-bound
exciton .D0X/ peak. Two electron satellites of theD0X peak were seen at 3.325 eV.
The FAX and D0X peaks were observed for temperatures ranging from 10 to
120 K. The value of 3.295 eV at 300 K for the FAX peak was due to the widely
accepted room temperature value for the band gap of ZnO (3.37 eV) minus the
exciton binding energy of 64 meV [3]. The dependence of FAX peak intensity on
temperature could be fitted using the Bose-Einstein relation with a characteristic
temperature (‚E) of 335 K, being close to the energy (380 K) for phonon density
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of state on ZnO. An equivalent internal quantum efficiency (�int
eq) throughout this

study of near band edge (NBE) emissions at 300 K, which is approximated as the
integrated PL intensity divided by that at 10 K (I.300K/=I.10K/), directly correlates
with �PL in the ZnO layer (�int

eq = 1/(1+�R/�NR)). �R and �NR are the radiative and
nonradiative lifetimes, respectively. Integrated PL intensity for NBE emissions as a
function of 1/T (Fig. 20.3b) shows that the value of �int

eq was 2.8 % at 300 K, which
is ten times higher than that of ZnO layers grown on sapphires. In n-type ZnO, Zn
vacancy (V Zn) most probably represents defects. Since V Zn produces nonradiative
recombination centers in the form of V Zn-defect complexes [39], the suppression
of structural defects is enhanced �int

eq . Thus, Zn-polar layers on ZnO substrates
demonstrate a reduction of structural and point defects.

20.2.3 MgxZn1�xO/ZnO Heteroepitaxy

The discovery of tunable ZnO band gap has made the alloy system a promising
material for use in the development of optoelectronic devices. Characterization of
alloys such as (Mg,Zn)O or (Cd,Zn)O is important from the viewpoint of band-gap
engineering and p-n junction. It was found that a MgxZn1�xO alloy is a suitable
material for the barrier layers of ZnO/(Mg,Zn)O superlattices due to its wider band
gap. Since the ionic radius of Mg (0.56 Å) is very close to that of Zn2C (0.60 Å),
Mg-rich (Mg,Zn)O alloys with a wurtzite phase have been stably conserved even
when a rock salt-structured MgO is alloyed.

Mg contents doped into a ZnO layer usually depend on the surface polarity,
growth technique, and type of substrate. It is known that Ga3C and N3� ions
are relatively incorporated on O- and Zn-polarities of ZnO, respectively [40, 41].
Figure 20.4a shows the Mg content in MgxZn1�xO layers as a function of the
target Mg content. Under growth conditions in this work, the Mg content in Zn-
polar layers was always 1.6 times the content of the ablation targets. This can be
attributed to the low vapor pressure of Mg-related species compared to those of
Zn. The incorporation efficiency of Mg atoms into the layers is more enhanced for
O-polarity. Similar behavior was also observed in CdxZn1�xO alloys (Fig. 20.4b).
The amount of Cd atoms in the layers is much lower than that of targets,
originating from a difference of vapor pressures between Cd- and Zn-related species.
Reevaporation processes on the growing surfaces strongly dominate the doping
efficiency of Mg and Cd atoms in the layers. On the other hand, the polarity
dependence is related closely to a sticking coefficient of Zn atoms since this sticking
coefficient is higher for Zn-polarity than O-polarity . This results from a number of
dangling bonds on O-terminated surface structures of both polarities.

Micro (�)-photoluminescence and �-Raman scattering spectroscopy were car-
ried out at room temperature (RT) to study luminescent properties. A fourth-
harmonic generation of an yttrium aluminum garnet (YAG) laser at 266 nm was
used as excitation source. A spectrum was detected using a 0.85-cm double
monochromator. In this measurement, a reflective-type objective lens was used to
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focus the laser to a diameter of 500 nm on the layer surface (Fig.20.5). A microprobe
system is an excellent complementary tool for the identification and characterization
of the spatial resolution of a microscopic scale region [42].

Figure 20.6a shows the c- and a-axis lengths deduced from the (0004) and
(11–24) diffraction peaks. When x increased from 0 to 0.37, the c-axis length
decreased linearly from around 5.210 to 5.18 Å, while the a-axis length remained
at 3.25 Å up to x D 0:27 and then suddenly increased to �3.27 Å. As shown in
Fig. 20.6b, the unit-cell volume shrinks toward the c-axis direction up to x D 0:27,
storing the lattice strain and then suddenly expanding toward the a-axis direction
by releasing the lattice strain at x D 0:37. Consequently, the cell volume comes
to resemble that of ZnO substrates. Figure 20.6c shows the variation of �-PL
spectra at RT for MgxZn1�xO (x = 0–0.37) with layer thicknesses ranging from
200 to 300 nm. Excitonic emissions of all layers systematically shifted from 3.3 to
4.0 eV in a linear manner with increasing x due to the band-gap widening. Careful
inspection of Fig. 20.6c revealed that the layer with x D 0:37, which is lattice-
strain relaxed (Fig. 20.6a, b), showed a secondary peak around 3.68 eV. Other layers
showed only a single peak. The lattice relaxation promotes phase separation of alloy
materials [43].
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20.2.4 Stranski-Krastanov Mode and Lateral Composition
Modulation

Self-assembled three-dimensional (3D) islands have received a great deal of
attention due to the potential fabrication of nanoscale devices using epitaxial
growth process. Lattice mismatch between a layer and substrate leads to Stranski-
Krastanov (S-K) growth. Adatoms are initially deposited in the form of a 2D
pseudomorphiclayer, and elastic strain energy that increases with the layer thickness
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is finally relieved by the formation of 3D dots [44]. S-K growth is of particular
interest in strained alloy layers since this growth presents a promising bottom-
up technique for the ordered assembly of quantum dots [45]. Due to atomic size
differences between cations or anions, alloy layers have stored elastic stress that
leads to accelerated growth instability. This hinders coherent growth of alloy layers
and results in S-K growth. In particular, force field induced by local alloy fluctuation
in strained layers leads to lateral or vertical composition modulation through S-K
growth [46].

The surface morphologies of Mg0:37Zn0:63O layers are shown in Fig. 20.7 [47].
The strained layer (thickness “t” = 38 nm) gives a flat (2D) surface, characteristic
of Zn-polar growth (Fig. 20.7a). At a large thickness, nanodots appeared on
the growing surface. When lattice relaxation began (t = 65 nm), nanodots formed
spontaneously with a density of 1,010 cm2 and a lateral distribution of 46 nm
(Fig. 20.7b). The partially relaxed layer (t = 100 nm) was uniformly covered by
nanodots in a hexagonal shape with an area density of 109 cm2, and the lateral
size increased to 153 nm (Fig. 20.7c). Finally, the growth scheme in the fully
relaxed layer (t = 280 nm) changes to a continuous 3D island growth through the
coalescence of nanodots (Fig. 20.7d). The lattice parameters as a function of layer
thickness are shown in Fig. 20.7e. When the layer thickness increases, the a-axis
length remains at 3.250 Å up to t = 38 nm; compressive stress at the heterointerfaces
is estimated to be 0.52 %. The a-axis length is then gradually expanded, releasing
the strain energy up to 3.270 Å in the layer with t = 280 nm, which was fully relaxed.
The 2D to 3D transformation in the strained Mg0:37Zn0:63O layer initiated dislocated
S-K growth accompanying lattice relaxation at a critical thickness of 38–65 nm.
A mechanical equilibrium model by Matthews and Blakeslee [48] gives the critical
thickness hc through the following formulation:

hc D 1

1C �
1

4�

�
ln

�
hc

b

�
C 1

�
; (20.1)

where b and � are the Burgers vector and Poisson ratio, respectively, and f gives
the lattice mismatch defined by

f D .aMgZnO � aZnO/=aZnO; (20.2)

with aMgZnO and aZnO being the a-axis length of Mg0:37Zn0:63O and ZnO, respec-
tively. For our calculations, values of aMgZnO = 3.268 Å, aZnO = 3.251 Å, f = 0.0052,
and � = 0.271 were used. Furthermore, we set b = 6.137 Å, assuming a Burgers
vector of the a/c type for a slip system f1-101g<11-23> [49]. The deduced value of
hc = 38 nm was close to the lattice relaxation regions obtained from the experiment
results.

Figure 20.8a shows the �-resonant Raman scattering (�-RRS) spectra of
Mg0:37Zn0:63O layers with different thicknesses. When the thickness increased from
t = 38 to 280 nm, the A1(LO) peak monotonically shifted to a higher frequency
(from 620 to 631 cm�1). The asymmetric �a=�b , defined by the ratio of full width
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Fig. 20.7 AFM images of
Mg0:37Zn0:63O layers with
t = 38 nm (a), 65 nm (b),
100 nm (c), and 280 nm (d).
(e) Systematic variations of
a- and c-axis length in
Mg0:37Zn0:63O layers in
relation to the layer thickness

at half maximum (FWHM) of the lower-frequency side (�a) to the higher-frequency
side (�b), also increased monotonically from 1.97 to 2.49. Figure 20.8b compares
the spectrum of strained layers (t = 38 nm) with different Mg contents, x = 0.12
and 0.27. With increasing Mg content, the peak frequency shifted to a higher
frequency, expected because of the reduction in reduced mass of the oscillating
pairs. Furthermore, the peak broadened with increasing asymmetry �a=�b . These
results may indicate that an increase in the Mg content leads to an increase in the
randomness of the atomic arrangement and a relaxation of the Raman selection rule.
Therefore, the 1st LO phonon of ZnO shows asymmetric broadening, reflecting its
phonon DOS (density of states).

When lattice relaxation occurs in the thicker layers, the randomness in atomic
arrangement will be more enhanced, resulting in lateral composition separation,
as revealed clearly by the results of cathodoluminescence (CL) mapping. CL was
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measured using a scanning electron microscope equipped with an Oxford mono-CL
mirror and grating spectrometer system. Figure 20.9a, b show a 10 � 10	m2

topological surface image and the corresponding CL image, respectively, of the
sample with t = 280 nm. The CL and topological surface images were observed
simultaneously under measurement conditions of 10 kV and 150 nA. Use of these
values made it possible to observe improved CL images. However, the topological
surface image resulted in some degree of smearing since the focusing power of the
electron beam slightly diffuses. Compositional fluctuation appears with local CL
intensity variations. The CL image is mapped with emission intensity of 3.90 eV
using the bright (intense) and dark (weak) scale. There are inhomogeneous regions
in the micrometer scale in the CL image. Comparing Figs. 20.9a and 20.9b, the
bright and dark regions of the topological image correlate to that of the CL image, as
confirmed by the cross-section profiles of X and Y lines shown in Fig.20.9c, d. This
suggests a correlation between surface roughening and lateral segregation of Mg
atoms. Local composition separation is characterized by a dislocated S-K growth of
alloy layers. Thus, the origin of surface Mg0:37Zn0:63O nanodots is clearly attributed
to a dislocated S-K growth.
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20.2.5 Multiple Quantum Wells and Excitonic Recombination

For advances concerning epitaxy of ZnO and related alloys, multiple quantum
wells (MQWs) are of considerable practical interest. MQWs can provide larger
oscillation strength, enhanced excitonic binding energy, and tenability of the
operating wavelength due to a quantum confinement effect. The formation of abrupt
interfaces between constituent layers is a key issue when fabricating MQWs. In the
case of O-polar MQWs on sapphire substrates, the Mg content is strongly limited
to 20 % because of inhomogeneous heterointerfaces between the well and barrier
layers [50]. On the other hand, the use of lattice-matched ScMgAlO4 imparted
a high Mg content of 27 % which greatly improved structural quality in O-polar
MQWs [8]. As mentioned in the preceding sections, homoepitaxial growth on the
Zn-polar ZnO substrate was achieved, and preferential growth in the 2D mode was
expected. Furthermore, the 2D growth of MgZnO alloy layers was fully maintained
up to Mg content of 37 % [43]. The preservation of the 2D growth of MgZnO/ZnO
heteroepitaxy is essential for the development of precise device structures, which
can provide further enhancement of the degree of freedom in the fabrication of
MQWs.

A fabrication scheme for MQWs is as follows. Thickness of barrier layers of
Mg0:37Zn0:63O was set to below the critical thickness. After growing a 200-nm-
thick ZnO buffer layer on a Zn-polar ZnO substrate, ten periods of a Mg0:37Zn0:63O
(13 nm)/ZnO (3.3 nm) structure were grown at 500 ıC under O2 plasma exposure,
followed by a 10-nm-thick ZnO capping layer (Fig. 20.10a). Here, the layer
thickness was evaluated by comparing the high-resolution X-ray diffraction (HR-
XRD) profile (2�=! scan) of the (0002) plane, as shown at the top of Fig. 20.10b,
with dynamic kinetic simulation [51] shown in the middle of Fig. 20.10b. The
pronounced pendellosung fringes observed in the HR-XRD index HR-XRD profile
suggests a high crystal quality for the MQWs since any imperfection or com-
positional inhomogeneity would decrease the phase coherence and eliminate the
pendellosung fringes. The !-rocking curves of SL-0, SL-1, and SL+1 peaks showed
very narrow line-widths [40–50 arcsec]. This suggested small fluctuations in lattice
axis orientation in the c-plane. The surface indicated a very flat morphology with
a roughness of 0.41 nm. Sharp heterointerfaces between the well and barrier layers
were observed by X-ray transmission electron microscopy (TEM) analysis as shown
in the inset of Fig. 20.11c.

The optical properties of the MQWs were examined. Figure 20.11 shows the
�-PL spectra at RT observed from the cleaved edge of the (10-10) face [(a)–(d)] and
top surface of the MQWs [(e)]. The surface spectrum (e) consisted of a strong broad
peak at 3.46 eV and a weak signal around 3.90 eV. The 3.46 eV peak originated from
carrier recombination in the ZnO well layers, while the 3.90 eV peak was ascribed
to the Mg0:37Zn0:63O layers. This was supported by the PL spectra of the cleaved
cross section. The spatial resolution of the apparatus (�0.5	m as determined by
the laser-beam waist at the sample surface) was smaller than the width of the
MQWs constituent layers. Notwithstanding this fact, a systematic peak shift was
observed from 3.28 to 3.46 eV (Fig. 20.11a–d) when moving the laser spot in the
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cleaved edge cross section from the ZnO substrate to the MQWs’ side (Fig. 20.11a).
The 2D effect of the MQWs was confirmed by polarized �-PL detection from
the cleaved edge, as shown in Fig. 20.11c. The excitation laser with polarization
perpendicular to the c-axis of the MQWs (E ? c) yielded a stronger PL signal
than that observed with parallel polarization (E==c). Here, the polarization degree
(P ) was calculated as 0.43 by .I? � I==/=.I?C I==/, showing a perfect polarization
of the emission, where I? and I== are MQWs emissions under E ? c and E==c
configurations, respectively. The high P value at RT is related to a typical feature
of 2D quantum confinement; the exciton can move freely within the MQWs plane
but cannot move in a direction perpendicular to this plane [52, 56]. Therefore, the
polarization-dependentPL spectra indicate that the excitons are sufficiently confined
even at RT. In contrast, the polarized emission of barrier layers was weak due to the
3D nature of excitons. Such high-quality MQWs open up numerous possibilities
for UV optoelectronic devices. These favorable properties cannot be attained for
MQWs on sapphire substrates due to the lattice mismatch.
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Fig. 20.11 (a) Schematic figure of an excitation method for the MQWs. (b) �-PL spectra emitted
from the surface layer (e) and from the cleaved edge (a)–(d). Inset shows an X-TEM image
of the MQWs. (c) The �-PL spectra measured with polarization oriented parallel (E==c) and
perpendicular (E ? c) to the c-axis of the MQWs

20.3 Nonpolarity and Quantum Structures

20.3.1 Nonpolar Growth of M -Face (10-10)

With homoepitaxial ZnO growth, one can select various growth directions without
any lattice mismatch at the interface between the film and the substrate. This plays
an important role in understanding the growth dynamics concerning epitaxial layers
with different growth planes. ZnO layers on polar (0001) and (000-1) surfaces are
dominated by 2D growth and spiral step-flow growth modes, respectively, which
relate to specific atomic arrangement configurations and number of dangling bonds.
In the nonpolar ZnO (10-10) plane, surface Zn and O atoms produce dimer rows
running along the [1-210] direction [33]. This produces two types of step edges by
polar and nonpolar faces toward the [1-210] and [0001] directions (Fig. 20.15b).
This type of anisotropic surface morphology has been utilized in scientific studies
of heterogeneous catalytic processes involving the absorption of molecular and
metallic atoms on nonpolar surfaces [54]. We briefly describe the growth process
and morphological evolution of surface nanowires in nonpolar ZnO on the basis of
RHEED investigations [55].

In M -nonpolar layer growth up to 8 nm in thickness, a 2D streak pattern
appeared to replace sharp patterns of ZnO substrates (Fig. 20.12a, b).
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This is related to 2D nucleation at the initial growth stage, as evidenced by the
smooth layer surface (Fig. 20.12f). Continued growth of ZnO changed to a mixed
pattern, which relates to the onset of the transition from 2D to 3D modes. This
results from the onset of a self-assembly of anisotropic 3D islands (Fig. 20.12c, g).
Finally, the RHEED pattern showed 3D spots due to an island growth mode that
originated from the formation of surface nanowires (Fig. 20.12d, h). Surface
nanowires with high density (105 cm�1) that formed on the ZnO layers were
homogeneously elongated along the [0001] direction above 5	m with a few
branches (Fig. 20.12h).

Due to lattice strains at the heterointerface of layer/substrate, S-K growth
naturally induces 3D islands that are surrounded by high-index facets on 2D
wetting layers [12]. This has been observed in InGaAs/GaAs heteroepitaxy [56].
In an effort to examine the crystallinity in greater detail, plane-view and X-TEM
observations were conducted to investigate the structural quality of the layer.
Figure 20.13a shows a low-resolution X-TEM image with the [11-20] zone axis.
Threading dislocations induced by lattice relaxation between the layer and substrate
were not observed. The high-resolution X-TEM image of Fig. 20.13b reveals a
lattice arrangement between a smoothly connected layer and substrate. A 3� 3 nm2

space area selected from the layer region was utilized for fast Fourier transform
(FFT) analysis to examine local lattice parameters and yielded a reciprocal space
diffractogram (RSD) pattern (inset of Fig. 20.13b). From the RSD pattern, the
estimated strains ("yy and "zz) at the interface were approximately 0.10 and 0.18 %
with x, y, and z being parallel to the [0001], [10-10], and [11-20] directions,
respectively. Figure 20.13c shows a bright field plane-view TEM image with
g = [11-20] excitation under two-beam conditions. Out-of-plane dislocations,

Fig. 20.12 RHEED patterns with the [0001] azimuth of the treated ZnO substrate (a) and ZnO
layers with a thickness of (b) 8, (c) 20, and (d) 240 nm. AFM top view (2 � 2	m2) of the treated
ZnO substrate (e) and ZnO layers with different thicknesses (f)–(h). Layer thicknesses are (f) 8,
(g) 20, and (h) 250 nm
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Fig. 20.13 (a) Low- and (b) high-resolution X-TEM images of the ZnO layer taken with the
[11-20] zone axis. Inset shows the RSD obtained by FFT analysis. (c) A bright field plane-view
TEM image of the ZnO layer with a g = [11-20] excitation under two-beam conditions

marked by a white open circle, were observed with a density of 3:2� 107 cm2, orig-
inating from threading dislocations running perpendicular to the layer surface. On
the other hand, there were no in-plane dislocations propagating along the [0002] and
[11-20] directions from different g vector excitations. These results indicate that the
homoepitaxial interface was almost strain-free. Thus, the elongated 3D islands that
appeared on the 2D layers were formed under coherent homoepitaxy and had no
correlation with the S-K growth.

20.3.2 Step-Edge Barrier and Self-Organized Nanowires

Similar surface nanowires have been formed by a step-faceting growth mode
on vicinal GaAs (331) A and (553) B substrates [13, 14]. Mechanisms of the
surface nanowires on non-vicinal ZnO (10-10) substrates differs clearly from that
of vicinal GaAs substrates and the S-K mode based on lattice relaxation. On the
other hand, it is known that morphological transformation from a 2D surface to
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anisotropic 3D islands occurs during Si and GaAs (001) homoepitaxy [57, 58].
The Schwoebel barrier effect is considered as an important growth parameter. This
barrier mechanism induces growth stability of nucleating anisotropic 3D islands on
2D growing surfaces above a critical thickness. Furthermore, the driving force of
anisotropic surface morphology is associated with a difference in surface diffusion
and sticking probability along the [110] and [-110] directions of GaAs (001)
surfaces. The only research concerning the growth behavior on M-nonpolar ZnO
(10-10) surfaces has been reported by Dulub et al. [59]. The anisotropic atomic
arrangement of a ZnO (10-10) surface provides a corrugated surface that is related
to the anisotropic diffusion coefficient for the growth of Cu on the surface since
Cu diffusion was much faster along the [1-210] direction than along the [0001]
direction. Cu grew two-dimensionally only up to a certain critical coverage, at which
point it began to form 3D islands due to a Schwoebel barrier effect. The growth
conversion from 2D to 3D modes of M -nonpolar ZnO layers may be associated
with growth instability originating from a Schwoebel barrier effect and the atomic
arrangement of surface Zn and O atoms leading to anisotropic surface diffusion.

Figure 20.14a, b show low- and high-resolution X-TEM images with the [0001]
zone axis, respectively. A cross section of the surface nanowires displayed a trian-
gular configuration with a periodicity of 84 nm. A high-resolution X-TEM image,
marked by a white circle, revealed that the side facets did not consist of high-index
facets but instead had a steplike structure with a height of 2.7Å that corresponded
to half a unit of the m-axis. Side facets of the surface nanowires possessed uniform
step spacing ranging from 10 to 20 Å and were not surrounded by the high-index
facets. A large number of surface nanowires showed flat tops with a (10-10) face and
were separated laterally by deep grooves, as illustrated schematically in Fig.20.14b.
A similar structure was also seen in the anisotropic 3D islands on the 20-nm-thick
layers, which indicated that the surface nanowires resulted from a coarsening of
anisotropic 3D islands formed at the initial growth stage.

A multilayer morphology is determined not only by the transport of atoms within
an atomic layer (intralayer transport) but also by the transport of atoms between
different atomic layers (interlayer transport). Thus, evolution of mound shapes is
understood in terms of activation of atomic processes along the step edge. Therefore,
a sequence of multilayer growth is governed by activation of atomic processes
which enable exchange and hopping of atoms between different atomic layers
(Fig. 20.15a). Schwoebel and Shipsey introduced the schematic potential energy
landscape near a step that has become the signature of what is often referred to
as the Ehrlich-Schwoebel barrier (ESB) with a barrier energy of 
E [60]. The
mass transport of atoms between different atoms is inhibited by a strong ESB effect,
resulting in mound formation. This induces a nucleation of islands on the original
surface together with inhibited interlayer transport. Once the islands are formed,
atoms arriving on top of the islands will form second-layer nuclei, and a third layer
will nucleate on top of the second layer. This repetition leads to an increase of
surface roughness with increasing layer thickness (‚), resulting in the formation
of mound shapes. Mound formation is often observed on various systems such
as semiconductors, metals, and organic materials. A mound structure possesses a



786 H. Matsui and H. Tabata

2.0 nm

0.27 nm

b

50 nma c

d

10 nm

(10–10) plateaue

Side facets: steps structure

2.0 nm

[10–10]

[0001]

[1–210]

Fig. 20.14 (a) Low- and (b) high-resolution X-TEM images of the ZnO layer with a thickness
of 240 nm. (c) Low- and (d) high-resolution X-TEM images of a 20-nm-thick ZnO layer. Insets
(a) and (c) represent AFM images of the ZnO layers used for X-TEM observations. (e) Schematic
representation of surface nanowires identified from X-TEM images

small flat plateau at the top and a side facet with constant step spacing and is
separated from other mounds by deep grooves. This structure has been observed
on dislocation-free metal homoepitaxial surfaces such as Pt/Pt (111) and Ag/Ag
(100) systems and is often referred to as a wedding cake [61]. Here, emerging of
mound formation under reduced interlayer transport is described by the coarsening
� � ‚n, and the surface width w � ‚b b. � and w values are the height-
height correlation between the nanowires and the surface roughening, respectively.
As seen in Fig. 20.16a, b, a coarsening exponent was indicated by n= 0.23, which
was close to the n value of the mound formation seen after metal homoepitaxy [61].
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Furthermore, the high ˇ value of 0.60 was suitable for mound growth based on
the ESB. This indicates that the surface nanowires formed duringM -nonpolar ZnO
homoepitaxy are due to the growth process originating at the ESB. The ESB was
also seen for layer growth of O-polar ZnO with a hexagonal island surface [62].
Furthermore, the appearance of an anisotropic morphology is related closely to a
difference in surface diffusion and sticking probability as an important parameter. In
M -nonpolar ZnO, the stoichiometric surface is auto-compensated since it contains
an equal number of Zn and O ions per unit area. Surface Zn and O atoms form dimer
rows running along the [1-210] direction, as shown in Fig. 20.15b. This produces
two types of A and B step edges consisting of stable low-index (1-210) and (0001)
planes, respectively. The [1-210] direction represents an auto-compensated nonpolar
surface, while the [0001] direction consists of a polar surface with either Zn or O
termination. Thus, the origin of the surface nanowires is based not only on an ESB
barrier but a difference in the surface diffusion and sticking coefficient of atoms
between the two types of step edges.
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20.3.3 Linearly Polarized Light Emissions

ZnO has attracted great interest for new fields of optical applications. A character-
istic of the wurtzite structure is the presence of the polarization-induced electric
field along the c-axis. However, the optical quality of a quantum well structure
grown along the c-axis suffers from undesirable spontaneous and piezoelectric po-
larizations in well layers, which lower quantum efficiency [1]. The use of nonpolar
ZnO avoids this problem due to an equal number of cations and anions in the
layer surface. Nonpolar ZnO surfaces have in-plane anisotropy of structural, optical,
acoustic, and electric properties, which is useful for novel device applications.
Recently, the number of investigations concerning nonpolar ZnO heteroepitaxial
layers has grown considerably [63, 64], although heteroepitaxial growth involves
introducing anisotropic lattice strains that modify the surface morphology and
optical transitions. This hinders the elucidation of the intrinsic characteristics of the
nonpolar layers and multiple quantum wells (MQWs). In this session, we discuss
polarized PL of M -plane ZnO layers and Mg0:12Zn0:88O/ZnO MQWs grown on
M -plane ZnO substrates.

Figure 20.17 shows splitting of the valence band (VB) in ZnO under the influence
of crystal-field splitting and spin-orbit coupling. The VB of ZnO is composed of
p-like orbitals. Spin-orbit coupling leads to a partial lifting of the VB degeneracy,
and the former six-fold degenerate VB is split into a fourfold (j = 3/2) and twofold
(j = 1/2) band. The spin-orbit coupling is negative. The j = 1/2 band is at a higher
energy than the j = 3/2 band. On the other hand, the crystal field in ZnO results in
further lifting of VB degeneracy due to the lower symmetry of wurtzite compared
to zinc blende. The crystal field causes a splitting of p states into �5 and �1 states.
Crystal-field splitting 
cf and spin-orbit coupling 
SO together give rise to three
twofold degenerate valence bands. These bands are denoted as A (�9 symmetry),
B (�7), and C (�7). These energies can be calculated as follows:

EA.�9/ �EB.�7/ D �
SO C
cf

2
C
q
.
SO C
cf/2 � 8

3

SO
cf

2
(20.3)

EA.�9/� EC.�7/ D
r
.
SO C
cf/2 � 8

3

SO
cf: (20.4)

For ZnO, the experimental results wereEA�EB = 0.0024 eV andEC = 0.0404 eV
[67]. Solving the above two equations, we obtain 
cf (0.0391 eV) and 
SO

(�0.0035 eV). A- and B-excitons are referred to as heavy (HH) and light hole
(LH) bands, respectively, and the crystal-field split-off hole (CH) was related to
the C -exciton. The detection of E ? c and E==c points to A-exciton (XA) and
C -exciton (XC ), respectively, where E represents the electric field vector [68].

Figure 20.18a shows the E ? c and E==c components of the normalized
PL spectra of strain-free ZnO layers [69]. The peak energies of XA and XC
were located at 3.377 and 3.419 eV, respectively. These energies coincided with
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the XA (3.377 eV) and XC (3.4215 eV) peaks in ZnO crystals, respectively. The
dependence of peak intensities on temperature could be fitted using the Bose-
Einstein relation with a characteristic temperature of 315 and 324 K for the XA
and XC peaks, respectively. The bound exciton (D0X ) peak disappeared at 120 K
due to the activation energy of 16 meV. The polarization degree (P) is defined as
.I? � I==/=.I? C I==/, where I? and I== are the peak intensities for E ? c and
E==c, respectively. Figure 20.18b shows the polarization-dependent PL spectra at
300 K. The layer strongly emitted polarized light. The P value was calculated as
0.49. Significant spectral shifts in PL were detected when altering the polarization
angle. This is attributed to a difference in carrier distribution in the VB between the
HH and CH levels at 300 K. Figure 20.18c shows the dependence of polarization
angle on PL intensity. The experimental data (triangle dots) were in agreement with
the cos(�)2 fit line (solid) obeyed by Malus’ laws.

Polarized PL character in M -nonpolar MQWs will be discussed. ZnO wells
are strain-free in the case of pseudomorphically grown MgZnO/ZnO MQWs.
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The PL spectra for E ? c and E==c in MQWs with a well thickness (LW ) of
2.8 nm are shown in Fig. 20.19a. The emission peaks around 3.6 eV correspond to
7-nm-thick Mg0:12Zn0:88O barriers. At 300 K, an energy separation (
E) of 37 meV
was found between the MQWs emissions of 3.372 eV (E ? c) and 3.409 eV
(E==c). The emission peak for E ? c appeared under conditions of E==c below
120 K since the thermal distribution of carriers in the high-energy level for E==c is
negligible at 10 K. A polarization degree close to unity was found with a high P
of 0.92 at 10 K (Fig. 20.19c). In contrast, excited carriers at 300 K were sufficiently
distributed in the high-energy level, resulting in a low P of 0.43. Furthermore 
E
between the emission peaks for E ? c and E==c was retained at around 40 meV
even at 60 K (Fig. 20.19d). This 
E was close to the theoretical 
E between the
XA and XC states [70]. For unstrained bulk ZnO, a polarization magnitude of zero
and unity in the C -exciton is detected along the normal direction and along the
c-axis, respectively (Fig. 20.18a). However, the confinement of M -plane MQWs
takes place perpendicular to the quantization of the [10-10] direction. This generates
weak mutual mixing of the different p orbitals. Thus, a � polarization (E==c)
component is expected for the A-excitonic state in these MQWs. In the case of
M -plane MQWs, it is predicted that a 10 % pz orbital component is involved with
the A-excitonic states [71], which is in agreement with the experimentally obtained
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P value of 0.92. MQWs with a LW of 1.4 nm showed that the polarized PL spectra
ofE ? c andE==c were separated by a small
E of 27 meV at 300 K (Fig.20.19b).

E decreased with temperature, and then completely disappeared at 60 K. The P
value also dropped for all of the temperature regions. These behaviors are due to a
large admixture of px to pz orbitals for E==c, originating from an inhomogeneous
roughening between the well and barrier layers. The interface roughness increased
a potential fluctuation of quantized levels in the MQWs, being reflected by the
broadened PL lines [72]. This was proven experimentally by the increase in line-
width of PL spectra with a narrowing of LW .

20.3.4 Large Anisotropy of Electron Transport

Self-organization of 1D nanostructures on growth surfaces has attracted much
attention, as this phenomenon can form low-dimensional systems such as quantum
wires and quantum dots. These low-dimensional superstructures produce interesting
quantum phenomena in terms of both scientific and practical applications. Above
all, understanding the formation of 1D surface morphology through a bottom-up
process represents one of the challenges in crystal growth technology. However,
the underlying origin of crystal growth of an anisotropic layer along one direction
is still unclear. Recently, the ability to precisely control 2D growth for Zn-polarity
in ZnO has blazed a new trail in the fields of quantum physics. Here, a surface
roughening that occurs during layer growth provides a simple and efficient way to
fabricate low-dimensional surface nanostructures, which can then spatially confine
carriers. When spatial undulation occurs at a MgZnO/ZnO heterointerface, electron
transport in MQWs shows anisotropic behavior. Previous studies have reported that
2D electron transport of AlGaAs/GaAs MQWs was anisotropically modulated using
vicinal GaAs substrates with lateral surface corrugations [73].

A pronounced anisotropy of conductivity was observed in 7-period
Mg0:12Zn0:88O/ZnO MQWs grown on 200-nm-thick ZnO buffer layers. The
barrier thickness was set to be 7 nm, and varying well widths were controlled
between 1.4 and 4.0 nm. Surface nanowires elongated along the [0001] direction
were retained even after growing the MQWs. Figure 20.20a shows an X-TEM
image of MQWs with the [0001] zone axis. The layers with a bright contrast
represent MgZnO barriers, while the darker layers indicate ZnO wells. The MgZnO
layers repeat the surface structure of the underlying ZnO layers, indicating that
Mg0:12Zn0:88O/ZnO heterointerfaces are periodically modulated by the surface
nanowires.

Figure 20.20c shows the temperature-dependent Hall mobility parallel (�HŒ0001�)
and perpendicular (�HŒ1�210�) to the nanowires. The ex situ annealed ZnO substrates
were treated as a semi-insulating substrate showing electrical resistivity in the
order of 106–107 ˝ �cm. �HŒ0001� gradually increased with decreasing temperature
and became constant just below 150 K due to a suppression of ionized impurity
scattering. The electron concentration of MQWs also saturated below 100 K,
suggesting that the entire electric current flows as 2D-like transport through the
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Fig. 20.20 (a) Hall bar pattern used to investigate anisotropic transport. (b) X-TEM image of
Mg0:12Zn0:88O/ZnO MQWs. (c) Temperature dependence of Hall mobility parallel (�HŒ0001�) and
perpendicular (�HŒ11�20�) to the nanowire arrays and electron concentration (ne) for MQWs with
a LW = 3.2 nm. Electrical properties parallel and perpendicular to the nanowires were measured
using a Hall bar configuration with the perpendicular arms of the Hall bar aligned in the [0001]
and [1-210] directions (Fig. 20.20 (b)). The Hall bars were fabricated by Ar ion milling of the
samples through a photolithography-defined resist mask

ZnO wells. In contrast, �HŒ1�210� was much lower and resulted in large anisotropy
of electron transport. Figure 20.21a shows the ratio of �HŒ0001� and �HŒ1�210� as
a function of temperature. The curves correspond to different LW of 2.2, 2.8, and
4 nm. For MQWs with a LW of 4 nm, we observed almost no anisotropic behavior.
However, the anisotropy of the Hall mobility increased to 52 for MQWs with a LW
of 2.8 nm at low temperature.

The transport properties indicate that electrons can move almost freely along
the nanowires, but are blocked from moving perpendicular to the nanowires. We
discuss a possible mechanism for this type of activation barrier. The large anisotropy
of electron transport disappeared when a flat surface was realized using Zn-polar
MQWs, as shown in Fig. 20.21b. Interface roughness scattering dominates low-
temperature mobility in MQWs [74]. A slight roughness of the heterointerfaces
induces a large fluctuation in quantization energy of confined electrons. This acts
as a scattering potential barrier for electron motion and reduces mobility. Therefore,
electrons may readily undergo frequent scattering in a direction perpendicular to
the nanowires by potential barriers produced between nanowires and, consequently,
may become extremely immobile.

In contrast, parallel conductance along the nanowires involves a lower scattering
probability than perpendicular transport due to a weak heterointerface modulation.
However, the P value for MQWs with a LW of 2.2 nm decreased with a decrease in
�HŒ0001�. Inspection of polarized PL spectra showed that the energy fluctuations in
the quantum well gradually increased with decreasingLW (Fig.20.18). A decreased
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Fig. 20.21 (a) Temperature dependence of anisotropy of mobility (P ) for M -nonpolar
Mg0:12Zn0:88O/ZnO MQWs with different well thicknesses (LW ) of 2.2, 2.8, and 4 nm. (b) Tem-
perature dependence of Hall mobility (�HŒ11�20�) and (�HŒ10�10�) for Zn-polar Mg0:27Zn0:73O/ZnO
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Hall mobility with a narrowing of LW has been observed on very thin InAs/GaSb
MQWs since energy fluctuations in a quantum well are caused by an increase
in interface roughness [75]. It is concluded, therefore, that the large transport
anisotropy was obtained through both a quantum size effect and small energy
fluctuations in the quantum well, i.e., when LW was in the vicinity of 3 nm.

20.4 Quantum Well Geometry Based on ZnCoO

20.4.1 Spin and Band Engineering

Diluted ZnCoO magnetic semiconductors (DMS) display s,p-d exchange interac-
tions between the localized magnetic moments of transition ions and the extended
band states that yield a large Zeeman splitting. Although many investigations have
been directed toward elucidating the origin of ferromagnetic ordering in ZnCoO
[76,77], detailed studies concerning the modulation of band structure induced by the
incorporation of Co ions remain unclear. For nonmagnetic Zn1�xMgxO alloy layers,
excitonic-related optical properties at the band edge changed systematically with
increasing band gap regardless of the synthetic methods employed, while the alloy
parameters in ZnCoO tended to be strongly dependent on fabrication technique.
CoO is a Mott-Hubbard insulator with a charge transfer gap of 5.0 eV [78] and
differs largely from nonmagnetic MgO (band gap: 6.2 eV) with respect to electronic
structure. It is expected to meet various fatal problems induced by utilizing doping
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with Co atoms in comparison to Mg atoms. Therefore, a precise understanding of
the properties of ZnCoO alloy is essential for the development of spin optics.

Figure 20.22a shows the absorption spectra at 10 K of Zn1�xCoxO layers
(x = 0–0.05) grown on C -face sapphires. A free excitonic transition (FX ) was
clearly observed at 3.387 eV with phonon side bands of 72 meV for un-doped ZnO.
The FX peak gradually shifted to a higher energy with increasing Co content, and
then the excitonic structure diffused with an obvious band tail around 3.2 eV. Charge
transfer (CT) levels from Co2C to CoC +hC

VB in Zn1�xCoxO seem to contribute
to the sub-band gap since it holds a photon energy of 3.2 eV [79]. This is further
illustrated in detail in the magnetic circular dichroism (MCD) spectra.

Figure 20.22b shows the MCD signals obtained at 10 K. An external mag-
netic field induces weak Zeeman splitting of the semiconductor band structure
(Fig. 20.22c). In DMS, this splitting can be huge due to the s, p-d exchange
interactions. Thus, the effective magnetic field on the sp band electrons is amplified
by the magnetic moment of the transition metal ion through the s, p-d exchange
interactions. Here, this splitting produces circularly polarized optical anisotropies
that are widely known as the MCD effect, which allow a more precise evaluation of
the magneto-optical properties of DMS. In general, MCD intensity is expressed by
the following relation:

MCD D 90

�l

IC � I�

IC C I� ; (20.5)

where l is the thickness of the sample and IC and I� are the intensities of
transmitted light in C and � polarizations, respectively. MCD depends on the
photon energy, and it is usually very strong near a resonant line or band split by
the Zeeman effect. The un-doped ZnO layer exhibits a very weak MCD signal at
the �-point, which originates from excitonic transitions from the �9 and �7 levels
of V.B. to C.B. The MCD response in Zn1�xCoxO (x 6D 0) layers was strongly
enhanced due to p � d electron coupling between the t2g states of Co2C and the
2p state of oxygen. In regions with Co contents above 2 %, however, the MCD
response is weakened and broadened due to alloy fluctuation. A broader shoulder
with negative polarity then appeared at 3.2 eV corresponding to CT levels. The Co
3d (t2g) levels occupied by up-spin are located at a neighbor of the V.B. Thus, the
photoexcited CT states would appear in shallow levels near the C.B. As a result,
excitonic recombination at the band edge is suppressed due to the appearance of the
band tail. Zn1�xCoxS and Zn1�xCoxSe have also exhibited circularly polarized CT
transitions [80].

The �-point in the MCD corresponds to the band-gap energy (E0 edge). The shift
in the E0 edge to a higher energy with increasing Co content is shown in Fig. 20.23.
A linear increase in the E0 edge with increasing Co content (x) was obtained
and is expressed by E.x/ D 3:387 eVC 0:026x, indicating a band-gap widening
for Zn1�xCoxO. Here, the reason for the band-gap widening can be tentatively
explained as follows. An electronic structure of CoO consists of double energy gaps:
one represents a charge transfer gap of 5.0 eV from O(2p) to the occupied 3d levels,
while the other is a wide gap of 8 eV between the occupied 3d levels and Co(4s)
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Fig. 20.22 (a) Optical absorption spectra and (b) MCD signals of Zn1�xCoxO (x D 0–5 %)
layers measured at 10 K. (c) Zeeman splitting and C and � optical transitions at �-points

levels, indicating that an optical gap between O(2p) and Co(4s) levels would be very
wide [81]. Furdyna et al. stressed the close relationship of s and p electron bands
in AII

1�xMnxBVI systems to the bands of nonmagnetic AIIBIV [82]. The band-gap
widening in Zn1�xCoxO can be ascribed to hybridization of the s, p band of ZnO
with that of CoO. Furthermore, the g factor from the MCD spectra is qualitatively



796 H. Matsui and H. Tabata

3.36

3.4

3.44

3.48

3.52

0

5

10

15

20

0 2 4 6

B
an

d 
ga

p 
en

er
gy

 (
eV

)

g 
-f
ac

to
r 

Co content (%) 

E(x) = 3.387 + 0.026x

Fig. 20.23 (�) Photon
energy derived from the
MCD E0 edge at 10 K, which
essentially indicates the band
gap of Zn1�xCoxO. (ı)
Dependence of g-factor on
Co content in Zn1�xCoxO

estimated using the following equation:

MCD D �45
�
�
E � dK

dE
.
E D g�BH/; (20.6)

where K is the absorption coefficient, E is the photon energy, �B is the Bohr
magneton, and H is the magnetic field. From Fig. 20.23, the g factor linearly
increases with increasing Co content and then gradually saturates over 2 %. This
correlates with an antiferromagnetic (AFM) exchange interaction between two
nearest-neighbor Co2C ions and is based on spin coupling viewed as an indirect ex-
change interaction mediated by the anion. This AFM coupling essentially produces a
net zero magnetic moment for the pair, resulting in a decrease of total susceptibility.
Thus, the probability of obtaining isolated Co2C ions quickly decreases due to
nearest-neighbor complexes with increasing Co content, resulting in a decrease of
the effective number of isolated spins. Therefore, Co2C ions are almost retained as
an isolated ion with Co contents below 1 %, while Co2C-pair complexes gradually
increased in the host with a Co content over 2 %.

Excitonic luminescence in Zn1�xCoxO layers is strongly suppressed (Fig.20.24a).
The PL intensity of the Zn0:99Co0:01O layer decreased by an order of 1,000
compared to the ZnO layer. Although the origin of the remarkable suppression
of excitonic luminescence is unclear at present, we provide a possible explanation.
A neighbor of the C.B. in Zn1�xCoxO can be constituted from complex levels such
as excitonic states, internal 3d transitions, and photoexcited CT levels. Excited
carriers may be transferred to intra 3d levels and/or the CT levels by nonradiative
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processes. Nawrocki et al. observed energy transfer from excited carriers to Mn2C
ions in Cd1�xMnxS due to “Auger recombination” [83]. It is important to note
that weak PL emissions of Zn1�xCoxO layers are associated with nonradiative
energy transfer to Co (3d) intra-levels. The inset figure shows the PL spectrum of
a Zn1�xCoxO layer with x D 0:15%. The FAX emission shifted from 3.377 to
3.398 eV due to the wide band gap. The line shape of D0X is clearly broadened by
Co doping because excited carriers experience spatial potentials that are dependent
on local atomic fluctuations. The whole spectra were superimposed with nth
(n= 4–9) resonant Raman scattering (RRS) [84]. Peak positions of the RRS are
independent of temperature, correlating clearly with the Frohlich interaction that
causes successive emissions of LO phonons, which can be explained by carrier-
mediated cascade relaxation (Fig.20.24b). Absorption of the incident photon energy
(3.815 eV) is sufficient for the creation of hot electrons. The hot electrons relax to
lower energy states with successive emission of LO phonons by cascade events.
The RRS at the band edge of GaA1�xNx.x D 0:001/ has been induced by impurity
states consisting of excitons bound to isoelectronic nitrogen impurities. Isolated
nitrogen centers, which are slightly perturbed by distant nitrogen, result in the RRS
and a broadening of exciton bands [85]. This fact suggests that exciton states bound
to isolated Co centers in ZnO induced the RRS. Investigations concerning excitonic
recombination and nonradiative energy transfer will be enhanced through the use of
magneto-PL measurements.
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20.4.2 Ferromagnetism

Ferromagnetism (FM) based on Co-doped ZnO spawned a large number of exper-
imental and theoretical studies. The reported experimental results show a broad
distribution, indicating that this system is sensitive to preparation methods, mea-
surement techniques, and types of substrate. For example, while some experiments
report above room-temperature FM, others report a low FM-ordering tempera-
ture, or spin-glass or paramagnetic (PM) behavior. Therefore, many researchers
have focused extensively on FM properties to elucidate its mechanism. Recent
investigations in magneto-optics and magneto-transport in Zn1�xCoxO layers have
reported an interaction between carriers and localized 3d spins [86, 87]. For
session Sect. 20.4.1, we explained magneto-optics due to the exchange interaction
between excitons and localized 3d spins. In this session, we introduce a correlation
between FM ordering and the concentration of free electrons.

Figure 20.25 shows the logarithmic correlation between magnetization (Ms)
at 10 K and electron concentration (ne) at 300 K for Zn-polar (ı) and O-polar
(�) Zn0:94Co0:06O layers on ZnO substrates. ne was controlled by changing p(O2)
from 10�4 to 10�7 mbar during layer growth. Detailed results of Ref. Ms at 10 K
correlated closely with ne at 300 K, indicating that FM ordering is associated with
an increase in ne and represents an essential phenomenon that is independent of
the polarity. The inset figure shows M–H hysteresis at 10 K for the Zn0:94Co0:06O
layer with a ne of 1:06 � 1019 cm�3. The saturation magnetization of 112 emu/cm3

(1.62 �B /Co atom) was obtained in a tetrahedral crystal field. Furthermore, a
correlation between Ms and ne values was found for both polarities. From Fig.20.25,
the relationship shows a scaling behavior of the formMs / ne˛ , with values of 0.82
and 1.15 for data with Zn- and O-polarities, respectively.
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Figure 20.26a shows ne as a function of reciprocal temperature in Zn-polar
Zn0:94Co0:06O layers grown under different p(O2). By reducing p(O2), ne at 300 K
varied from 1016 to 1019 cm�3. The carrier activation .Ed / behavior systematically
evolves from a linear fitting of ne near room temperature according to the following
formula [88]:

ne CNA D ND

1C gd
�
ne
NC

�
exp

�
Ed
kBT

� ; (20.7)

where gd D g1=g0 represents the factor with degeneracy of the unoccupied
donor state g0 = 1 and degeneracy of the occupied donor state g1 = 2, assuming an
s-like two-level system and Ed and ND represent the donor activation and donor
concentration, respectively. For clarity, the quantity NA represents the total number
of deep acceptors acting as electron trapping centers in the host. Furthermore,
NC = 2.2�m�kBT=h2/3=2 for ZnO denotes the effective density of states in the
conduction band, where kB and h are the Boltzmann and Planck constants,
respectively, and m� represents the electron effective mass in ZnO. Ed decreased
from 247 to 49 meV with decreasing p(O2), and ND and NA values were in the
order of 1019 to 1020 and 1017 cm�3 in all layers, respectively. The number of
free electrons is only controlled by the activation energy of donor levels. Since
Co ions in ZnO layers are in the divalent state, doped Co ions are considered a
neutral dopant. Thus, ne cannot be affected by doping with Co ions. One theoretical
investigation proposed the formation of CoZn-native defects in ZnO under an
oxygen-rich atmosphere [89]. The decrease in ne with increasing p(O2) was due
to an increase in Ed following the generation of deep donor levels. Figure 20.26b
shows Ed andMs at 10 K as a function of ne at 300 K. A largeMs was observed in
the high ne regions supplied from shallow donor levels, while an increase in Ed was
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suppressed following FM ordering with a decrease in ne . This suggests that the high
ne around the Mott transition supplied from shallow donor levels plays an important
role in maintaining FM ordering.

Origin of FM ordering cannot be explained by super-exchange interactions with
short-range order because FM ordering appears at a low concentration that is 6 %
below the percolation threshold (17 %) associated with nearest-neighbor cation
coupling in ZnO [90]. From theoretical aspects, ZnCoO possesses large exchange
splitting. Up-spin states of the 3d orbital are fully occupied and were set on the
top of the valence band. On the other hand, partially occupied down-spin states
are located near the Fermi level. From theoretical aspects, ZnCoO possesses large
exchange splitting. Up-spin states of the 3d orbital are fully occupied and were
set on the top of the valence band. On the other hand, partially occupied down-
spin states are located near the Fermi level. Until now, common models of FM
ordering in ZnO DMS materials suggested a strong coupling between magnetic
ions and charge carriers in the vicinity of the Fermi level. If donor impurity such as
ZnO is introduced in the host lattice, shallow donor levels with low Ed are formed
directly under the conduction band (C.B.) and are followed by the formation of an
impurity band that causes a delocalization of carriers around the Mott transition.
The Fermi level rises near the impurity band, resulting in strong hybridization and
charge transfer from the impurity band to the empty 3d orbital of Co2C ions near
the Fermi level for FM ordering, as shown in Fig. 20.27. This physical origin is
derived from the spin-split impurity band model [91] and is suitable for our data in
explaining that the transition of magnetic ordering from PM to FM depends on ne.
In contrast, deep donor levels in the band gap are strongly localized charge carriers
and suppress an itineration of electrons, resulting in low ne and not FM ordering.
Therefore, a hopping motion of free electrons in the impurity band is needed to
mediate FM ordering in Zn0:94Co0:06O layers.

20.4.3 Space Separation of Exciton and Localized Spin Systems

Zn1�xCoxO is of particular interest in studies concerning quantum heterostructures
derived from coupling of spins and carriers. However, growth control of a 2D
mode has seldom been reported for Zn1�xCoxO layers despite its practical use in
applications such as spintronics. 2D growth for a sharp heterointerface is suitable
for layer growth along the Zn-polarity. In session 2, we introduced homoepitaxial
growth in ZnO and fabrications of MgxZn1�xO/ZnO MQWs based on Zn-polarity.
A detailed investigation of the growth mechanism should be performed for
Zn-polar Zn1�xCoxO layers. Quantum well (QW) geometry based on
Zn1�xCoxO/ZnO represents spatially separated excitons and localized 3d
spins at the nanoscale. The quantum confinement systems of DMS enhance the
exchange interaction and produce an interesting issue from both physics and
applications point of view. In our case, electrons and holes were confined in the
nonmagnetic ZnO layers because the Zn1�xCoxO layer becomes a barrier layer.
This QW geometry is subjected to the effect of the magnetic spins in the barriers
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Fig. 20.27 The Fermi level
lies in a spin-split impurity
band. Schematic format
(Adapted from Ref. [91])

only through wave function penetration. Therefore, this QW geometry becomes
an effective investigation technique of spin-dependent luminescence showing a
circular polarization reflecting the FM ordering in Zn1�xCoxO.

The FM ordering of Zn1�xCoxO layers is due to the spin-split impurity band
mechanism. Therefore, Zn-polar Zn1�xCoxO layers should be grown in the lower
p(O2) regions below 10�6 mbar. However, layer surfaces obtained with this strategy
usually possess rough surfaces with many pit holes that are ascribed to threading
dislocations in terms of V-pit holes [92]. The strain effect is the primary cause
of the formation of the pits, and stacking faults generated by strain relaxation
lead to the formation of pits. Thus, these pits cannot be formed to contain the
strain energy in the layer below a critical thickness , at which point it is favorable
to release the stress by forming pits. Figure 20.28a shows the dependence of
pit density on layer thickness for Zn-polar Zn0:94Co0:06O layers grown under a
p(O2) of 10�6 and 10�7 mbar. Pit density decreased with a decrease in layer
thickness and reduced to orders of 107 cm�2 at a layer thickness of 10 nm. The
2D growth in the Zn0:94Co0:06O layer at the lower p(O2) regions was obtained
while maintaining the high ne required for FM ordering with a decrease in the
layer thickness. These observations might suggest that a 2D mode in Zn-polarity is
retained even at lower p(O2) within the initial stage of layer growth. An incomplete
covering of O atoms on the growing surface due to an oxygen-poor atmosphere
results in growth instability of the 2D mode and leads to pit formation. The density
of pits rapidly increases as the layer thickness increases due to escalating strain
relaxation.

Zn0:94Co0:06O layers possess a high band offset of 156 meV compared with
the one of ZnO. This band offset can sufficiently confine electrons and holes
in the ZnO wells. We developed periodic oxygen-pressure modulated epitaxy to



802 H. Matsui and H. Tabata

1 µm 

Layer thickness (nm)

P
it
 h

ol
e 

de
ns

it
y 

(c
m

−2
)

Treading dislocation core

Stage I

Stage II

Stage III

Nucleation and growth process 
of V-pit hole defects 

ba

107

108

109

1010

10 100 1000

Fig. 20.28 (a) Dependence of pit hole density on layer thickness for Zn-polar Zn0:94Co0:06O
layers grown under a p(O2) of 10�6 (�) and 10�7 (ı) mbar. Inset shows an AFM image of the
layer with a thickness of 10 nm grown under a p(O2) of 10�6 mbar. (b) Schematic representation
of the growth process concerning pit hole defects

fabricate a QW geometry. A superlattice (SL) sample with ten periods of ZnO
(4.4 nm)/Zn0:94Co0:06O (8.2 nm) was grown at 400ıC under a p(O2) alternat-
ing between 1:4 � 10�4 and 1:4 � 10�6 mbar, corresponding to the ZnO and
Zn0:94Co0:06O layers. The RF plasma source was switched on and off during ZnO
and Zn0:94Co0:06O growth, respectively (Fig. 20.29a, b). SL period was evaluated
using secondary ion mass spectroscopy (SIMS) analysis (Fig.20.29c). Figure 20.30a
shows the (0002) XRD pattern of the SL layer. The pronounced fringes and high-
order satellite peaks suggest a high crystalline quality as a result of a decrease of
imperfection or composition inhomogeneity. The !-rocking curves of the satellite
peaks had very narrow line-widths. Figure 20.30b shows the PL spectrum at the
band edge of the SL layer. Excitonic emission originating from the ZnO wells
was observed at 10 K. Furthermore, a clear hysteresis curve due to FM ordering
of the sample was simultaneously obtained at 10K from the M –H curve (inset
of Fig. 20.30b). Ferromagnetism and excitonic luminescence were simultaneously
obtained by the repetition of the magnetic and non-magnetic layers based on a
quantum well geometry. These results show quantum structures with an interesting
coupling between spins and excitons.

20.5 Conclusion

Homoepitaxial growth and MQWs in ZnO along polar and nonpolar directions
have been summarized on this chapter. The Zn-polar growth showed atomically flat
surfaces, which led to the fabrication of high-quality MQWs with an efficient carrier
confinement even at RT. Furthermore, it was found that the spatially separated 3D
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nanodots were naturally formed on the 2D wetting layers due to the elastic distortion
induced by lattice misfit at the Mg0:37Zn0:63O/ZnO heterointerface. This S-K forms
the basic technology of quantum dots based on ZnO.

On the other hand, anisotropic surface nanowires were self-organized on
M -nonpolar ZnO surfaces during homoepitaxial growth. The step-edge barrier
effect was related closely to its growth mechanism. MQWs constructed on the
nanowires structure allowed to observe highly anisotropic conductivity dependent
on the surface morphology, which was similar to quantum wires. This origin was
explained as follows. Quantization energy of confined electrons fluctuated due to
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an interface roughness between the surface nanowires, which strongly restricted
electron motion perpendicular to the nanowire arrays.

In Sect. 20.4, we discussed various properties of Zn1�xCoxO. An incorporation
of Co atoms enlarged the band gap and caused huge magneto-optical response.
The ferromagnetism in Zn1�xCoxO layers only appeared when shallow donor levels
were formed in the band gap and was explained by the spin-split impurity band
model. Finally, we fabricated the Zn1�xCoxO/ZnO superlattice with a quantum well
geometry using a basic understanding of the growth mechanisms of Zn-polar growth
in Zn1�xCoxO. This results in the possibility of spin-dependent photonics based
on ZnO.

We believe our demonstrated homoepitaxial technique can be effective for
electro-, magneto-, and optical applications based on ZnO. We hope that our
technique and findings are applied widely with other oxide materials.

20.6 Prospects

ZnO is an old semiconductor that has attracted renewed interest as an electro-
magneto-optical material. With a direct band gap of 3.4 eV at room temperature,
ZnO is a wide gap semiconductor that emits light in the near-UV region of the
spectrum. Accordingly, ZnO has many advantages for practical applications. Optical
transparency makes it useful as transparent electrodes in flat-panel displays and
solar cells. Charge carriers can be introduced by an external electric field, which are
applied from thin-film transistors that are insensitive to visible light. By controlling
the doping levels of donor and acceptor, the electrical properties can be tuned from
n-type to p-type semiconductors.

Doping technology allows for the fabrication of light-emitting diodes
and photo-diodes. ZnO is also a promising candidate for use in spintronics
applications. For Co-doped ZnO, n-type doping in Co-alloyed ZnO was realized
to stabilize the high Curie-temperature ferromagnetism. Recently, quantum Hall
effects and linear polarization were observed in MgZnO/ZnO heterostructures.
Nonvolatile memory effects appeared in highly resistive ZnO, a feature expected
to be useful in applications pertaining to resistance-random access memory
(Re-RAM).

Therefore, ZnO possesses a variety of potential use in noew applications and
fundamental science based on electro-magneto-optics. Various ZnO nanostructures
have also been investigated. The number of papers published concerning ZnO
nanostructures is increasing yearly. In particular, self-organized techniques provide
advantages for nanoscale engineering and have yielded impressive results. The
advantages of employing quantum dot fabrications based on Stranski-Krastanov
growth and one-dimensional nanowires generated from vapor-liquid-solid (VLS)
processes are currently receiving attention. We believe that a combination of electro-
magneto-optics and nanostructure techniques openes new scientific fields which can
produce novel future applications.
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Abstract
We reviewed the self-formation control of InAs/GaAs quantum dots (QDs)
by molecular beam epitaxy. Uniform InAs/GaAs QDs were demonstrated
by self-size-limiting effect, the optimized capping growth, and the closely
stacked growth using the nanoholes. High-density InAs QDs were achieved
by Sb-mediated growth. In addition, an intermittent growth method was
presented for ultralow density InAs QDs. Furthermore, the vertical and in-plane
arrangements of InAs/GaAs QDs were attempted by using the strain-controlled
underlying layers. One-dimensional QD chains were spontaneously formed
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along the [1–10] direction on the GaAs/InGaAs/GaAs(001) buffer layers.
Two-dimensional arrangement of InAs QDs was demonstrated by using
GaAsSb/GaAs(001) buffer layers.

21.1 Introduction

Recent progress in epitaxial semiconductor growth techniques, such as molecular
beam epitaxy (MBE) and metalorganic chemical vapor deposition (MOCVD), has
enabled the fabrication of semiconductor nanostructures having low-dimensional
electronic characteristics. Among their structures, semiconductor quantum dots
(QDs) are expected to enable the development of high-performance next-generation
optoelectronic devices based on zero-dimensional quantum confinement. Self-
assembled QD growth using a Stranski-Krastanov (SK) growth mode has been
actively studied since about 1990, and self-assembled QDs have attracted much
attention in nanophotonics. In order to develop novel nanophononic QD devices,
the QD structure must be precisely controlled. The well-controlled self-formation
of QD structures remains an open challenge.

This chapter focuses on self-formation control of InAs/GaAs QDs by MBE.
Section 21.2 introduces the basics of the self-formation of QDs using the SK
growth mode. Section 21.3 introduces the uniform formation of QDs, based on
a self-size-limiting effect, capping growth on QDs, and closely stacked growth
using nanoholes. In Sect. 21.4, the control of quantum energy levels is discussed,
and adjustment of growth conditions and post-growth annealing are introduced.
Section 21.5 treats density control of QDs. Control of high density QDs can be
realized in an Sb-mediated growth method, and low-density QDs can be controlled
by an intermittent growth method. In Sect. 21.6, vertical and in-plane arrays of QDs
are introduced.

21.2 Stranski–Krastanov Growth of Quantum Dots

Thin film growth can be classified into three modes: Frank–van der Merwe
(FM) mode, which results in 2-dimensional (2D) growth; Volmer–Weber (VM)
mode, which forms 3D islands; and Stranski–Krastanov (SK) mode. The SK
mode is a combination of the FM and VW modes, that is, 3D island growth
occurs, followed by 2D growth. The SK mode frequently appears in the hetero-
epitaxial growth of lattice-mismatched materials, such as Ge/Si and InAs/GaAs.
In 1985, self-assembled InAs QDs were first demonstrated using the SK growth
mode [1]. During the initial growth in SK mode, the free energy of the 2D growth is
always lower than that of the 3D growth. However, as the growth proceeds, this free-
energy relationship inverts because of excess strain energy due to lattice mismatch
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Fig. 21.1 In typical SK
growth, free energy vs.
growth amount for 2D and
3D growth. As the growth
proceeds, the growth mode
transits from 2D mode 1� to
3D mode 2�. Schematic
diagrams show the change of
the thin film structure. At 3�,
dislocations generate at the
heterointerface

Fig. 21.2 InAs coverage
dependence of RHEED
diffraction-beam intensity in
InAs/GaAs hetero-epitaxy.
Critical thickness for growth
mode transition was about
1.75 ML. RHEED pattern
changed from streak to spot
pattern at the critical
thickness

between the materials. Therefore, a growth mode transition from 2D to 3D growth
occurs spontaneously, as shown in Fig. 21.1.

After further growth, dislocations are formed because of excess strain energy.
Hence, in order to fabricate coherent 3D islands with high crystal quality, the
extent of growth must be controlled precisely [2]. The self-assembled QDs can be
fabricated by sufficient control of the SK growth.

In MBE growth, reflection high-energy electron-beam diffraction (RHEED) is
frequently used for real-time monitoring of the growth surface. In self-assembled
QD growth using the SK mode, RHEED monitoring is a useful tool to control the
growth. Figure 21.2 shows changes in the RHEED pattern and diffraction-beam
intensity as a function of growth time for InAs growth on GaAs.

When the InAs coverage exceeds the critical thickness for the growth mode
transition (about 1.75 monolayers (ML)), the RHEED pattern changes from a streak
pattern to a spot pattern, and the diffraction-beam intensity increases rapidly [3]. By
in situ RHEED observation, we can precisely control the extent of growth. However,
since the 3D islanding proceeds quickly, control of the QD structure formation is
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a b

Fig. 21.3 AFM image of 2D and 3D InAs islands with 1.8-ML coverage (a). Relationship
between height and [110] lateral size of InAs islands (b)

very difficult during the growth. Therefore, the SK growth conditions and the growth
sequence should be modified to control the QD structures.

Figure 21.3a shows an atomic force microscopy (AFM) image of 2D and 3D
InAs islands with 1.8 ML of coverage. InAs islands are often observed near step
edges, which are preferential sites to reduce the strain energy. Figure 21.3b shows
the relationship between the lateral size and height of InAs islands grown on
GaAs with various InAs coverages ranging from 1.6 to 3.0 ML. During the initial
growth, the 2D islands spread laterally, maintaining an island height of about 2 ML.
As the growth proceeds, the island height increases rapidly, indicating a growth
mode transition. 3D dots are spontaneously formed and fluctuate in size [4]. In
the design of QD devices, well-controlled QD structures are highly desirable for
the realization of high performance and new functionality. For example, uniform
QDs with a narrow size distribution are required for some QD devices, such as
QD lasers.

21.3 Uniform Formation of Quantum Dots

As described in Sect. 21.2, the SK growth technique is a powerful tool for the
fabrication of self-assembled QDs. However, fluctuation of the QD structure causes
inhomogeneous broadening of the QD energy levels and presents a critical problem
in the development of certain device applications, such as QD lasers. In this section,
three methods for improving the uniformity of the QD structure are described:
self-size-limiting growth (Sect. 21.3.1), capping growth (Sect. 21.3.2), and closely
stacked growth (Sect. 21.3.3).



21 Self-Formation of Semiconductor Quantum Dots 813

21.3.1 Self-Size-Limiting Growth of Uniform InAs/GaAs
Quantum Dots

QD structure strongly depends on the SK growth conditions, and there have been
many reports concerning their growth condition dependences [5]. In order to reduce
the size fluctuation of InAs/GaAs QDs, a low growth rate [6] and low arsenic
pressure conditions [7] are effective because of the resulting enhanced surface
migration. In particular, the above growth conditions induce a saturation of QD size,
which is called a self-size-limiting effect. A typical result of the self-size-limiting
phenomenon is shown in Fig. 21.4, which shows the lateral size and height of InAs
QDs as a function of InAs coverage.

When the InAs coverage is larger than the critical thickness for the growth
mode transition, the lateral size and height of the 3D dots immediately saturate [4].
Recently, such self-size-limiting of InAs/GaAs QDs has also been observed using
in situ X-ray diffraction (XRD) analysis [8]. This limiting of lateral size may be
attributed to a compressive strain at the island edges near the wetting layer [9]. The
incorporation of In adatoms is suppressed at the strained island edges. However,
since the top area of the 3D islands is relaxed, the height limiting cannot be due
to the strain. In order to study the self limiting of the height, the RHEED pattern
was monitored during InAs growth. Figure 21.5a shows RHEED chevron patterns
obtained using a [100] incident electron beam. The chevron pattern provides some
information regarding the formation of a micro-facet on the side walls of the QDs.
For more than 2.1 ML of InAs coverage, a 45ıchevron pattern clearly appeared,
indicating f110g facet formation [10]. Therefore, the InAs QDs had a pyramidal
shape with f110g facets, as shown in Fig. 21.6a, a typical AFM image of an InAs
QD. The RHEED patterns for the [110] incident beam are shown in Fig. 21.5b.
As the growth proceeds beyond 2.2 ML, a (4�) streak pattern appears, that is, the
RHEED pattern changed from a (1�1) spot pattern to a (4�2) streak pattern with a

Fig. 21.4 Average lateral
size and average height of the
InAs 3D islands as a function
of the InAs coverage
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a bFig. 21.5 RHEED patterns
taken along the [100] azimuth
(a) and the [110] azimuth (b)
as a function of the InAs
coverage

Fig. 21.6 AFM image of
InAs QD with limited size
and f110g facets (a).
Schematic diagram of the
size-limited QDs surrounded
with stable facets (b). The
wetting layer was covered
with In-stabilized surface

a

b
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(1� 1) spot [10]. Once limited dots with f110g facets are formed, In adatoms are no
longer incorporated into the limited dots. Therefore, the dot height is spontaneously
limited by the formation of stable facets. As a result, incoming In adatoms are
accumulated on the wetting layer (Fig. 21.6b). Excess In adatoms cause the (4 � 2)
streak pattern, which reveals the In-stabilized surface.

The self-size-limiting phenomenon, described above, plays an important role in
the improvement of size uniformity. Figure 21.7 shows photoluminescence (PL)
spectra of the InAs QDs as a function of InAs coverage. InAs QDs were embedded
in the GaAs capping layers, as described in Sect. 21.3.2. At low coverage, the
PL spectrum width is very large (a large size distribution). As the InAs coverage
increased, a low-energy PL peak (1.05 eV) was enhanced and the high-energy
components were suppressed. This coverage dependence of the PL spectrum can
be explained by the self-size-limiting effect, and uniform QDs can be obtained.

Figure 21.8 shows in-plane distributions of InAs QDs (for 1.8 ML Fig. 21.8a and
2.5 ML Fig. 21.8b of coverage). In this experiment, the substrates were not rotated
during the MBE growth, and the InAs coverage was evaluated at the center of the sub-
strate using RHEED. The critical thickness for the 2D–3D transition was 1.75ML, and
the InAs growth at 1.8 ML was insufficient to trigger the size-limiting effect. Hence,
a large distribution of InAs QDs was observed for 1.8 ML of coverage (Fig. 21.8a).

Fig. 21.7 PL spectra of InAs
QDs with various InAs
coverages (1.93, 2.24, 2.63,
2.99, and 3.11 ML). PL
temperature was 14 K
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a

b

Fig. 21.8 AFM images of InAs QDs, measured at different positions (A, B, C) on the substrate.
The InAs were grown, respectively, at 1.8-ML coverage (a) and 2.5-ML coverage (b). In this
growth, the substrate was not rotated

Fig. 21.9 AFM image of
uniform InAs QDs with
limited size

On the other hand, for 2.5 ML of coverage (Fig. 21.8b), the in-plane uniformity of
QD size and density improved because of the size-limiting effect.

Figure 21.9 shows an AFM image of uniform InAs QDs, grown at a low growth
rate and low arsenic pressure, under the self-size-limiting effect. The standard
deviations of the sizes of these QDs were 4 % for the lateral size and 8 % for
the height. These values reveal narrower size distributions than growth under
conventional SK growth conditions [7].
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21.3.2 Capping Growth of Uniform InAs/GaAs Quantum Dots

For device applications, QDs are usually embedded within capping layers, which
suppress undesirable electronic states near the QDs. It should be noted here
that capping growth often modifies the QD structure [11]. Figure 21.10 shows
InAs-QD structures with GaAs capping layers, which were calculated using a
kinetic Monte Carlo method [12]. The surface segregation and surface desorption
of InAs, depending on the strain, were included in this calculation. These effects
modified the dot shape and induced the intermixing of GaAs and InAs during
the GaAs capping growth [13]. When the growth temperature was increased, the
growth rate decreased and the strain increased, enhancing the surface segregation
and desorption effects. Therefore, the growth conditions and the growth structure of
the capping layer are very important for the fabrication of a uniform QD structure
of high crystal quality.

Figure 21.11 shows cross-sectional scanning transmission electron microscopy
(STEM) images of InAs QDs with GaAs capping layers, grown at 400 ıC
(Fig. 21.11b), 450 ıC (Fig. 21.11c), and 500 ıC (Fig. 21.11d). As mentioned above,
the dot height decreased with increasing growth temperature because of surface
segregation and desorption of the InAs. This modification of the QD structure
strongly affected the inhomogeneous broadening in the quantum energy level.

GaAs
capping
layer

Fig. 21.10 Calculated
cross-sectional images of
InAs dots, embedded by
GaAs capping layers with
0, 1, 3, and 9 ML coverages,
respectively. The capping
growth process was
calculated by using kinetic
Monte Carlo method. The
base length and height of the
dots were given, respectively,
at 33 and 8 ML. The substrate
temperature of the capping
growth was 450 ıC, and the
growth rate was 0.56 ML/s
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c GaAs 450 °C

d GaAs 500 °C

b GaAs 400 °C

a InAs QDs
Fig. 21.11 (1N10)
cross-sectional STEM images
of InAs QDs without capping
layer (a) and with GaAs
capping layers, which were
grown at 400 ıC (b), 450 ıC
(c), and 500 ıC (d),
respectively

Figure 21.12 shows the relationships between the PL properties of InAs QDs and
the growth temperature of the GaAs capping layer. For temperatures below 450 ıC,
the poor crystal quality of the GaAs layer drastically decreased the PL intensity.
However, higher temperature growth induced a blue shift and broadening of the
PL spectra. Therefore, at the intermediate temperature of 450 ıC, the low growth
rate and low arsenic pressure in the GaAs capping growth were optimized to obtain
uniform QD structures of high crystal quality. As shown in Fig. 21.13, a narrow PL
linewidth of 17.6 meV was achieved.

The extensive inhomogeneous broadening of the QDs, which causes overlapping
of the second state of a QD with the ground state of other QDs, prevents accurate
measurement. This problem can be overcome by adopting the above uniform QD
samples. For instance, a phonon relaxation bottleneck [14], spin Pauli blocking [15],
and spin relaxation dynamics [16] were clearly observed.

Next, InGaAs capping growth on InAs QDs is described. InAs QDs in a GaAs
matrix have a large compressive strain. Hence, the excess strain often modifies the
dot structure during the capping growth. In addition, the accumulated strain often
induces dislocations near the heterointerface. InGaAs capping growth on InAs QDs
reduces the strain, and as a result, the crystal quality improves and the decrease in
dot height is suppressed [17]. Figure 21.14 shows PL spectra of InAs QDs (2.3 ML
Fig. 21.14a and 2.7 ML Fig. 21.14b), covered by a GaAs capping layer and an
InGaAs capping layer, respectively. For the InGaAs capping layers, the PL spectra
shifted to a lower energy, and the inhomogeneous broadening became narrower,
compared with GaAs capping layer spectra [18]. Strain-reduced InGaAs capping
growth is a useful method for improvement of size uniformity and crystal quality.
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a c

b

Fig. 21.12 PL properties (integral intensity (a), peak wavelength (b), and FWHM (c)) of InAs
QDs as a function of growth temperature of GaAs capping layer. PL was measured at 12 K

Fig. 21.13 PL spectrum of
uniform InAs QDs. PL was
measured at 12 K
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a

b

Fig. 21.14 PL spectra of
InAs QDs with GaAs and
InGaAs capping layers. The
InAs coverage was 2.3 ML
(a) and 2.7 ML (b). PL
temperature was 12 K

21.3.3 Closely Stacked Growth of Uniform InAs/GaAs Quantum Dots

A strong coupling between neighboring QDs forms QD molecules, which have
many attractive properties arising from interaction between the QDs [19]. In order
to fabricate QD molecules, closely stacked growth of the QDs has been actively
investigated. In this growth technique, a spacing layer between two QD layers must
be controlled precisely. In this section, the closely stacked growth of uniform InAs
QDs is described. In particular, the upper InAs-QD layers were stacked through
self-formed nanoholes in GaAs spacer layers onto underlying InAs-QD layers.

After the uniform growth of InAs QDs by the self-size-limiting effect
(Fig. 21.15a), a 10-nm-thick GaAs capping layer was grown, as shown in
Fig. 21.15b. On the GaAs surface, there were ridge structures and small dips,
located above the embedded InAs QDs (Fig. 21.15d) [20]. By thermal annealing
at 500 ıC for 5 min, the ridges elongated along the [1N10] direction, and nanoholes
were spontaneously formed (Fig. 21.15c) [21]. Figure 21.15e shows a line profile of
a nanohole, which was approximately 4-nm deep. From the cross-sectional STEM
image (Fig. 21.15f), it was determined that the nanohole was located just above an
embedded InAs QD. In addition, the nanohole density was almost identical to the
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a

b

c

d

e

f

Fig. 21.15 AFM images of
InAs QDs without capping
layer (a) and with
10-nm-thick GaAs capping
layer (b) and (c). AFM image
of (c) was obtained after
thermal annealing at 500 ıC
for 5 min. Line profiles of (d)
and (e) show the ridge
structure (A–B in (b)) and
nanohole structure (C–D, in
(c)) just above the InAs QDs.
(f) Indicates cross-sectional
STEM image of the
embedded InAs QDs with
GaAs-nanohole capping layer

QD density. The self-formation of GaAs nanoholes and the change in the GaAs
ridges can be explained as follows. Since the strained GaAs surface layer near InAs
dots is energetically unstable, thermal annealing induces desorption of unstable
GaAs molecules. During the annealing, desorbed GaAs molecules (or Ga atoms)
migrate on the surface and are preferentially incorporated into [1N10] steps. As a
result, nanoholes are formed just above dots, and the ridges flatten and lengthen
along the [1N10] direction.

Next, InAs QDs were grown selectively on GaAs nanoholes to fabricate strongly
coupled QD molecules [22]. Figure 21.16 shows AFM images of InAs islands
grown on a GaAs-nanohole spacer layer. For 1.6 ML of InAs coverage (Fig.21.16a),
InAs was randomly incorporated into the nanoholes. Hence, the size fluctuation
was very large, as shown in Fig. 21.16b. This random incorporation was caused by
a longer surface migration distance of In adatoms, compared with the separation
distance between the nanoholes. As the InAs coverage increased, the InAs islands
formed more uniformly. Particularly, the self-size-limiting of the 2nd InAs QDs
gave uniform InAs-QD molecules (Fig. 21.16c).

In Fig. 21.17, a cross-sectional STEM image of a uniform InAs-QD molecule
is presented, and the 2nd InAs QDs are closely stacked on the 1st QDs through the
GaAs nanoholes. Figure 21.18 shows low-temperature (12 K) PL spectra of uniform
InAs-QD molecules, excited at 4 W/cm2 (Fig. 21.18a) and 4 mW/cm2 (Fig. 21.18b)
of Ar+ laser power density. Not only ground states but also 1st excited states
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a b c

Fig. 21.16 AFM images of 2nd InAs islands with 1.6 ML (a) and (b) and 3.0 ML (c), which were
grown on GaAs nanoholes. (b) Shows line profiles at various positions of the nanoholes in (a).
Insert of schematic diagram indicates selective formation process of 2nd InAs QDs on nanoholes.
Uniform 1st InAs QDs were embedded under nanoholes

Fig. 21.17 Cross-sectional
STEM image of closely
stacked InAs QD. The 2nd
QD was combined with the
1st QD through the GaAs
nanohole

were observed at high excitation power density (4 W/cm2). The energy separation
between the quantum levels was about 64 meV, and the PL linewidth was 16.1 meV.
At low excitation power density (4 mW/cm2), a narrow PL linewidth of 13.2 meV
was successfully obtained.
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a b

Fig. 21.18 Low-temperature (12 K) PL spectra of closely stacked InAs QDs. Excitation power
density was 4 W/cm2 (a) and 4 mW/cm2 (b). PL sub-peak based on the 1st excited states was
observed for high excitation power density (a)

21.4 Control of Quantum Energy Level

Control of QD energy levels is needed for various device applications. For example,
for optical fiber communication systems, QD structures must be designed to have
optical wavelengths of 1.3 and 1.55�m. The quantum energy levels of the QDs can
be adjusted by modification of the QD structures, material composition, and/or size.
The QD size can be changed by adjusting the SK growth conditions. Generally,
higher growth temperatures, lower growth rates, and lower arsenic pressures result
in the formation of larger QDs with lower quantum energy levels. However,
changing the SK growth conditions frequently provides a different QD density. On
the other hand, the post-growth thermal annealing of QDs has been investigated as
a means to modify QD structure [23–26], and it is possible to control the quantum
energy levels using post-growth annealing. In this section, we present results from
the post-growth annealing of uniform InAs QDs in a GaAs matrix and discuss the
control of QD energy levels and an intermixing effect between In and Ga atoms.

In this experiment, as-grown InAs QDs revealed narrow PL spectra, about
20-meV wide. Following the MBE growth of a uniform InAs-QD sample, a
420-nm-thick SiO2 film was deposited on the sample surface by rf sputtering at
250 ıC. Then, the SiO2-capped QD sample was annealed at 700 ıC in a nitrogen
atmosphere. Figure 21.19 shows PL spectra of the uniform InAs QDs as a function
of annealing time. As the annealing time increased, the PL spectra shrank and
shifted toward a higher energy because of the changes in the QD structure. It is well
known that modification of the dot structure due to annealing is mainly caused by
interdiffusion of III-group materials [27–29]. The blue shift and narrowing of the PL
spectra can be explained by broadening of the In-composition profile due to In–Ga
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Fig. 21.19 PL spectra
(12 K) of InAs QDs as a
function of thermal annealing
time. The annealing
temperature was 700 ıC

interdiffusion. In particular, III-group atomic vacancies enhanced the interdiffusion.
In general, III-group vacancies existed near the SiO2/GaAs interface because of the
interface reaction and surface damage induced by sputtering of the SiO2 capping
film [27, 30]. As a result, the PL peak wavelength at 12 K shifted from 1180 nm
(at 0 min) to 910 nm (at 80 min). This demonstrates the availability of wide control
over the quantum energy level (E = 312 meV) by post-growth thermal annealing.
In addition, an extremely narrow PL linewidth of 13 meV was obtained after 80 min
of annealing. However, in the annealed QDs, the energy separation between the
ground state and the first excited state became narrower, as shown in Fig. 21.20.

Figure 21.21 shows (110) cross-sectional STEM images of InAs QDs, annealed
at 700 ıC for 0 min (Fig. 21.21a), 40 min (Fig. 21.21b), and 80 min (Fig. 21.21c).
From Fig.21.21a–c, the lateral size (L) of the QDs, the thickness of the wetting layer
(W), and the total height (D) were measured, and the results are plotted in Fig.21.22
as a function of annealing time. Broadening of the InAs/GaAs heterointerface due to
the annealing was clearly observed. However, the increment of the total height (D)
was almost the same as the broadening width of the wetting layer in the vertical
direction: the net height of the QD (D – W) did not depend on the annealing
time. As the annealing time increased, the lateral size of the QD increased, and
then saturated. It is probable that the In–Ga interdiffusion was enhanced by the
strain. Since the compressive strain in the QD was relaxed by the broadening of the
heterointerface, the interdiffusion effect weakened with increasing annealing time.
However, as mentioned above, post-growth annealing is a useful tool for increasing
QD energy levels.



21 Self-Formation of Semiconductor Quantum Dots 825

Fig. 21.20 PL spectra
(12 K) of as-grown InAs QDs
and annealed InAs QDs.
Low-energy and high-energy
PL peaks were based on the
transitions from ground states
and 1st excited states of their
QDs, respectively

a

b

c

Fig. 21.21 (110) cross-sectional STEM images of as-grown InAs QDs (a) and annealed InAs
QDs, which were annealed for 40 min (b) and 80 min (c), respectively
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Fig. 21.22 (110) lateral size (L) and height (D) of InAs QDs and wetting layer thickness (W) as
a function of the annealing time. Annealing temperature was 700 ıC

21.5 Density Control of Quantum Dots

In the application of QDs to semiconductor lasers and solar cells, high-density
QDs are expected to improve performance. In conventional SK growth of QDs,
the QD density can be changed by adjusting the growth conditions. In general, low
growth temperatures, high arsenic pressures, and high growth rates of InAs/GaAs
QDs provide a high QD density. However, the crystal quality and uniformity of the
high-density QDs are very important. In particular, the coalescence of neighboring
QDs occurs easily for high-density QDs because of the short separation distance
between the QDs. dislocations are usually observed in the giant dots that result from
this coalescence. Therefore, coalescence should be suppressed to maintain a high
crystal quality. In Sect. 21.5.1, Sb-mediated growth of high-density InAs/GaAs QDs
is presented to resolve the trade-off relationship between high density, uniformity,
and crystal quality.

On the other hand, low QD density is desirable for some devices that use
individual QDs, such as single-photon sources. However, precise control of low-
density QDs is difficult because the growth mode transition from 2D to 3D occurs
rapidly. To realize low-density growth, the surface concentration of adatoms should
be suppressed, and the supply amount of growth materials should be precisely
controlled. In Sect. 21.5.2, an intermittent growth method is presented for the
controlled formation of low-density InAs/GaAs QD.

21.5.1 Sb-Mediated Growth of High-Density InAs/GaAs
Quantum Dots

As described in Sect. 21.3.1, a low growth rate and a low arsenic pressure can
enhance surface migration and, as a result, produce highly uniform InAs/GaAs QDs
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a b

Fig. 21.23 AFM images of low-density InAs QDs (a) and high-density InAs QDs (b). (a): Growth
temperature of 500 ıC, growth rate of 0.035 ML/s, arsenic pressure of 3� 10�6 Torr, (b): 480 ıC,
0.070 ML/s, 6� 10�6 Torr
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Fig. 21.24 Sample structure of high-density InAs QDs on Sb/GaAs(001) (a). Sb composition
profiles of Sb-irradiated GaAs surface layers (b). Sb-irradiation time was 30 and 120 s

at a low density, as shown in Fig. 21.23a. Therefore, growth conditions opposite to
those employed for high-density growth induce large size fluctuations (Fig.21.23b).
In addition, under high-density conditions (Fig. 21.23b), many giant dots appeared
due to coalescence. In 2004, Yamaguchi et al. reported an Sb-mediated SK growth
method using Sb-containing GaAs buffer layers of high-density InAs QDs [31, 32].
In this growth, the coalescence of the QDs was effectively suppressed. Figure 21.24a
shows a schematic diagram of the growth structure in this Sb-mediated growth
of InAs QDs. Prior to the InAs growth, an Sb flux was irradiated onto the GaAs
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a

c

b

d

Fig. 21.25 AFM images of Sb-irradiated GaAs surface (a) and InAs islands with different
coverage of 1.4 ML (b) and (c) and 3.1 ML (d)

buffer layer. The RHEED pattern changed from (2 � 4) to (1 � 3) or (2 � 3), which
indicated an Sb-stabilized surface. Figure 21.24b shows the Sb composition profiles
of an Sb-irradiated GaAs surface, measured by X-ray crystal truncation rod (CTR)
scattering. From the CTR scattering, it was found that the Sb-stabilized surface layer
was composed from the Sb bilayer with 30 % (1st) and 60 % (2nd) in coverage [4].
Furthermore, 3-ML-thick GaAsSb alloy layers were formed beneath the surface.

After Sb irradiation of the GaAs buffer layer, InAs was grown on the surface.
Figure 21.25 shows AFM images of the Sb-irradiated GaAs surface (Fig. 21.25a)
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Fig. 21.26 InAs coverage dependence of in-plane lattice spacing of InAs layers, grown, respec-
tively, on Sb/GaAs and on GaAs. In-plane lattice spacing was evaluated from RHEED pattern

and InAs islands with 1.4 ML (Fig. 21.25b, c) and 3.1 ML (Fig. 21.25d) of InAs
coverage on the Sb-irradiated GaAs buffer layers. Although the Sb-irradiated GaAs
layer (Fig. 21.25a) had an atomically flat surface, 2-dimensional wirelike structures
appeared on the InAs wetting layer (Fig. 21.25b, c). These wilrelike structures were
about 2 ML in height and were aligned in the [1N10] direction.

Figure 21.26 shows the in-plane lattice spacing of InAs grown on GaAs and
Sb/GaAs layers as a function of InAs coverage. The in-plane lattice spacings were
measured using RHEED during the growth. During normal InAs/GaAs SK growth,
the InAs has the same in-plane lattice spacing as the GaAs because of the coherent
growth. However, the wirelike InAs structures on the Sb/GaAs layer revealed a
large in-plane lattice spacing, which was caused by Sb incorporation. That is,
surface segregation of Sb adatoms occurred during the InAs growth [33, 34], and
the segregated Sb atoms were incorporated into the InAs wetting layer. According
to Bennett’s report, similar wirelike structures were observed in Sb-containing
compound semiconductor (e.g., InSb, AlSb) growth on GaAs [35]. Therefore,
InAsSb growth occurred during the InAs growth on Sb/GaAs, and the wirelike
structures were spontaneously formed because of strain relaxation. In general, it
is well known that in the SK growth of Ge/Si and InGaAs/GaAs, Sb surfactant
suppresses 3D nucleation [36, 37]. However, such wirelike structures provide many
step sites, which are preferential sites for 3D nucleation. As a result, high-density
InAs QDs were formed, as shown in Fig. 21.25d [38].
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a b

Fig. 21.27 AFM image of high-density InAs QDs on Sb/GaAs (a). Relationship between InAs
dot density (coherent dots, coalescent dots) and InAs coverage (b). InAs dots were grown on GaAs
and on Sb/GaAs, respectively

Figure 21.27a shows an AFM image of high-density InAs QDs on Sb/GaAs.
The QD density was 1 � 1011 cm�2. There are no giant dots in this image, and
it is possible that the segregated Sb surface atoms suppressed QD coalescence.
Figure 21.27b shows the coherent QD density and the coalescent dot density for
InAs on GaAs and InAs on Sb/GsAs as a function of InAs coverage. The InAs
growth conditions were the same in both cases. In this experiment, the coherent
QD density of the Sb/GaAs buffer layer was about three times higher than in a
conventional GaAs buffer layer. Howehver, the coalescent dot density on Sb/GaAs
was one-tenth of that on GaAs. Figure 21.28 shows a narrow PL spectrum of high-
density InAs QDs on Sb/GaAs. The QD density was 1 � 1011 cm�2, and the PL
linewidth was about 28 meV. This Sb-mediated SK growth using Sb-containing
GaAs buffer layers is a powerful method for obtaining high-density, high-uniformity
InAs QDs with a high crystal quality.

21.5.2 Intermittent Growth of Low-Density InAs/GaAs
Quantum Dots

In conventional SK growth, the QD density can be reduced by adjusting the growth
conditions, such as by using a lesser extent of growth, a higher growth temper-
ature, and/or a lower growth rate. However, reduction to below 108 cm�2 is very
difficult because 3D islanding occurs rapidly and the density increases drastically.
Figure 21.29 shows RHEED diffraction-beam intensity vs. growth time for InAs
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Fig. 21.28 PL spectrum of
high-density and
high-uniformity InAs QDs,
grown on Sb/GaAs

Fig. 21.29 RHEED
diffraction-beam intensity as
a function of growth time
(including growth
interruption time). The In flux
was stopped at 110 s, and then
the growth was interrupted.
RHEED patterns were
obtained at 105 s ( 1�) and at
120 s ( 2�)
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Fig. 21.30 RHEED patterns and RHEED diffraction-beam intensity as a function of intermittent
growth cycle number. At each growth cycle, In flux was supplied for 16 s. For more than 6th cycle,
diffraction-beam intensity slightly increased during the In supply, and then the intensity was almost
kept constant during the growth interruption

growth on GaAs. In this experiment, the InAs growth was stopped just after the
growth mode transition. However, the RHEED diffraction-beam intensity continued
to increase despite the growth interruption, and the RHEED spot pattern developed,
indicating that the initial 3D islanding was not controllable. In conventional SK
growth, since the growth is easily limited by surface strain, the growth species often
accumulates at the surface. Hence, even during the growth interruption, residual
surface species formed 3D nuclei and/or were incorporated into 3D nuclei.

In order to precisely control low-density QD growth, an intermittent growth
method was proposed [39]. In this growth method, 0.3-ML-thick InAs was grown
intermittently after 1.5 ML of coverage (wetting layer). The growth was interrupted
for 2 (or 3) min between each intermittent growth phase. Figure 21.30 shows
RHEED patterns and diffraction-beam intensity as a function of the InAs growth
cycle number. Until the 5th cycle, the diffraction-beam intensity did not change. At
the 6th cycle, the diffraction-beam intensity increased slightly, and this increased
intensity was maintained during the growth interruption. This indicates that the
initial 3D islanding was maintained. In the 7th and 8th cycles, similar changes in
the RHEED diffraction-beam intensity and a slight spot pattern were observed.
Therefore, the QD density can be controlled by adjusting the number of growth
cycles.

Figure 21.31 shows relationships between QD density and the number of growth
cycles for two different conditions. As the cycle number increases, the QD density
increases monotonically. At 0.018 ML/s (and G.I. for 3 min), the increase in the
QD density per cycle was 1:0 � 107 cm�2. Therefore, InAs QDs with an ultralow
density of 107–108 cm�2 can be controlled step by step using an intermittent growth
technique. Figure 21.32 shows AFM images of ultralow density InAs QDs with a
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Fig. 21.31 Relationship
between InAs-QD density
and supply cycle number
after 2D–3D transition. (�:
InAs growth rate of
0.027 ML/s, growth
interruption time of 2 min. �:
0.018 ML/s, 3 min.) The QD
density for one supply cycle
was 2:5 � 107 cm�2 for �
and 1:0 � 107 cm�2 for �

Fig. 21.32 AFM images of
low-density InAs QDs with
5:5� 107 cm�2, grown by the
intermittent growth

density of 5:5 � 107 cm�2. From the RHEED chevron pattern, f110g facets were
confirmed on the side walls of the QDs.

Figure 21.33 shows a macroscopic PL spectrum of InAs QDs with an ultralow
density of 5–8� 107 cm�2. The substrate was rotated during the 2D growth and
was fixed for observation of the RHEED diffraction-beam intensity during the
intermittent growth. A PL peak appeared at about 1,195 nm, and the linewidth was
18 meV, which indicates uniform QD structures. Figure 21.34 shows a microscopic
PL spectrum of ultralow density InAs QDs. There were probably several InAs QDs
within the excitation laser spot, which was about 3�m in diameter. The PL spectrum
reveals two peaks due to exciton emissions from two individual QDs with different
size. The PL linewidth indicates homogeneous broadening of about 0.9 meV, which
was limited in this PL setup. Ultralow density QDs prepared by intermittent growth
are useful to evaluate the characteristics of single QDs.



834 K. Yamaguchi

Fig. 21.33 A macroscopic
PL spectrum of low-density
InAs QDs with
5�8� 107 cm�2, grown by
the intermittent growth. PL
was measured at 15 K

Fig. 21.34 Microscopic PL
spectra of low-density InAs
QDs, grown by the
intermittent growth. PL was
measured at 70 and 80 K

21.6 Quantum Dot Array

A QD array structure enables electronic and optical interaction between neighboring
QDs. Recently, exciton interactions between QDs have become desirable for certain
novel devices [40]. In normal SK growth, the 3D islands are randomly deposited
on a surface. However, the self-formation of arranged QDs can be achieved by
modification of the underlying layers. In this section, the self-arrangement of
vertical and in-plane InAs/GaAs QDs is described.
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21.6.1 Vertical Array of InAs/GaAs Quantum Dots

The vertical alignment of QDs has been already demonstrated via stacking growth
of QDs with thin spacer layers [41]. For InAs/GaAs QDs, the GaAs capping layer
just above the InAs QDs has a tensile strain. Therefore, stacked InAs QDs are
preferentially grown above the embedded QDs. Figure 21.35 shows the relative
growth rate of stacked InAs-QD layers (2nd and 3rd QDs) for that of the 1st QD
layer as a function of the thickness of the GaAs spacer layers. In this experiment,
the height of the 1st QD was about 10 nm. When the thickness of the spacer layer
was increased above 30 nm, the growth rate of the stacked QD layer was almost
the same as that of the 1st layer. This indicates that the strain interaction of the
stacked QDs through the spacer layers becomes weak for spacer layers thicker than
30 nm [42]. When the spacer thickness was decreased below 30 nm, the stacking
growth rate was enhanced. In this case, InAs was easily deposited just above the
embedded QDs.

Figure 21.36 shows a cross-sectional STEM image of triple-stacked InAs QDs
with a 15-nm-thick GaAs spacer layer. The stacked QDs are vertically aligned.
For closely stacked QDs, it is possible to form an electronic coupling between the
stacked QDs. Thus, vertical alignment of the QDs can be obtained by the stacking
growth technique using thin spacer layers. It should be noted that the structure of
the stacked QDs was different than that of the underlying QDs. Figure 21.37 shows
cross-sectional STEM images of double-stacked InAs QDs with different coverage
of the 2nd InAs layer (2.5 ML (Fig. 21.37a), 3.3 ML (Fig. 21.37b)). The coverage of
the 1st QDs was 2.5 ML. Since the thickness of the GaAs spacer layer was 15 nm,
the 2nd QDs were stacked just above the 1st QDs. Although the RHEED chevron
pattern revealed (110) facets during the 1st QD growth, high-index planes of (136)
or (137) were observed for 2.5-ML-thick 2nd InAs layer coverage (Fig. 21.37a).

Fig. 21.35 Growth rate ratio
of stacked InAs QDs for 1st
QDs as a function of
thickness of GaAs spacer
layer
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Fig. 21.36 A cross-sectional
STEM image of three-stacked
InAs QDs. Thickness of the
GaAs spacer layer was 15 nm

2nd InAs QD (3.3 ML)

1st InAs QD (2.5 ML)

15 nm

2nd InAs QD (2.5 ML)

1st InAs QD (2.5 ML)

a b

Fig. 21.37 Cross-sectional STEM images of double-stacked InAs QDs with different 2nd-InAs
coverage of 2.5 ML (a) and 3.3 ML (b). The 1st-InAs coverage was 2.5 ML

In this stacking growth, a 2nd InAs layer coverage of more than 3 ML was needed
to obtain the same QD shape with (110) facets. However, the volume of the 2nd
QDs was larger than that of the 1st QDs, as shown in Fig. 21.37b. This modification
of the stacked QDs can be attributed to strain interaction with the underlying QDs.

In order to achieve vertical alignment of the QDs without strain interaction, strain
compensation layers were introduced as a spacer layer between the stacked QDs
[43]. For example, an InGaAsP spacer layer was used in the stacking growth of InAs
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a b

Fig. 21.38 AFM images of InAs QDs, grown, respectively, on GaAs buffer layer (a) and on
GaAs/InGaAs/GaAs buffer layer (b). InAs-QD chains were aligned along [1N10] direction on the
GaAs/InGaAs/GaAs (b)

QDs on InP substrates. In this growth system, 60 QD layers were vertically stacked
[44]. For InAs QDs on a GaAs substrate, a GaNAs spacer layer was investigated to
reduce the residual strain [45].

21.6.2 In-Plane Arrays of InAs/GaAs Quantum Dots

In-plane ordering of QDs has been demonstrated by the selective growth of QDs on
patterned substrates [46]. In other studies, the self-formation of in-plane-arranged
QDs has been attempted using a stacked growth technique [47, 48] or high-index
plane substrates [49]. For site control and arrangement of QDs, strain control of the
underlying buffer layers is important. 1D and 2D in-plane arrangements of InAs
QDs on GaAs(001) substrates are described below.

The nucleation of 3D islands is related to the surface strain and surface
undulation of the underlying buffer layers. Thereby, strained buffer layers have
been used for the selective growth of QDs: InP QDs on an InGaP/GaAs
buffer layer [50], Ge dots on a SiGe/Si buffer layer [51], and InAs QDs on
an InGaAs/GaAs buffer layer [52]. Figure 21.38 shows AFM images of InAs
QDs on a conventional GaAs buffer layer (Fig. 21.38a) and on a GaAs(70–
80 nm)/In0:16Ga0:84As(175 nm)/GaAs buffer layer (Fig. 21.38b). In the conventional
SK growth, 3D InAs islands were randomly deposited on the GaAs buffer layers
(Fig. 21.38a). However, with a GaAs/InGaAs/GaAs buffer layer (Fig. 21.38b),
the InAs QDs were periodically aligned in the [1N10] direction [53]. The periodic
distance between the QD chains ranged from 100 to 150 nm. The self-formation of
the QD chain structure can be attributed to misfit dislocations at the InGaAs/GaAs
heterointerface.

Figure 21.39 shows a plan-TEM image of InAs-QD chains on a GaAs/ In-
GaAs/GaAs buffer layer. The image reveals misfit dislocation lines at the upper
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Fig. 21.39 A plan-TEM
image of InAs
QDs/GaAs/InGaAs/GaAs
sample. In this image, QD
chains and misfit dislocations
were observed

GaAs/InGaAs heterointerface. No threading dislocations were observed in the
buffer layer. Misfit dislocations were preferentially generated along the [1N10]
direction, as opposed to the [110] direction, because of the anisotropic residual strain
in the buffer layer [54]. The [1N10] misfit dislocations were arranged in an orderly
manner and had a lateral spacing of about 100–150 nm. The lateral ordering of the
misfit dislocations was mainly due to periodic corrugation of the InGaAs layer. As
shown in Fig. 21.39, the periodic QD chains aligned near the misfit dislocation lines
along the [1N10] direction. In addition, the line number of the QD chains was almost
the same as that of the misfit dislocations. Therefore, the lateral ordering of the
misfit dislocations probably induced the self-formation of periodic QD chains. By
optimizing the growth conditions, uniform InAs-QD chains several micrometers in
length were demonstrated on GaAs/InGaAs/GaAs buffer layers [55], as shown in
Fig. 21.40. Figure 21.41 shows PL spectra of normal InAs QDs on a GaAs buffer
layer (Fig. 21.41a) and those of InAs-QD chains on a GaAs/InGaAs/GaAs buffer
layer (Fig. 21.41b). The InAs QDs and GaAs capping layers of both samples were
grown under the same growth conditions. The PL peak of the InAs-QD chains was
at 1,200 nm, which was longer than that of the normal InAs QDs. The PL linewidth
of the QD chains (about 47 meV) was wider than that of the normal QDs (about
24 meV). The red shift and broadening in the PL spectra of the QD chains were
mainly attributed not only to size fluctuation of the QDs but also to the lateral
coupling of QDs along the chain.

The self-formation of a 2D QD array is more difficult in conventional SK growth
without stacked layer structures and high-index plane substrates. In addition, high
QD density and high uniformity of the QD structure are required for the fabrication
of 2D-arranged QDs. In 2007, the 2D self-arrangement of high-density InAs QDs
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500 nm

30 nm

110 〕〔

Fig. 21.40 SEM and AFM images of InAs-QD chains grown on GaAs/InGaAs/GaAs buffer layer.
Length of the QD chains were several micrometers

was demonstrated using GaAsSb/GaAs(001) buffer layers [56]. Figure 21.42 shows
AFM images of 2D and 3D InAs islands on GaAs(2 ML)/GaAsSb(10 ML, Sb flux
ratio of 0.13)/GaAs(001) buffer layers. For 1.45 ML of InAs coverage (Fig. 21.42a),
a number of small islands were formed, and several [010] steps appeared in addition
to the [1N10] steps. When the InAs coverage was above 1.5 ML, the growth mode
shifted from 2D to 3D growth. After the InAs growth at 1.6 ML (Fig. 21.42b),
the initial dots were formed near the step edges. In addition, many holes and
grooves of nanometer size were observed. The diameter of the nanoholes and the
width of the nanogrooves were about 20–30 nm. The depths of these nanoholes
and nanogrooves were less than about 3 nm, indicating that the nanoholes and the
nanogrooves were formed in the strained GaAsSb buffer layer and did not reach the
underlying GaAs layer. Therefore, the formation of the nanoholes and nanogrooves
was caused by desorption of the unstable, highly strained GaAsSb during the InAs
growth. In Fig. 21.42b, most of the nanoholes and nanogrooves are located next to
the dots. In particular, 1D dot chains were formed along the [010] step edges. As
the InAs growth proceeded, the dot density increased, and the density of nanoholes
and nanogrooves also increased (Fig. 21.42c). The high dot density area coincided
with the high nanohole density area. This suggests that the dot formation induced
nanohole formation because the InAs dots stressed the GaAsSb layer; the dot
essentially played the role of a stressor. In addition, the desorbed GaAsSb from
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a

b

Fig. 21.41 PL spectra of
InAs QDs on GaAs buffer
layer (a) and InAs-QD chains
on GaAs/InGaAs/GaAs
buffer layer (b). Both InAs
QDs were embedded by
GaAs capping layers. PL was
measured at 13 K

a b c

Fig. 21.42 AFM images of 2D and 3D InAs islands grown on GaAs/GaAsSb/GaAs buffer layer.
InAs coverage were 1.45 ML (a), 1.61 ML (b), and 2.0 ML (c)
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Fig. 21.43 AFM images of 2D array of InAs QDs, grown on GaAs/GaAsSb/GaAs buffer layer.
InAs coverage was 2.6 ML. Inset is a fast Fourier transform (FFT) image, which indicates 2D
periodic pattern of squared QD array for <010> direction

the nanoholes reformed small Sb-containing islands near the nanoholes. In fact,
small 2D islands were observed beside the nanoholes (Fig. 21.42b, c). Such Sb-
containing 2D islands would provide preferential sites for 3D nucleation. Therefore,
it is also possible that the nanoholes induced nearby dot formation. Furthermore,
for 2.0 ML of coverage (Fig. 21.42c), remarkably, a 2D arrangement of InAs dots
was partially formed. In the in-plane-arranged area, the dots mainly aligned along
the [010] direction. Therefore, on the basis of these results and considerations, it
can be concluded that the in-plane arrangement of the dots originated from the dot
chains and nanogrooves, which were aligned along the [010] edges. Figure 21.43
shows AFM images of in-plane InAs QDs with 2.6 ML of coverage, grown on a
GaAs/GaAsSb/GaAs(001) buffer layer. The inset is a fast Fourier transform (FFT)
image of the AFM image, which indicates 2D periodic pattern of squared QD
array for the <010> direction. The QD density was about 1 � 1011 cm�2, and the
QDs were partially arranged along the <010> direction. Control of the [010] step
structure is important for the wide-area 2D arrangement of QDs.

21.7 Conclusion

In this chapter, we reviewed the growth characteristics and optical properties of
InAs/GaAs QDs grown by MBE. In order to develop novel nanophotonic QD
devices, precise control of the QD structure is required. Based on SK mode growth
of InAs/GaAs QDs (Sect. 21.2), the growth conditions, the growth structures,
and post-growth annealing were extensively investigated for the achievement of
narrow inhomogeneous broadening and wide control of the QD density and energy
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levels (Sects. 21.3 and 21.4). Uniform InAs/GaAs QDs were achieved by the self-
size-limiting effect, optimized capping growth, and closely stacked growth using
nanoholes (Sect. 21.3). High-density InAs QDs with a narrow size distribution were
formed by Sb-mediated growth, which is an attractive method for suppressing QD
coalescence. For ultralow density InAs QDs, an intermittent growth method was
presented, and the QD density was precisely controlled by real-time RHEED obser-
vation (Sect. 21.5). Furthermore, vertical and in-plane arrangements of InAs/GaAs
QDs were attempted by using strain-controlled underlying layers. Stacked growth
produced vertically aligned QDs. 1D InAs-QD chains were spontaneously formed
along the [1N10] direction on GaAs/InGaAs/GaAs(001) buffer layers, and a 2D
arrangement of InAs QDs was demonstrated using GaAsSb/GaAs(001) buffer layers
(Sect. 21.6).
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Abstract
This chapter concerns simple experimental approaches for constructing metallic
nanoarrays on a solid surface for applications to miniaturized optical devices,
sensors, and single-molecule detection. Simple interface (air-liquid) moving
leads to the controlled formation of one-dimensional (1D) nanoarrays of DNA or
its nanofiber without special equipment. The assembly of metallic nanoparticles
onto DNA can be driven by electrostatic binding of gold nanoparticles with
positive charges, leading the formation of 1D metallic nanoarrays. Specially, a
method based on the process of evaporation-induced self-assembly with DNA
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and drying front movement leads to highly aligned 1D metallic nanoarrays with
a longer scale. Higher anisotropic coupling of localized plasmon is observed in
the arrays when the light is polarized parallel to the arrays, indicating a uniaxial
alignment of Au nanoparticles along the arrays. Finally, the fabrication and
patterning of metallic nanoarrays achieved with transfer-printing techniques are
described.

22.1 Introduction

Metal nanoparticles (MNPs) such as Au or Ag can confine light (electromagnetic
fields) to their dimensions on the order of or smaller than the wavelength. Such
properties, called localized plasmon resonances (LPRs), are based on interactions
between electromagnetic radiation and conduction electrons at metallic interfaces
or in metallic nanostructures, leading to an enhanced optical near field of sub-
wavelength dimension below the optical diffraction limit [1]. LPRs of MNPs are
tunable throughout the visible and near-infrared region of the spectrum as a function
of particle size, shape, aggregation state, and local environment [1]. When MNPs are
organized in closely spaced arrays, their LPR peak is shifted toward lower energy,
and the bandwidth increases because the dielectric constant of the surrounding
MNPs is increased [1–3]. Since such a one-dimensional (1D) MNP array can exhibit
coupled modes due to near-field interactions between adjacent MNPs, it is possible
to propagate electromagnetic waves (light) with a transverse confinement below
the diffraction limit (plasmon waveguides). Researchers have developed plasmon
waveguides that operate well below the optical diffraction limit, �/2, down to
�/20 [1–5]. Incident radiation on one particle gives rise to plasmon oscillation,
which can induce plasmon oscillations in neighboring MNPs that are sufficiently
close. The light coupled through nanoparticle plasmons can then propagate along the
array, around corners, and through T junctions. Molecules absorbed by the surface
of the array undergo a surface-enhanced Raman scattering (SERS) effect, enhancing
its Raman signal [6–8]. This process has attracted much attention, due to its potential
applications in miniaturized optical devices, sensors, and single-molecule detection
via SERS [9–13]. Thus, constructing various architectures of ordered MNPs and
investigating the light localized in such architectures should be of great interest.

In order to utilize these arrays for the above applications, we must know their
precise assembly and patterning on solid surfaces. Here, we describe our own
approach for fabricating 1D MNP arrays on surfaces. In our assembly, highly
aligned DNA molecules or nanofibers on a surface are used as a 1D template
and can be driven by simple interface (air-liquid) movement. Positively charged
MNPs can be explored to produce MNPs that have strong binding properties
with DNA strands, leading to highly aligned 1D metallic nanoarrays on surfaces.
Furthermore, preparation and patterning of metallic nanoarrays with long-range
order are presented using DNA nanofibers and transfer-printing (TP) techniques.
Finally, optical applications that take advantage of light fields localized on prepared
metallic nanoarrays are discussed.
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Fig. 22.1 (a) Schematic of three-dimensional (3D) morphology of a gold nanorod. (b) SEM
image of the gold nanorod with the aspect ratio of 3.5. (c) Enlarged image of b (courtesy of
Dr. K. Tsukamoto)

22.2 Assembling MNPs in One Dimension

Controlling assemblies of MNPs is useful for numerous sensing or electronic
applications. 1D array of MNPs strongly absorbs light of specific wavelengths
with polarizations parallel to the long axes oriented in the same direction, thus
exhibiting useful properties for photonic applications. In general, MNPs can
be organized using bottom-up approaches based on self-assembly. Simple self-
assembly strategies introduce functional groups (ligands) onto MNPs, as specific
physical and chemical affinities such as covalent or noncovalent (van der Waals,
hydrophobic, or electrostatic) interactions can be exploited to achieve precise self-
assembly of MNPs. With alkanethiol molecules, preferential binding of thiols to the
f111g surface is obtained [14, 15].

22.2.1 Chemical Self-Assembly

Gold nanorods (AuNRs) with various aspect ratios have f111g at each end and f100g
at their sides (Fig. 22.1). The most popular synthetic method for such AuNRs is that
of seed-mediated nanoparticle growth in the presence of surfactant, as introduced by
the Murphy group [9]. In the seed-mediated growth method, cetyltrimethyl ammo-
nium bromide (CTAB) used as surfactant can form a bilayer around AuNR rather
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Fig. 22.2 Schematic of head-to-tail and side-to-side assemblies of gold nanorods

than a micellar form and prefers to bind with the f100g longitudinal side surface of
the AuNR rather than the f111g end surface (Fig.22.2). Thus, the f111g side faces of
AuNRs are more exposed and accessible to the alkanethiols, preferentially binding
to such faces. In several reports, alkanethiols were introduced onto the f111g side
faces of AuNRs through hydrogen bonds [16] between alkanethiol molecules or
through binding of biomolecules [17] to the alkanethiol layer, resulting in a head-
to-tail chain-like formation of AuNR aggregates.

An alternative strategy for assembling AuNRs is to use side-to-side forma-
tion between f100g longitudinal side surfaces capped with the cationic CTAB
bilayer Simple concentration of AuNR solutions leads to preferential side-to-
side assembly [18]. This process is entropically driven, in part by release of
water and counter ions from the interface of adjacent AuNRs. Other side-to-side
assemblies of AuNRs can also be prepared in a pH-dependent manner [19]. In this
case, AuNRs capped with the cationic CTAB bilayer, are incubated with adipic
acid (HOOC(CH2)4COOH). At pH values below the pKa of carboxylic acid, no
particular assembly of nanorods is observed, but at pH 7–8, the deprotonated adipic
acid acts as a short rigid bridge between AuNRs. As described above, 1D arrays of
MNPs can behave as waveguides with high-field confinement. Recent work suggests
that light propagation between adjacent particles can be increased by changing the
geometry to the side-to-side formation of nanorods [2, 3].

Furthermore, De Vries et al. reported a simple method to place target molecules
specifically at two diametrically opposed positions in the molecular coating of
MNPs [20, 21]. This approach is based on functionalization of the polar singular-
ities that must form when a curved surface is coated with ordered monolayers, such
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as a phase-separated mixture of ligands. The molecules placed at these polar defects
were used as chemical handles to form 1D AuNP chains.

22.2.2 Physical Means

Current lithography methods and microcontact printing can either directly produce
arrays of MNP [2, 3, 22] or predefine a surface (geometrically, chemically, or
electrostatically) to assist the assembly of MNPs on a surface [23–26]. Scanning
probe nanolithography techniques with a local interaction between the probe and
the substrate have been applied to patterning of self-assembly monolayers. One
such technique is dip-pen nanolithography [27], where an atomic microscope tip is
utilized as a pen to deposit general organic molecules directly onto solid substrates
without any complicated processing steps (Fig. 22.3a). Barsotti et al. chemically
directed mercaptopropionic acid-protected AuNPs onto the mercaptohexadecanoic
acid lines, pre-patterned by dip-pen nanolithography [28].

In different MNP assembly approaches, interfaces such as gas-solid and liquid-
liquid play important roles. The Langmuir-Blodgett technique is a typical interfacial
assembly process [29–31]. Surface-protected MNPs are generally made to float
over a water surface using hydrophobic interactions. At the water-air interface,
MNPs form a monolayer, which is slowly compressed and transferred during
compression, using horizontal or vertical lift-off, to substrates such as silicon
(Fig. 22.3b). Using this technique, uniform 1D arrays of MNPs with sizes ranging
from a few nanometers to a few micrometers can be readily produced with tunable
particle density. Thus, 1D arrays or films of various well-ordered MNPs can be
achieved [32].

Furthermore, an alternating electric field (dielectrophoresis) assembly of par-
ticles also gives composite wire-like structures, for example, if AuNPs are used
[33–35]. AuNPs with a diameter of 10–20 nm are assembled via dielectrophoresis
into long wires of micrometer thickness (Fig. 22.3c). Mertig’s group reported 1D
palladium nanowires grown from an aqueous palladium salt solution by dielec-
trophoresis, which have a thickness of 5–10 nm and a length of up to several
micrometers [36].

22.2.3 Template-Assisted Assembly

Directional organization using suitable templates is the best approach for creating
1D assemblies. Various templates are available to achieve this purpose. Linear
soft templates (e.g., organic polyelectrolytes [37–39] and biomolecules [40–44])
and hard templates (e.g., inorganic wires [45–48] and crystal step edges [49, 50])
are utilized for creating 1D MNP assemblies. For linear electrolytes acting as
1D scaffolds, Minko et al. reported Pd nanoparticles assembled onto cationic
poly(2-polyvinyl pyridine) P2VP scaffolds, first by absorbing PdCl4 anions onto the
polyelectrolyte, via electrostatic interactions, followed by chemical reduction [51].
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Like polyelectrolytes, biomolecules such as DNA, or proteins, they are useful 1D
templates. Their structures can be manipulated, and MNPs can be specifically
located on their surfaces. For example, attaching AuNPs to linear or tile-like DNA
structures creates fascinating nanoarchitectures [52–57].

22.3 Highly Aligned DNA as Templates for 1D Assembly
of MNPs

DNA has a well-defined structure for the bottom-up construction of artificial nanos-
tructures and networks in one, two, and three dimensions [58–64]. In particular,
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the specificity of Watson-Crick base pairing enables the programming of its
intramolecular and intermolecular associations then makes use of its unique molecu-
lar recognition and self-assembly capabilities to construct DNA-based architectures.
Having a diameter of 2 nm and a virtually infinite length, providing a large variety of
binding sites for different metal ions, and having remarkable mechanical properties,
DNA constitutes an ideal template for organizing metallic and semiconductor
nanoparticles into 1D assemblies. Metallic wires grown on DNA have been observed
to possess peculiar transport properties both at room temperature and at low
temperature and are thus good candidates for optoelectronic applications.

22.3.1 Stretching and Aligning DNA Molecules on Surfaces

Since DNA molecules in solution have the conformation of a random coil, they must
be stretched and aligned on surfaces to create templates of 1D arrays. Generally,
DNA molecules have been stretched and aligned at the macroscopic or single-
molecule level by hydrodynamic flow [65–67], meniscus forces [68–72], electric
field [73, 74], atomic force microscopy (AFM) [75, 76], optical trapping [77],
or magnetic tweezers [78]. Surface modifications (e.g., silanization [68–71] and
poly-L-lysine modification [79] of substrate surfaces) have also been utilized to
facilitate the fixation and the stretching of DNA molecules using the above methods.
Though controlling the interaction between DNA molecules and surfaces is very
important for stretching and aligning DNA molecules, the interaction mechanism at
the chemical structure level has not been sufficiency investigated.

We have reported a useful technique for reproducibly stretching and aligning
DNA on surfaces. The point of this technique is controlling the interaction between
surfaces and DNA using a polymer coating [80]. Chemical structures of the coating
polymers selected in this study are presented in Fig. 22.4. A solution of 5�L of
DNA (4.5 ng/�L) in TE buffer (10 mM Tris-HCl and 1 mM EDTA, pH D 8) was
deposited on such polymer-coated glass surfaces, and its droplet was then sucked
up using pipette. When a droplet of DNA solution on a surface is sucked up, the
surface tension at the moving air-water interface is sufficient to stretch and align the
molecules along the central direction of the droplet (Fig. 22.5).

The stretching of DNA on surfaces coated with various polymers was examined.
We observed fluorescence microscopic images of DNA deposited on various
polymer-coated coverslips (Fig. 22.6). On uncoated surfaces, the observed image
revealed that only a few molecules were partially stretched and that many molecules
were aggregated. Because the glass surface has strong polar groups, it seems
that DNA interacts with the surface strongly and nonspecifically. However, DNA
molecules were not sufficiently fixed on PVB-coated surfaces (Fig. 22.6a). PVB-
coated glasses have hydrophobic surfaces, so that the interactions of DNA having
negative charges or hydrophilic groups with these surfaces are very weak. In
contrast, the observed DNA molecules on PVCz- and PPhenaz-coated coverslips
were sufficiently fixed and stretched (Fig. 22.6b, c). In addition, these images
demonstrate that DNA molecules are stretched and aligned in a central direction
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Fig. 22.5 Procedure of DNA stretching and alignment on surfaces (Reprinted with permission
from Ref. [81]. Copyright (2012) by the Japan Society for Analytical Chemistry)

of the DNA droplet. Thus, it seems that PVCz- and PPhenaz-coated coverslips are
useful for depositing and imaging well-stretched DNA. Fluorescence microscopy
images reveal that the length of the well-stretched DNA on PPhenaz surface.
PPhenaz surface was 23.7 3.4�m (n D 35) and that of the PVCz surface was 23.1
3.8�m (n D 30).
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Fig. 22.6 Fluorescence microscopic images of DNA stretched on various polymer-coated sur-
faces. (a) PVB-coated glass. (b) PPhenaz-coated glass. (c) PVCz-coated glass. (d) PMMA-coated
glass. (e) PA-coated glass. (f) PC-coated glass. The arrow indicates the central direction of the
droplet (Reprinted with permission from Refs. [80] and [81]. Copyright (2012) by the American
Chemical Society and the Japan Society for Analytical Chemistry)

The AFM image of well-stretched DNA on PPhenaz-coated coverslip is shown
in Fig. 22.7. The AFM image of well-stretched DNA on PPhenaz-coated coverslip
is presented in Fig. 22.7. The length of the DNA denoted segment A shown as A
was 24.8�m, and its height was �1 nm. This length is similar to the average length
of a single lambda DNA stretched on PPhenaz or PVCz surfaces, suggesting that
the AFM image of segment A corresponds to a single lambda DNA. This idea is
also supported by the fact that the observed height of the DNA is consistent with
the height of a single double-stranded DNA imaged by AFM in a previous study
[82,83]. Although the DNA stretched on PPhenaz or PVCz was longer than the crys-
tallographic length of the 48.5 kb lambda DNA (�16.5�m), the length is close to
that (26.5�m) [70] on polystyrene obtained by Bension et al. Because the stretching
force applied by the interface motion on hydrophobic surfaces is stronger than that
on hydrophilic surfaces, the DNA is more stretched on PPhenaz and PVCz having
hydrophobicity similar to that of polystyrene. DNA was almost the same on both
polymers. Furthermore, the root mean square (RMS) roughness of the uncoated cov-
erslip decreased from 5.013 to 0.319 nm after coating with PPhenaz and to 0.512 nm
after coating with PVCz. It should be noted that these polymer coatings enabled the
attainment of adequate AFM images of DNA on conventional coverslips.

Although PVCz and PPhenaz have hydrophobicity similar to that of PVB,
DNA molecules sufficiently fixed and stretched on both surfaces. The results
suggest that these polymers have a specific interaction with DNA. To understand
the interactions between these polymers and DNA, we examined their absorption
spectral properties. When we added DNA molecules to a solution (mixture of
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Fig. 22.7 AFM image of DNA stretched on PPhenaz-coated glass in a wide-range scan. DNA
molecules are stretched and aligned in the direction of the arrow in the figure. The white bar
denotes 10�m. Height scale is 3 nm (Reprinted with permission from Ref. [80]. Copyright (2012)
by the American Chemical Society)

TE-buffer (pH=8.0): THF = 1:1) containing PPhenaz, the absorption band at
390 nm, which is attributed to the �-�� transition of PPhenaz, decreased gradually.
Such a decrease in absorbance indicates strong interaction between the electronic
state of the polymer and that of the DNA base. Consequently, it seems that these
spectral changes are characteristic of an interaction, (e.g., �-stacking) between aro-
matic compounds and DNA [84–86]. We observed a similar phenomenon for PVCz.
From the molecular viewpoint, their aromatic amine units are planar or almost
planar, favoring the insertion of polymer units into the hydrophobic interior of the
DNA base stack. We therefore assume that DNA attaches to surfaces through �-
stacking between aromatic amines in polymers and base pairs in DNA. In addition,
the �-phage DNA used in this study was linear DNA with 12-base-long sticky ends,
which expose the hydrophobic �-core (bases) on both ends of the helix. Since such
positions have a strong affinity with surfaces, DNA molecules are preferentially
anchored at either end [70]. Consequently, effective DNA stretching and fixations
are achieved on surfaces. By using polymers containing �-units other than aromatic
amines, we found that such polymers effectively stretch and fix DNA molecules on
surfaces (Fig.22.3e, f). Thus, the above results strongly indicate that �-� interaction
is the important factor for DNA stretching and fixations in our system.

22.3.2 Assembling AuNPs onto Aligned DNA Molecules

The interaction of MNPs with DNA is a well-known phenomenon [87–90], and
single- or double-strand DNA is decorated by MNPs, which can easily be imaged



22 Simple Approaches for Constructing Metallic Nanoarrays on a Solid Surface 855

Positively charged AuNPs

Attachment to DNA stretched
and fixed on surfaces

Method I:
Assembles after DNA stretching
and fixation

Method II:

Direct assembles

Motion of  the air/water
interface

Stretching and
fixation

Attachment to DNA
in the solution phase

Fig. 22.8 Procedure of assembling AN-AuNPs onto DNA (Reprinted with permission from
Ref. [96]. Copyright (2012) by the American Chemical Society)

by transmission electron microscopy (TEM) or AFM [91–93]. Various surface-
functionalized AuNPs have been prepared to attach AuNPs securely to DNA
molecules. In numerous studies, such AuNPs were prepared by surface modifica-
tions with cationic thiols [55, 56, 93] or intercalators [94, 95]. The 1D chains of
AuNPs coated with cationic trimethyl(mercaptoundecyl) ammonium monolayers
were electrostatically assembled along DNA molecules in solution by the relative
molar quantities of AuNPs and DNA base pairs. Since psoralen acts as a specific
intercalator for A-T base pairs, the functionalized AuNPs were assembled onto the
pA-pT ds-DNA [94]. Furthermore, UV irradiations induced the reaction between the
psoralen units and the thymine of DNA then covalently fixed AuNPs to the DNA.

Recently, we reported a one-step preparation of surface-functionalized AuNPs
without ligand exchange [96]. Novel surface-functionalized AuNPs (AN-AuNPs)
were prepared based on the conventional reduction of HAuCl4 using aniline as a
reducer, so that the AN-AuNPs had a positive charge and an aromatic ring on the
surface (due to the formation of oxidized aniline during preparation), which resulted
in their electrostatic binding to the negatively charged phosphate backbone of DNA.
Characterization of prepared particles by electrophoresis analysis, zeta-potential
measurements, and UV measurements revealed the presence of positive charges on
their surfaces. We then experimented with assemblies of AN-AuNPs organized on
DNA molecules. Two different procedures were used here (Fig. 22.8). In method I,
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DNA was stretched and fixed on the surface according to the above method, which
resulted in highly aligned DNA patterns formed on surfaces. Next, DNA molecules
were treated with AN-AuNPs solution for 5 min then rinsed in water.

Before treatment with AN-AuNPs, the height (diameter) of DNA molecules
imaged by AFM on the surface was �1.0 nm, which agreed well with that of a
single double-stranded DNA in the previous description. After treatment with AN-
AuNPs, AFM observation revealed that many DNA molecules on the surfaces had
contiguous particles with raised height, indicating that the observed heights of DNA
molecules were 2.14˙0.35 nm. The majority of particles that can be distinguished
from the background are 1.56˙0.21 nm. Consequently, it is reasonable that the
increased DNA molecule heights after treatment were caused by particle deposition.
In method II, we prepared a mixture of AN-AuNP solution and �-DNA solution and
incubated the mixture for 30 min. Next, samples were stretched and fixed on surfaces
according to the above method. It was very interesting to note that AN-AuNPs with
larger interparticle spacing were assembled along the DNA molecules in a necklace-
like formation. Since the DNA molecules (to which AN-AuNPs were already
attached) were stretched significantly by surface tension, interparticle spacing was
greater. Figure 22.9 presents AFM images of AN-AuNPs-attached DNA molecules
by two methods. By depositing different MNPs in interparticle spacing, it should be
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possible to tune the electrical or optical properties of linear arrays. Most recently,
a one-step process achieved raspberry- [97] and mushroom-like aggregates [98] of
AN-AuNPs that have 3D structures on a nano-order level. DNA templates should be
also helpful in aligning such aggregates, which produce metallic nanoarrays having
significant electrical and optical properties.

As described above, many DNA molecules were sufficiently stretched and fixed
on PPhenaz-coated surfaces by the �-� interaction between �-conjugated units in
polymer and base pairs in DNA. To enhance the solubility of PPhenaz in polar
solvent such as water and interactions with DNA having negative charges, PPhenaz
having alkylammonium salts on the N atom (PPhenaz-TMA) were synthesized
(Fig.22.10), directly forming�-conjugated polymer functionalized DNA (PPhenaz-
TMA/DNA) nanowires [99]. AFM observations revealed structural changes of
PPhenaz-TMA/DNA nanowires before and after treatments of AuCl �

4 (Fig. 22.11).
Au depositions along PPhenaz-TMA/DNA nanowires could be also clarified by
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using scanning near-field optical microscope (SNOM). Before treatment, the AFM
topographic image of PPhenaz-TMA/DNA nanowires was observed, but the SNOM
image of those was not observed (Fig. 22.12a, b). However, the SNOM image of
PPhenaz-TMA/DNA nanowires after treatment was clearly observed, synchronizing
exactly with its AFM topographic image (Fig. 22.12c, d). The observed SNOM
image after treatment originates from near-field plasmon coupling between the
probing tip and the AuNPs on PPhenaz-TMA/DNA nanowires, which leads to
enhanced light scattering.

Phenaz-TMA-attached AuNPs (Phenaz-TMA/AuNPs) have also been prepared
by photochemical reduction of AuCl �

4 with 365-nm UV light in the presence of
Phenaz-TMA [81, 100]. Since Phenaz-TMA (Fig. 22.10), which is the monomer
unit of PPhenz-TMA, has an oxidation potential of +1.245 V (vs. SHE) [100],
it cannot directly reduce AuCl �

4 , which has a reduction potential of +1.002 V
(vs. SHE) [101]. However, Phenaz-TMA excited by photoreaction has greater
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Phenaz-TMA/AuNPs (Reprinted with permission from Ref. [81]. Copyright (2012) by the Japan
Society for Analytical Chemistry)

reduction power, thus leading to a spontaneous electron transfer from excited
Phenaz-TMA (oxidation) to AuCl �

4 (reduction). The photochemical formation of
Phenaz-TMA/AuNPs was monitored by taking UV-vis absorption spectra as a
function of irradiation time (Fig. 22.13a). As the HAuCl4 solution was added, the
absorption spectra of Phenaz-TMA resulted in a long tail on the long wavelength
side (350–400 nm) of the peak. Au(III) gives stable complexes with C-, N-, P-, S-,
or even O-donor ligands [102]. The resulting long tail on 350–400 nm suggests the
formation of Au(III)-Phenaz-TMA complex. Thus, an effective electron transfer
for reducing AuCl �

4 can be achieved with 365-nm UV light. Consequently, an
absorption peak at 535 nm was clearly observed and increased with increasing
irradiation time. This absorption peak is attributed to the surface plasmon resonance
(SPR) absorbance band of AuNPs. After a certain irradiation time (10 min in this
case), the UV absorption spectrum reached a state of stagnation because of the
completion of photoreduction. The TEM micrograph indicated that the prepared
Phenaz-TMA/AuNPs were 5–20 nm in diameter (Fig. 22.13b).

The interaction between Phenaz-TMA/AuNPs and DNA was subsequently
examined. Figure 22.14a illustrates a typical DNA titration of Phenaz-TMA/AuNPs
solution. As DNA was gradually added, the SPR band intensity gradually increased,
and the peak maximum shifted toward lower energy. The binding of Phenaz-
TMA/AuNPs to DNA brings them close together, modifying their local environment
and changing SPR absorbance. Phenaz-TMA has alkylammonium salts on the N
atom; additionally, it is oxidized during the preparation of AuNPs. Nanoparticles
were electrostatically bound to the negatively charged phosphate backbone of DNA
by using Phenaz-TMA/AuNPs with a positively charged protecting monolayer.
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Figure 22.14b also indicates differences in spectra changes. The absorption peak
at 608 nm increases with an increase in DNA additions, suggesting the SPR of
AuNPs assembled onto DNA molecules. Also, a mixture of Phenaz-TMA/AuNPs
and DNA incubated for 1h was stretched and fixed on surfaces. AFM observations
revealed that 1D arrays of particles with a diameter of 5–10 nm formed on surfaces
(Fig. 22.15).
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22.4 Fabrication and Patterning of Metallic Nanoarrays with
Long-Range Order

Although DNA is an ideal 1D template to fabricate metallic nanoarrays, the length
of prepared arrays essentially depends on that of the original DNA. For example,
�-DNA having a theoretical length of 16.5�m is usually used as such a template.
Since a 1D template with a greater geometrical aspect ratio leads to metallic
nanoarrays with a larger scale, they can be easily manipulated during microscope
observations, measuring their electrical and optical properties and sensing molecule
interactions on them via SERS. Long DNA can be produced with some effort using
a biochemical (enzymatic) technique such as polymerase chain reaction (PCR).
In particular, rolling circle amplification (RCA) [103–105] can be used to produce a
long single strand of DNA (>70 kb or more) [106], which has a repeating sequence
with a designed repeat unit on the order of 100 bases, and these repeat units
can be addressed by hybridization to their complementary DNA sequence. The
applicability of RCA for preparing DNA with periodic binding motifs has been
demonstrated for arranging MNPs and binding proteins [107, 108]. However, thus
far, RCA and assembly reactions have been carried out solely in the liquid phase in
a reaction tube. Such long DNA strands seem to be problematic for stretching and
aligning on surfaces because of their intertwined state in solution.

22.4.1 Preparation of Longer Metallic Nanoarrays with DNA
Nanofibers

Most recently, we have developed a simple method to create highly aligned DNA
nanofibers on a surface [109]. This method is based on the processes of solvent
vapor-induced buildup and controlled drying front movement and forms parallel
aligned DNA nanofibers exceeding several hundred micrometers in length and
40 nm in diameter on a poly(dimethylsiloxane) (PDMS) sheet. Thus, this process
leads to a DNA nanostrand that is much longer than the contour length of �-DNA
(16.5�m) and facilitates manipulation of a single nanofiber under microscope
observation, measuring its electrical and optical properties and connecting it to
electrode pads. Various MNPs could also be attached to such nanofibers, forming
metallic nanoarrays with a longer scale.

The formation process for long metallic nanoarrays with DNA nanofibers is
illustrated in Fig. 22.16 [81,110]. First, a mixture of Phenaz-TMA/AuNPs (or other
positively charged AuNPs) and �-DNA in a TE buffer (pH D 8) solution was added
to 8�L of ethanol. This solution was then deposited on a PDMS sheet, which was
tilted at 15ı during solvent evaporation to move the drying front downward. Solvent
evaporation leads to a decrease in the volume of the solution, leaving behind line
patterns. Line patterns of metallic nanoarrays were formed when DNA with AuNPs
attached was continuously deposited at the highly concentrated finger positions.
Metallic nanoarrays also exceed several hundred micrometers in length and can be
made within 30 min.
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Fig. 22.16 Procedure of solvent vapor-induced assembly for generating metallic nanoarrays

Dark-field optical microscopy enables the observation of the LPR of single
MNPs. In dark-field optical microscopy, only the light scattered by the structure
under study is collected in the detection path, while directly transmitted light
is blocked using a dark-field condenser. Dark-field light scattering images were
acquired using a Nikon Eclipse 80i with a dark-field condenser and a Canon Power-
Shot A640 digital camera. The scattering spectra from the sample were collected by
a miniature grating spectrometer (USB2000+, spectral resolution 3.67 nm), which
was connected to the microscope using an optical fiber (core diameter 50�m).
Typical acquisition times were 5 s. Scattering spectra were corrected for spectral
variations in system response and white-light intensity distribution through division
by bright-field spectra recorded through the sample. The collection volume is
nearly diffraction limited (cross-sectional area �1�m2) for the 100 objective/fiber
combination used here. Figure 22.17 schematically illustrates the setup.

Figure 22.18 is a dark-field optical microscope image depicting metallic nanoar-
rays on a PDMS sheet prepared by the above method. Many reddish lines originating
from the plasmon resonance of AuNPs assembled on DNA nanofibers are clearly
observed. Despite curvature of the lines at the edges of the surface due to the shape
of the meniscus movement, they were aligned parallel to the moving drying front of
the solvent. In general, individual spheres of AuNPs are observed as green particles
originating from its LPR colors [111]. Before DNA attachment, many greenish spots
were observed (Fig. 22.19a), and their scattering spectra exhibited a maximum peak
at 570 nm (as indicated by spectra 1 and 2 in Fig. 22.19c). Thus, these spots denote
isolated AuNPs. However, we observed a significant color change (reddish) in each
of the spots along the DNA chains after DNA attachment (Fig. 22.19b). When two
or more particles are brought into near-field interaction, the spectrum exhibits a
clear red shift (Fig. 22.19d) [1, 112]. Each spot along the DNA cannot be resolved
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because of their diffraction-limited spots. However, the color clear is changed, as
can also be seen from the corresponding scattering spectra exhibiting a maximum
peak at 650 nm (as indicated by spectra 3 and 4 in Fig. 22.19c). Consequently,
these results strongly indicate that many particles were assembled along the DNA.
Figure 22.20 characterizes the morphology of the AuNP arrays by scanning electron
microscopy (SEM), which indicated that dense packing of AuNPs 30 nm in diameter
was realized. This may also be confirmed in enlarged SEM image (Fig. 22.20b), in
which the width of the array with particles was about 100 nm, corresponding to
approximately to 2–4 particles. As depicted in Fig. 22.20c, the particle alignments
in microscopic areas vary indicating that AuNPs are nonuniformly attached over the
entire nanofiber. Further optimizations of the pH or ion strength in solution would
achieve more efficient formations of metallic nanoarrays.

As described above, when MNPs are organized in closely spaced arrays, their
LPR peak shifts toward lower energy, and an increase in bandwidth is observed
because the dielectric constant of the surrounding MNPs is increased. Such inter-
particle spacing therefore serves as highly localized light fields for enhancing SERS.
Termed “hot spots,” these highly confined fields also enable increasing fluorescent
emission, albeit with more modest enhancement factors. Furthermore, since a 1D
particle array can exhibit coupled modes due to near-field interactions between
adjacent MNPs, it is possible to propagate electromagnetic waves (light) with a
transverse confinement below the diffraction limit (plasmon waveguides). For our
several-hundred-micrometer-long 1D metallic nanoarray, such optical properties
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Fig. 22.18 Dark-field optical microscopy images of long metallic nanoarrays prepared with a
DNA nanofibers as template. (a) Large-area image of metallic nanoarrays. (b) Enlarged image
with 40 objective. (c) Enlarged image with 100 objective. The drying front moved from right to
left
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Fig. 22.19 Dark-field optical microscopy images of AuNPs (a) before attaching DNA and (b)
after attaching DNA. (c) Scattering spectra of spots 1, 2, 3, and 4 in both images. (d) Schematic
diagram of plasmon resonance energy induced by near-field coupling between MNPs

can be easily examined by microscopy. We observed dark-field optical images of
our metallic nanoarrays under light polarization. The scattering light intensity of
metallic nanoarrays is stronger when the light is polarized parallel to the arrays
but weaker for vertical polarization (Fig. 22.21a, b). Furthermore, the scattering
intensity exhibited a cosine-like dependence on the polarization angle (Fig. 22.21c).
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Fig. 22.20 SEM images depicting AuNP 30 nm in diameter arrays prepared on PDMS. (a) Large-
area image of AuNP arrays. Enlarged images of arrays having (b) fully assembled and (c) partially
assembled AuNPs

Angle of light polarization relative
to AuNPs nanoarrays / deg

0

Polarized
light

Polarized
light

10 μm

a

b

c

0

0.2

N
or

m
al

iz
ed

 s
ca

tte
rin

g 
in

te
ns

ity

0.4

0.6

0.8

1.0

30 60 90 120 150 180

Fig. 22.21 (a, b) Polarized dark-field optical microscopy images of metallic nanoarrays. Arrows
indicate the directions of polarized illumination. (c) Scattering light intensities from metallic
nanoarrays as a function of the angle between the arrays and the polarization. The angle is 0ı when
the illumination polarization is parallel to the arrays (Reprinted with permission from Ref. [110].
Copyright (2012) by the Japan Society for Analytical Chemistry)

The enhancement of the light field localized in gaps between MNPs also strongly
depends on incident light polarization [113]. We also obtained spectra for some
microscopic areas along the AuNP array under polarized light (Fig. 22.22). In all
areas, a stronger scattering intensity was obtained by polarizing the light parallel to
the AuNP array than that obtained under perpendicular polarization. For an array of
interacting point dipoles, the total point dipoles between adjacent particles coupled
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Fig. 22.22 Polarized dark-field optical microscopy images of the AuNP array and corresponding
scattering spectra of microscopic areas (1, 2, 3, and 4) in the image. Arrows in the images indicate
the directions of polarized illumination. Red trace: parallel polarization. Blue trace: perpendicular
polarization

by optical near-field interaction have the greatest value when the polarization
direction of the exiting light associates with the polarization of strongly interacting
dipoles. Thus, the strong anisotropy of spectra obtained under polarized light
indicates that the alignment of the AuNPs on the arrays was preferentially uniaxial
to the array’s axis. Furthermore, depending on the polarization direction of the
exiting light, this leads to a blue shift in the LPR for excitation of transverse modes
and a red shift for longitudinal modes. As indicated in Fig. 22.6, spectra obtained
for the excitation parallel to the AuNP array exhibited a maximum peak at 700–
750 nm, whereas those for perpendicular polarization exhibited a maximum peak
at 600–650 nm. This additional result also supports the conclusion that prepared
AuNP arrays have uniaxial anisotropy as described above. The intensity ratio was
>3, and this contrast could be further improved by increasing the uniformity of
AuNPs attaching to DNA nanofibers.

22.4.2 Transfer-Printing of Metallic Nanoarray

We have reported that stretched DNA molecules and nanofibers initially present
on the PDMS sheet were transferred onto another surface using transfer printing
(TP) [109,114]. Furthermore, by repeating TP onto the same surface, it was possible
to realize a two-dimensional (2D) assembly of stretched DNA molecules and
nanofibers. We also demonstrated the TP of 2D patterns of metallic nanoarrays onto
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Fig. 22.23 (a) Procedure of TP for creating a 2D pattern of metallic nanoarrays. (b) Dark-
field optical micrograph of 2D metallic nanoarrays (Reprinted with permission from Ref. [81].
Copyright (2012) by the Japan Society for Analytical Chemistry)

surfaces. To assemble the patterns, we first transferred metallic nanoarrays onto a
coverslip and then overlapped the other PDMS sheet to which metallic nanoarrays
were fixed onto the first one (Fig. 22.23a). Since the glass surface has polar groups
stronger than those on the hydrophobic surface of PDMS, such arrays containing
hydrophilic groups could be easily transferred from a PDMS surface to a glass
surface. The dark-field micrograph of 2D metallic nanoarray patterns is depicted
in Fig. 22.23b.

The main advantages of TP are that metallic nanoarrays can be printed in the
desired position on the substrate and that they can be integrated on the same
substrate by repeating the TP process. For example, metallic nanoarrays on the
PDMS sheet can be printed onto electrode gaps (Fig. 22.24). Thus, the TP method
allows the integration and more complex patterning of metallic nanoarrays and thus
would facilitate fabrications for electronic/optical devices. By creating topological
micropatterns on PDMS, it is also possible to achieve higher-ordered patterns of
metallic nanoarrays.

22.5 Conclusions

In this chapter, we have presented our recent works on constructing metallic
nanoarrays with a DNA template. Our methods first require DNA stretching and
fixation on surfaces. We have demonstrated that surface coating with polymers
containing �-conjugation units enhances DNA stretching and fixation on surfaces,
due to the �-� interaction (�-stacking) between aromatic amines in polymers
and base pairs in DNA molecules. Such polymer coating also enables adequate
optical microscopy and AFM observation of well-stretched DNA on conventional
coverslips. The next step is attaching MNPs to DNA. The AN-AuNPs prepared here
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Fig. 22.24 Dark-field optical micrograph of metallic nanoarrays transferred onto micro electrode
gaps. Transferred metallic nanoarrays are indicated by the asterisk (*) in image

strongly interacted with DNA. Two different assembly methods were employed.
Consequently, continuous depositions and necklace-like depositions of AN-AuNPs
along DNA molecules were achieved. The two approaches used in this study enabled
different formations of metallic arrays of AN-AuNPs. Specifically, linear arrays
of AN-AuNPs with interparticle spacing could be organized onto DNA molecules
in a necklace-like formation. Furthermore, Phenaz-TMA/AuNPs were prepared
by photochemical reduction of AuCl �

4 with 365-nm UV light in the presence
of Phenaz-TMA. Phenaz-TMA/AuNPs also demonstrated strong interaction with
DNA. DNA nanofibers were useful for constructing metallic nanoarrays with a long-
range order. UV-vis spectroscopy and dark-field optical microscopic observations
revealed assemblies of AuNPs on DNA and the LPR color changes involved.
Furthermore, it was possible to create 2D patterns of metallic nanoarrays by the
TP technique. Our methods summarized here do not require any special equipments
and should provide a useful system for investigating the electromagnetic (light) field
localized between MNPs.

Many applications of metallic nanoarrays enhance light fields localized between
MNPs. A linear array of closely spaced MNPs can be viewed as a chain of
interacting dipoles, which supports traveling polarization waves. This suggests
applications of metallic nanoarrays as waveguides with high-field confinement,
which would facilitate the realization of nano-optical devices. In the field of
analytical chemistry, one promising application is optical sensors, and single-
molecule detection via SERS has been reported. Gold nanospheres, immobilized on
top of 1-mercaptobenzoic acid monolayers, yielded an SERS enhancement factor
of 107, while other anisotropic shapes had enhancement factors of 108–109 [115].
Our highly anisotropic metallic nanoarrays therefore serve as highly localized light
fields for enhancing SERS. In addition to SERS, surface-enhanced fluorescence
has also been reported for molecules near the surfaces of MNPs [116–119]. While
molecular fluorescence is quenched within 5 nm of the metal particle surface, at
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distances of 10 nm or greater, fluorescence is enhanced up to 100-fold by the
localized electric field and increased intrinsic decay of the fluorophore [116–119].
Our metallic nanoarrays can also be restructured by the TP technique and integrated
into a desired position on various substrates, such as glass or silicon. Therefore, our
method will advance the fabrication of nano-optical devices and optical sensor chips
for single-molecule detection.
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not constrained by the diffraction limit. In addition, it also gives qualitatively
novel benefits over conventional optics and electronics. From a system archi-
tectural perspective, nanophotonics drastically changes the fundamental design
rules of functional optical systems, and suitable architectures may be built
to exploit this. This chapter discusses system architectures for nanophotonics,
taking into consideration the unique physical principles of optical near-field
interactions, and also describes their experimental verification based on enabling
technologies, such as quantum dots and engineered metal nanostructures. In
particular, two unique physical processes in light–matter interactions on the
nanometer scale are examined. One is optical excitation transfer via optical
near-field interactions, and the other is the hierarchical property of optical near-
fields. Also, shape-engineered nanostructures and their associated polarization
properties are characterized from a system perspective, and some applications
are shown. The architectural and physical insights gained enable realization of
nanophotonic information systems that overcome the limitations of conventional
light and provide unique functionalities that are only achievable using optical
near-field processes.

23.1 Introduction

To accommodate the continuously growing amount of digital data and ubiquitous
devices, as well as qualitatively new requirements demanded by industry and
society, such as safety and security, optical technologies are expected to become
more highly integrated and to play a wider role in enhancing system performance.
However, many technological difficulties remain to be in overcome in adopting op-
tical technologies in critical information and communication systems; one problem
is the poor integrability of optical hardware due to the diffraction limit of light [1,2].

Nanophotonics, on the other hand, which is based on local interactions between
nanometer-scale matter via optical near-fields, offers ultrahigh-density integration
since it is not constrained by the diffraction limit. Fundamental nanophotonic pro-
cesses, such as optical excitation transfer via optical near-fields between nanometer-
scale matter, have been studied extensively [3–5]. This higher integration density is
not the only benefit of optical near-fields over conventional optics and electronics.
From a system architectural perspective, nanophotonics drastically changes the
fundamental design rules of functional optical systems, and suitable architectures
may be built to exploit this. As a result, nanophotonics will have a strong impact in
terms of qualitative improvements to information and communication systems.

This chapter discusses system architectures for nanophotonics, taking into
consideration the unique physical principles of optical near-field processes, and
describes their experimental verification based on technological vehicles such
as quantum dots and engineered metal nanostructures. In particular, two unique
physical processes in light-matter interactions on the nanometer scale are exploited.
One is optical excitation transfer via optical near-field interactions, and the other is
the hierarchical property of optical near-field interactions.
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Fig. 23.1 Overview of the chapter: Nanophotonic systems based on optical excitation transfer
mediated by optical near-field interactions and hierarchical properties in optical near-fields are
examined

The overall concept of this chapter is outlined in Fig. 23.1. Section 23.2
discusses system architectures based on optical excitation transfer. Section 23.3
investigates networks of optical near-field interactions. Section 23.4 discusses
hierarchical architectures based on optical near-field processes, followed by dis-
cussions on shape-engineered nanostructures in Sect. 23.5. The architectural and
physical insights gained enable the realization of nanophotonic information and
communications systems that can overcome the integration-density limit imposed
by the diffraction of light while providing ultra low-power operation and unique
functionalities that are only achievable using optical near-field interactions.

23.2 System Architectures Based on Optical Excitation Transfer

23.2.1 Optical Excitation Transfer via Optical Near-Field
Interactions and Its Functional Features

In this section, optical excitation transfer processes involving optical near-field
interactions are reviewed from a system perspective. First, their fundamental
principles are briefly reviewed, and then their functional features are introduced
for later discussion.

The interaction Hamiltonian between an electron and an electric field is given by

OHint D �
Z
O �.r/� O .r/ � OD.r/dr; (23.1)

where � is the dipole moment, O �.r/ and O .r/ are respectively creation and
annihilation operators of an electron at r , and OD.r/ is the operator of electric
flux density. In usual light–matter interactions, the operator OD.r/ is a constant
since the electric field of propagating light is considered to be constant on the
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Fig. 23.2 (a) Optical excitation transfer from a smaller quantum dot to a larger one, mediated by
optical near-field interactions. (b) State filling induced at the lower energy level in the larger dot
results in different flows of optical excitation

nanometer scale. Therefore, as is well known, one can derive optical selection rules
by calculating a transfer matrix of an electric dipole. As a consequence, in the
case of cubic quantum dots, for instance, transitions to states described by quantum
numbers containing an even number are prohibited. In the case of optical near-field
interactions, on the other hand, due to the steep electric field of optical near-fields
in the vicinity of nanoscale matter, an optical transition that violates conventional
optical selection rules is allowed.

Optical excitations in nanostructures, such as quantum dots, can be transferred
to neighboring ones via optical near-field interactions [3, 4]. For instance, assume
two cubic quantum dots whose side lengths L are a and

p
2a, which are called

QDS and QDL, respectively (see Fig. 23.2a). Suppose that the energy eigenvalues
for the quantized exciton energy level specified by quantum numbers .nx; ny; nz/ in
a QD with side length L are given by

E.nx; ny ; nz/ D EB C
¯2�2
2ML2

�
n2x C n2y C n2z

�
; (23.2)

where EB is the energy of the bulk exciton and M is the effective mass of the
exciton. According to Eq. (23.2), there exists a resonance between the level of
quantum number (1,1,1) for QDS and that of quantum number (2,1,1) for QDL.
There is an optical near-field interaction, which is denoted by U; due to the steep
electric field in the vicinity of QDS . Therefore, excitons in QDS can move to the
(2,1,1)-level in QDL. Note that such a transfer is prohibited for propagating light
since the (2,1,1)-level in QDL contains an even number [6]. In QDL, the exciton
sees a sublevel energy relaxation, denoted by � , which is faster than the near-
field interaction, and so the exciton goes to the (1,1,1)-level in QDL. It should
be emphasized that the sublevel relaxation determines the unidirectional exciton
transfer from QDS to QDL.
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Now, several unique functional aspects should be noted in the above excitation
transfer processes. First, as already mentioned, the transition from the (1,1,1)-level
in QDS to the (2,1,1)-level in QDL is usually a dipole-forbidden transition. In
contrast, such a transition is allowed when intermediated by the optical near-field.
Second, in the resonant energy levels of those quantum dots, optical excitations
can go back and forth between QDS and QDL, which is called optical nutation.
The direction of the excitations is determined by the energy dissipation processes.
When another excitation sits in the (1,1,1)-level in QDL, the excitation in the (1,1,1)-
level in QDS cannot be transferred to the (1,1,1)-level in QDL, as schematically
shown in Fig. 23.2b. Therefore, based on the above mechanisms, the flow of
optical excitations can be controlled in quantum dot systems via optical near-field
interactions.

From an architectural standpoint, such a flow of excitations directly leads to
digital processing systems and computational architectures. First of all, two different
physical states can be made to appear by controlling the dissipation processes in
the larger dot; this is the principle of the nanophotonic switch [7]. Also, such flow
control itself allows an architecture known as a binary decision diagram, where an
arbitrary combinatorial logic operation is determined by the destination of a signal
flowing from a root [8].

Such optical excitation transfer processes also lead to unique system architec-
tures. In this regard, Sect. 23.2.2 discusses a massively parallel architecture and its
nanophotonic implementations. Also, Sect. 23.2.3 demonstrates that optical exci-
tation transfer provides higher tamper resistance against attacks than conventional
electrically wired devices by focusing on environmental factors for signal transfer.
It should also be noted that optical excitation transfer has been the subject of a
wide range of research. For example, Pistol et al. demonstrated resonant energy
transfer-based logic [9] using DNA-assisted self-assembly technologies [10] for
sensing and other applications. Other system-related investigations using optical
excitation transfer include interconnections [11], pulsation mechanisms [12], and
skew dependence [13].

23.2.2 Parallel Architecture Using Optical Excitation Transfer

Memory-Based Architecture This section discusses a memory-based architecture
where computations are regarded as a lookup table or database search problem,
which is also called a content addressable memory (CAM) [14]. The inherent
parallelism of this architecture is well matched with the physics of optical exci-
tation transfer and provides performance benefits such as high-density, low-power
operation [15].

In this architecture, an input signal (content) serves as a query to a lookup table,
and the output is the address of data matching the input. This architecture plays a
critical role in various systems, for example, in data routers where the output port
for an incoming packet is determined based on lookup tables.
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All-optical means for implementing such functions have been proposed, for
instance, by using planar lightwave circuits [16]. However, since separate optical
hardware for each table entry would be needed in implementations based on today’s
known methods, if the number of entries in the routing table is on the order of
10,000 or more, the overall physical size of the system would become impractically
large. On the other hand, by using diffraction-limit-free nanophotonic principles,
huge lookup tables can be realized with compact configurations.

It is important to note that the lookup table problem is equivalent to an inner
product operation. Assume an N -bit input signal S D .s1; � � � ; sN / and reference
data D D .d1; � � � ; dN /. Here, the inner product S � D DPN

iD1 si � di will provide
a maximum value when the input perfectly matches the reference data with an
appropriate modulation format [17]. Then, the function of a CAM is to derive j
that maximizes S � Dj .
Global Summation Using Near-Field Interactions As discussed above, the inner
product operations are the key functionality of the memory-based architecture. The
multiplication of 2 bits, namely, xi D si � di , has already been demonstrated by
using a combination of three quantum dots [7]. Therefore, one of the key operations
remaining is the summation, or data gathering scheme, denoted by

P
xi , where all

data bits should be taken into account, as schematically shown in Fig. 23.3.
In known optical methods, wave propagation in free space or in waveguides,

using focusing lenses or fiber couplers, for example, is well-matched with such a
data gathering scheme because the physical nature of propagating light is inherently
suitable for collection or distribution of information, such as in global summation.
However, the achievable level of integration of these methods is restricted due to
the diffraction limit of light. In nanophotonics, on the other hand, the near-field
interaction is inherently physically local, although functionally global behavior is
required.

The global data gathering mechanism, or summation, is realized based on the
unidirectional energy flow via an optical near-field, as schematically shown in
Fig. 23.3, where surrounding excitations are transferred toward a quantum dot QDC

located at the center [18, 19]. This is based on the excitation transfer processes
presented in Sect. 23.2.1 and in Fig. 23.2a, where an optical excitation is transferred
from a smaller dot (QDS ) to a larger one (QDL) through a resonant energy sublevel
and a sublevel relaxation process occurring at the larger dot. In the system shown in
Fig. 23.3, similar energy transfers may take place among the resonant energy levels
in the dots surrounding QDC so that excitation transfer can occur. The lowest energy
level in each quantum dot is coupled to a free photon bath to sweep out the excitation
radiatively. The output signal is proportional to the (1,1,1)-level population in QDL.

A proof-of-principle experiment was performed to verify the nanoscale summa-
tion using CuCl quantum dots in an NaCl matrix, which has also been employed
for demonstrating nanophotonic switches [7] and optical nano-fountains [19].
A quantum dot arrangement in which three small QDs (QD1 to QD3) surrounded
a large QD at the center (QDC ) was chosen. Here, at most three light beams with
different wavelengths, 325, 376, and 381.3 nm, are radiated to excite the respective
quantum dots QD1 to QD3, having sizes of 1, 3.1, and 4.1 nm. The excited excitons
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transfer. Global summation and broadcast interconnects, which are both important subfunctions
for the memory-based architecture, were demonstrated based on optical excitation transfer using
different-sized QDs

are transferred to QDC , and their radiation is observed by using a near-field fiber
probe tip. Notice the output signal intensity at a photon energy level of 3.225 eV in
Fig. 23.3, which corresponds to a wavelength of 384 nm, or a QDC size of 5.9 nm.
The intensity varies approximately as 1:2:3, depending on the number of excited
QDs in the vicinity, as observed in Fig. 23.3. The spatial intensity distribution
was measured by scanning the fiber probe, as shown in the bottom-right corner
of Fig. 23.3, where the energy is converged at the center. Hence, this architecture
works as a summation mechanism, counting the number of input channels, based
on exciton energy transfer via optical near-field interactions.
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Such a quantum-dot-based data gathering mechanism is also extremely energy
efficient compared with other optical methods, such as focusing lenses or optical
couplers. For example, the transmittance between two materials with refractive
indexes n1 and n2 is given by 4n1n2/.n1 C n2/

2; this gives a 4 % loss if n1 and
n2 are 1 and 1.5, respectively. The transmittance of an N-channel guided wave
coupler is 1/N from the input to the output. In nanophotonic summation, the loss is
attributed to the dissipation between energy sublevels, which is significantly smaller.
Incidentally, it is energy and space efficient compared with electrical CAM VLSI
chips [15, 20, 21].
Broadcast Interconnects For the parallel architecture shown above, it should also
be noted that the input data should be commonly applied to all lookup table
entries. In other words, a broadcast interconnect is another important requirement
for parallel architectures. Broadcast is also important in applications such as matrix–
vector products [22,23] and switching operations, for example, broadcast-and-select
architectures [24]. Optics is in fact well suited to such broadcast operations in the
form of simple imaging optics [22, 23] or in optical waveguide couplers, thanks
to the nature of wave propagation. However, the integration density of this ap-
proach is physically limited by the diffraction limit, which leads to bulky system
configurations.

The overall physical operation principle of a broadcast using optical near-fields
is as follows [25]. Suppose that arrays of nanophotonic circuit blocks are distributed
within an area whose size is comparable to the wavelength. For broadcasting,
multiple input QDs simultaneously accept identical input data carried by diffraction-
limited far-field light by tuning their optical frequency so that the light is coupled to
dipole-allowed energy sublevels.

The far- and near-field coupling mentioned above is explained based on a model
assuming cubic quantum dots, which was introduced in Sect. 23.2.1. According to
Eq. (23.2), there exists a resonance between the quantized exciton energy sublevel of
quantum number (1,1,1) for the QD with effective side length a and that of quantum
number (2,1,1) for the QD with effective side length

p
2a. Energy transfer from the

smaller QD to the larger one occurs via optical near fields, which is forbidden for
far-field light [7].

The input energy level for the QDs, that is, the (1,1,1)-level, can also couple
to the far-field excitation. This fact can be utilized for data broadcasting. One of
the design restrictions is that energy sublevels for input channels do not overlap
with those for output channels. Also, if there are QDs internally used for near-
field coupling, dipole-allowed energy sublevels for those QDs cannot be used for
input channels since the inputs are provided by far-field light, which may lead to
misbehavior of internal near-field interactions if resonant levels exist. Therefore,
frequency partitioning among the input, internal, and output channels is important.
The frequencies used for broadcasting, denoted by �i D f!i;1; !i;2; � � � ; !i;Ag,
should be distinct values and should not overlap with the output channel frequencies
�o D f!o;1; !o;2; � � � ; !o;Bg. A and B indicate the number of frequencies used for
input and output channels, respectively. Also, there will be frequencies needed for
internal device operations, which are not used for either input or output, denoted
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by �n D f!n;1; !n;2; � � � ; !n;C g, where C is the number of those frequencies.
Therefore, the design criteria for global data broadcasting are to exclusively assign
input, output, and internal frequencies,�i , �o, and �n, respectively.

In a frequency multiplexing sense, this interconnection method is similar to
multi-wavelength chip-scale interconnects [26]. Known methods, however, require
a physical space comparable to the number of diffraction-limited input channels
due to wavelength demultiplexing, whereas in the nanophotonic scheme, the device
arrays are integrated on the subwavelength scale, and multiple frequencies are
multiplexed in the far-field light supplied to the device.

To verify the broadcasting method, the following experiments were performed
using CuCl QDs inhomogeneously distributed in an NaCl matrix at a temperature
of 22 K [25]. To operate a three-dot nanophotonic switch (two-input AND gate)
in the device, at most two input light beams (IN1 and IN2) are radiated. When
both inputs exist, an output signal is obtained from the positions where the switches
exist, as described above. In the experiment, IN1 and IN2 were assigned to 325
and 384.7 nm, respectively. They were radiated over the entire sample (global
irradiation) via far-field light. The spatial intensity distribution of the output, at
382.6 nm, was measured by scanning a near-field fiber probe within an area of
approximately 1 � 1�m. When only IN1 was applied to the sample, the output of
the AND gate was ZERO (OFF state). When both inputs were radiated, the output
was ONE (ON state). Note the regions marked by �; �, and� in Fig. 23.3. In those
regions, the output signal levels were respectively low and high, which indicates that
multiple AND gates were integrated at densities beyond the scale of the globally
irradiated input beam area. That is to say, broadcast interconnects to nanophotonic
switch arrays are accomplished by diffraction-limited far-field light.

Combining this broadcasting mechanism with the summation mechanism will
allow the development of nanoscale integration of massively parallel architectures,
which have conventionally resulted in bulky configurations.

23.2.3 Secure Signal Transfer in Nanophotonics

In addition to breaking through the diffraction limit of light, such local interactions
of optical near-fields also have important functional aspects, such as in security
applications, particularly tamper resistance against attacks [27]. One of the most
critical security issues in present electronic devices is so-called side-channel attacks,
by which information is tampered with either invasively or noninvasively. This may
be achieved, for instance, merely by monitoring their power consumption [28].

In this subsection, it is shown that devices based on optical excitation transfer via
near-field interactions are physically more tamper resistant than their conventional
electronic counterparts. The key is that the flow of information in nanoscale devices
cannot be completed unless they are appropriately coupled with their environment
[29], which could possibly be the weakest link in terms of their tamper resistance.
A theoretical approach is presented to investigate the tamper resistance of optical
excitation transfer, including a comparison with electrical devices.
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Fig. 23.4 Model of tamper resistance in devices based on (a) single charge tunneling and (b)
optical excitation transfer. Dotted curves show the scale of a key device, and dashed curves show
the scale of the environment required for the system to work

Here, tampering of information is defined as involving simple signal transfer
processes, since the primary focus is on their fundamental physical properties.

In order to compare the tamper resistance, an electronic system based on single
charge tunneling is introduced here, in which a tunnel junction with capacitance
C and tunneling resistance RT is coupled to a voltage source V via an external
impedanceZ.!/, as shown in Fig.23.4a. In order to achieve single charge tunneling,
besides the condition that the electrostatic energy EC D e2=2C of a single excess
electron be greater than the thermal energy kBT , the environment must have
appropriate conditions, as discussed in detail in Ref. [30]. For instance, with an
inductance L in the external impedance, the fluctuation of the charge is given by

< ıQ2 >D e2

4�
coth

�
ˇ¯!s
2

�
; (23.3)

where � D EC=¯!S , !S D .LC /�1=2, and ˇ D 1=kBT . Therefore, charge
fluctuations cannot be small even at zero temperature unless � � 1. This means
that a high-impedance environment is necessary, which makes tampering technically
easy, for instance by adding another impedance circuit.

Here, let us define two scales to illustrate tamper resistance: (I) the scale
associated with the key device size and (II) the scale associated with the environment
required for operating the system, which are respectively indicated by the dotted
and dashed lines in Fig. 23.4. In the case of Fig. 23.4a, scale I is the scale of a
tunneling device, whereas scale II covers all of the components. It turns out that
the low tamper resistance of such wired devices is due to the fact that scale II is
typically the macroscale, even though scale I is the nanometer scale.
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In contrast, in the case of the optical excitation transfer shown in Fig. 23.3b,
the two quantum dots and their surrounding environment are governed by
scale I. It is also important to note that scale II is the same as scale I. More
specifically, the transfer of an exciton from QDS to QDL is completed due
to the non-radiative relaxation process occurring at QDL, which is usually
difficult to tamper with. Theoretically, the sublevel relaxation constant is
given by

� D 2�jg.!/j2D.!/; (23.4)

where ¯g.!/ is the exciton–phonon coupling energy at frequency !, ¯ is Planck’s
constant divided by 2� , and D.!/ is the phonon density of states [31]. Therefore,
tampering with the relaxation process requires somehow “stealing” the exciton–
phonon coupling, which would be extremely difficult technically.

It should also be noted that the energy dissipation occurring in the optical
excitation transfer, derived theoretically as E.2;1;1/ � E.1;1;1/ in QDL based on
Eq. (23.2), should be larger than the exciton–phonon coupling energy of ¯� ,
otherwise the two levels in QDL cannot be resolved. This is similar to the fact
that the condition � � 1 is necessary in the electron tunneling example, which
means that the mode energy ¯!S is smaller than the required charging energy EC .
By regarding ¯� as a kind of mode energy in the optical excitation transfer, the
difference between the optical excitation transfer and a conventional wired device
is the physical scale at which this mode energy is realized: nanoscale for the optical
excitation transfer and macroscale for electric circuits.

23.3 Networks of Optical Near-Field Interactions

23.3.1 Optimal Network of Near-Field Interactions

Consider the quantum dot system in Fig.23.5a, where multiple smaller dots (denoted
by Si ) can be coupled with one larger dot, denoted by L. We assume inter-dot
interactions between adjacent smaller quantum dots; that is, (i) Si interacts with
SiC1 (i D 1; � � � ; N � 1), and (ii) SN interacts with S1, where N is the number
of smaller quantum dots. For instance, the system shown in Fig. 23.5b(i) consists of
two smaller quantum dots and one larger quantum dot, denoted by S2–L1. Similarly,
S3–L1, S4–L1, and S5–L1 systems, respectively, shown in Figs. 23.5b(ii–iv) are
composed of three, four, and five smaller quantum dots in addition to one larger
quantum dot.

Now, what is of interest is to calculate the flow of excitations from the smaller
dots to the larger one. The theoretical and experimental details can be found
in Ref. [32]; we introduce the information necessary for discussing the topology
dependency and autonomy in optical excitation transfer in Sect. 23.3.2.

We deal with the problem theoretically based on a density matrix formalism. In
the case of the S2–L1 system, which is composed of two smaller quantum dots
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and one larger quantum dot, the inter-dot interactions between the smaller dots and
the larger one are denoted by USiL, and the interaction between the smaller dots
is denoted by US1S2 , as schematically shown in Fig. 23.5a. The radiations from S1,
S2, and L are, respectively, represented by the relaxation constants �S1 , �S2 , and
�L. We suppose that the system initially has two excitations in S1 and S2. With
such an initial state, we can prepare a total of eleven bases where zero, one, or
two excitation(s) occupy the energy levels. In the numerical calculation, we assume
U�1
SiL
D 200 ps, U�1

S1S2
D 100 ps, ��1

L D 1 ns, ��1
S1
D 2:92 ns, and ��1 D 10 ps

as parameter values. Following the same procedure, we also derive quantum master
equations for the S3–L1, S4–L1, and S5–L1 systems that have initial states in which
all smaller quantum dots are excited. Finally, we calculate the population of the
lower level of the larger quantum dot, whose time integral we regard as the output
signal.

We compare the output signal as a function of the ratio of the number of smaller
dots to the number of larger dots assuming that the total number of quantum dots in a
given unit area is the same, regardless of their sizes (smaller or larger). As shown by
the circles in Fig. 23.5c, the most efficient transfer is obtained when the ratio of the
number of smaller dots to the number of larger dots is 4. In other words, increasing
the number of smaller quantum dots beyond a certain level does not necessarily
contribute to increased output signals. Because of the limited radiation lifetime of
large quantum dots, not all of the initial excitations can be successfully transferred
to the large quantum dots due to the states occupying the lower excitation levels of
the large quantum dots. Therefore, part of the input populations of smaller quantum
dots must decay, which results in a loss in the transfer from the smaller quantum
dots to the large quantum dots when there are too many excitations in the smaller
quantum dots surrounding one large quantum dot.

An optimal mixture of smaller and larger quantum dots was experimentally
demonstrated by using two kinds of CdSe/ZnS core/shell quantum dots whose
diameters were 2.0 and 2.8 nm [32, 33]. In the experiment detailed in Ref. [32],
an increase of the photocurrent was measured for the output signal. As shown by
the squares in Fig. 23.5c, the maximum increase was obtained when the ratio of the
number of smaller quantum dots to larger dots was 3:1, which agrees well with the
theoretical optimal ratio discussed above.

Efficient optical excitation transfer in layered quantum dot structures has also
been experimentally demonstrated. The radiation from layered graded-size CdTe
quantum dots exhibits a signal nearly four times larger than that from struc-
tures composed of uniform-size quantum dots, a phenomenon which has been
called exciton recycling [34] or superefficient exciton funneling [35]. Adopting
the theory of networks of optical excitation transfer mediated by optical near-
field interactions, the theoretical approach allows systematic analysis of layered
quantum dot systems, revealing dominant factors contributing to the efficient optical
excitation transfer and demonstrating good agreement with previous experimental
observations [36].
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23.3.2 Autonomy in Optical Excitation Transfer

In the previous section, we observe that the amount of optical excitation transferred
from smaller quantum dots to larger quantum dots depends on the ratio of their
numbers. This suggests that we could increase the output by engineering the
network structure of the quantum dots. This section takes the S5–L1 system in
Fig. 23.5b(iv) as an example and demonstrates that it is possible to increase the
output signal by appropriately configuring the network of quantum dots. We set all
of the inter-dot interaction times to 100 ps while keeping all other parameter values
the same as those in Sect. 23.3.1.

In Fig.23.6a, the original S5–L1 system, denoted by E0, is the same as the system
shown in Fig. 23.5b(iv). Assume that some of the interactions between the smaller
quantum dots (denoted by S1 to S5) and the large quantum dot surrounded by them
are degraded, or lost, due to, for instance, material disorders, such as a violation of
the condition represented by Eq. (23.2). In total, there are eight such configurations
when symmetries are taken into account. For instance, when one of the five links
between the smaller quantum dots and the large quantum dot is degraded, we obtain
the system E1 in Fig.23.6a. The mark “X” indicates a degraded interaction between
S1 and L. Similarly, when there are two degraded links, the system should be
represented either by the system E2 or the system E20 shown in Fig. 23.6a.

Figure 23.6b summarizes the integrated populations as a function of the network
configurations in Fig. 23.6a. Interestingly, except for the system E5, which has no
valid links between the smaller quantum dots and the large quantum dot, systems
with degraded interactions exhibit a higher output signal than the system E0 without
the link defects. System E2 exhibits an output signal that is about 1.64 times higher
than system E0. This corresponds to the results described in Sect. 23.3.1, where
the output is maximized when the ratio of the number of smaller dots to large dots
is 4, meaning that the excessively high number of excitations in the smaller dots
cannot be transferred to the large dot they surround. Due to the “limited” interactions
between the smaller dots and the large dot, such as in the case of systems E2
and E20, the excitations located in the smaller dots have a higher probability to be
transferred to the larger dot. Figure 23.6c demonstrates the evolution of populations
associated with the total number of excitations contained in the system, ranging
from 1 to 5. The solid and dashed curves in Fig. 23.6c respectively refer to systems
E0 and E2. The populations containing one excitation increase dramatically in E2
as compared with E0, which is another indication that the excitations can be kept
in the system until they are successfully transferred to the destination, exhibiting a
topology-dependent efficiency increase [37].

The autonomous behavior traceable memory of optical excitation transfer is em-
phasized in Fig. 23.6d, which summarizes the evolutions of populations associated
with S1 to S5 in system E2, where both the interaction between S2 and L and
the interaction between S3 and L are negligible. Initially, all of the smaller dots
contain excitations. Note that the populations associated with S2 and S3 remain at
a higher level for a short initial time, indicating that the excitations in S2 and S3
are effectively “waiting” in the smaller dots until they have the opportunity to be
transferred to a large dot.
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23.4 Hierarchical Architectures in Nanophotonics

23.4.1 Physical Hierarchy in Nanophotonics and Functional
Hierarchy

In this section, we describe another feature of nanophotonics that can be exploited,
the inherent hierarchy in optical near-field interactions [38, 39]. As schematically
shown in Fig. 23.7a, there are multiple layers associated with the physical scale
between the macroscale world and the atomic-scale world, which are primarily
governed by propagating light and electron interactions, respectively. Between those
two extremes, typically in scales ranging from a few nanometers to wavelength size,
optical near-field interactions play a crucial role. In this section, we describe how
such hierarchical properties in this mesoscopic or subwavelength regime can be
exploited.

This physical hierarchy in optical near-field interactions will be analyzed by
using a simple dipole–dipole interaction model as demonstrated in Sect. 23.4.2.
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Before going into details of the physical processes, functionalities required for
system applications are first briefly reviewed in terms of hierarchy.

One of the problems for ultrahigh-density nanophotonic systems is intercon-
nection bottlenecks, which were addressed in Sect. 23.2.2 above with regard to
broadcast interconnects [25]. In fact, a hierarchical structure can be found in these
broadcast interconnects by relating far-field effects at a coarser scale and near-field
effects at a finer scale.

In this regard, it should also be mentioned that such physical differences in opti-
cal near-field and far-field effects can be used for a wide range of applications. The
behavior of usual optical elements, such as diffractive optical elements, holograms,
or glass components, is associated with their optical responses in optical far-fields.
In other words, nanostructures can exist in such optical elements as long as they
do not affect the optical responses in the far-field. Designing nanostructures that are
accessible only via optical near-fields allows additional, or hidden, information to be
recorded in those optical elements while maintaining the original optical responses
in the far-fields. In fact, a hierarchical hologram and hierarchical diffraction grating
have been experimentally demonstrated, as described in Sect. 23.4.3.

Since there is more hierarchy in the optical near-field regime, further applications
should be possible; for example, it should be possible for nanometer-scale high-
density systems to be hierarchically connected to coarse layer systems.

Hierarchical functionalities are also important for several aspects of memory
systems. One is related to recent high-density, huge-capacity memory systems, in
which data retrieval or searching from the entire memory archive has become even
more difficult. One approach for solving such a problem is to employ a hierarchical
system design, that is, by recording abstract data, metadata, or tag data in addition
to the original raw data.

Hierarchy in nanophotonics provides a physical way of achieving such functional
hierarchy. As will be introduced below, low-density, rough information is readout
at a coarser scale, whereas high-density, detailed information is readout at a
finer scale. Section 23.4.2 will show physical mechanisms for such hierarchical
information retrieval.

Another issue in hierarchical functionalities will be security. High-security
information is recorded at a finer scale, whereas less-critical security information
is associated with a coarse layer. Also, in addition to associating different types of
information with different physical scales, another kind of information could also
be associated with one or more layers of the physical hierarchy. For instance, a
traceable memory has been demonstrated based on such hierarchical properties in
optical near-fields [40, 41].

23.4.2 Hierarchical Memory Retrieval

This section describes a physical model of optical near-field interactions based
on dipole–dipole interactions [42] and their application to hierarchical memory
retrieval [38]. Suppose that a probe, which is modeled by a sphere of radius rP ,
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is placed close to a sample to be observed, which is modeled as a sphere of radius
rS . The inset in Fig. 23.7b shows three different sizes for the probe and the sample.
When they are illuminated by incident light whose electric field is E 0, electric
dipole moments are induced in both the probe and the sample; these moments
are, respectively, denoted by pP D ˛PE 0 and pS D ˛SE 0. The electric dipole
moment induced in the sample, pS , then generates an electric field, which changes
the electric dipole moment in the probe by an amount 	pP D 	˛PE 0. Similarly,
pP changes the electric dipole moment in the sample by 	pS D 	˛SE 0. These
electromagnetic interactions are called dipole–dipole interactions. The scattering
intensity induced by these electric dipole moments is given by

I D jpP C	pP C pS C	pS j2
� .˛P C ˛S/2jE0j2 C 4	˛.˛P C ˛S/jE0j2 (23.5)

where 	˛ D 	˛S D 	˛P [42]. The second term in Eq. (23.5) shows the intensity
of the scattered light generated by the dipole–dipole interactions, containing the
information of interest, which is the relative difference between the probe and the
sample. The first term in Eq. (23.5) is the background signal for the measurement.
Therefore, the ratio of the second term to the first term in Eq. (23.5) corresponds
to a signal contrast, which will be maximized when the sizes of the probe and
the sample are the same (rP D rS ), as shown in Fig. 23.7b. Thus, one can see
a scale-dependent physical hierarchy in this framework, where a small probe, say,
rP D D=2, can nicely resolve objects with a comparable resolution, whereas a
large probe, say rP D 3D=2, cannot resolve detailed structure but can resolve
structure with a resolution comparable to the probe size. Therefore, although a large
diameter probe cannot detect smaller-scale structure, it could detect certain features
associated with its scale.

Based on the above simple hierarchical mechanism, a hierarchical memory
system has been constructed. Consider, for example, a maximum ofN nanoparticles
distributed in a region of subwavelength scale. Those nanoparticles can be nicely
resolved by a scanning near-field microscope if the size of its fiber probe tip
is comparable to the size of individual nanoparticles; in this way, the first-
layer information associated with each distribution of nanoparticles is retrievable,
corresponding to 2N -different codes. By using a larger-diameter fiber probe tip
instead, the distribution of the particles cannot be resolved, but a mean-field feature
with a resolution comparable to the size of the probe can be extracted, namely, the
number of particles within an area comparable to the size of the fiber probe tip. Thus,
the second-layer information associated with the number of particles, corresponding
to .N C 1/ different signal levels, is retrievable. Therefore, one can access different
sets of signals, 2N or N C 1, depending on the scale of observation. This leads
to hierarchical memory retrieval by associating this information hierarchy with the
distribution and the number of nanoparticles using an appropriate coding strategy,
as schematically shown in Fig. 23.8d.
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Fig. 23.8 Hierarchical information retrieval. (a) Each section consists of small particles. (b)
Experimental setup. (c) Calculated scattering cross sections depending on the number of particles
in each section (squares) and peak intensity of each section in the intensity pattern shown in (d).
(d) SEM image of an Au particle array and intensity pattern captured by a NSOM with a fiber
probe having a 500-nm-diameter aperture

For example, in encodingN -bit information, (N � 1)-bit signals can be encoded
by distributions of nanoparticles while associating the remaining 1-bit with the
number of nanoparticles. Details of encoding/decoding strategies will be found
in [38].

Simulations were performed assuming ideal isotropic metal particles to see how
the second-layer signal varies depending on the number of particles by using a finite-
difference time-domain simulator. Here, 80-nm-diameter particles are distributed
over a 200-nm-radius circular grid at constant intervals. The solid circles in
Fig. 23.8c show calculated scattering cross sections as a function of the number
of particles. A linear correspondence to the number of particles was observed. This
result supports the simple physical model described above.

In order to experimentally demonstrate such principles, an array of Au particles,
each with a diameter around 80 nm, was distributed over a SiO2 substrate in a
200-nm-radius circle. These particles were fabricated by a liftoff technique using
electron beam (EB) lithography with a Cr buffer layer. Each group of Au particles
was spaced by 2�m. A scanning electron microscope (SEM) image is shown in
Fig. 23.8d in which the values indicate the number of particles within each group.
In order to illuminate all Au particles in each group and collect the scattered light
from them, a near-field scanning optical microscope (NSOM) with a large-diameter-
aperture (500-nm)-metalized fiber probe was used in an illumination–collection



894 M. Naruse

setup. The light source used was a laser diode with an operating wavelength
of 680 nm. The distance between the substrate and the probe was maintained at
750 nm. Figure 23.8d shows an intensity profile captured by the probe, from which
the second-layer information is retrieved. The solid squares in Fig. 23.8c indicate
the peak intensity of each section, which increased linearly. Those results show the
validity of hierarchical memory retrieval from nanostructures.

23.4.3 Hierarchical Optical Elements

Holography, which generates natural three-dimensional images, is one of the most
common anticounterfeiting techniques [43]. In the case of a volume hologram, the
surface is ingeniously formed into microscopic periodic structures which diffract
incident light in specific directions. A number of diffracted light beams can form
an arbitrary three-dimensional image. Generally, these microscopic structures are
recognized as being difficult to duplicate, and therefore, holograms have been
widely used in the anticounterfeiting of bank notes, credit cards, etc. However,
conventional anticounterfeiting methods based on the physical appearance of holo-
grams are nowadays not completely secure [44]. Nanophotonic solutions, utilizing
light–matter interactions on the nanoscale, would provide higher anticounterfeiting
capability and would potentially enable other novel applications, such as artifact–
metric systems [45].

The hierarchical hologram works in both optical far-fields and near-fields, the
former being associated with conventional holographic images (Fig. 23.9a) and the
latter being associated with the optical intensity distribution based on a nanometric
structure (Fig. 23.9b) that is accessible only via optical near-fields (Fig. 23.9c).
In principle, a structural change occurring at the subwavelength scale does not
affect the optical response function, which is dominated by propagating light.
Therefore, the visual aspect of the hologram is not affected by such a small
structural change on the surface. Additional data can thus be written by engineering
structural changes in the subwavelength regime so that they are only accessible
via optical near-field interactions without having any influence on the optical
response obtained via the conventional far-field light. By applying this hierarchy,
new functions can be added to conventional holograms.

There are at least two strategies for realizing a hierarchical hologram.
One strategy is to apply nanometric structural changes to the surface structure

of a conventional hologram. In Ref. [46], a thin metal layer is coated on a
conventional hologram and diffraction grating, followed by nanostructure patterning
by a focused ion beam machine. Additional information corresponding to the
fabricated nanostructures is successfully retrieved while preserving the macroscopic
view of the original hologram or the diffraction efficiency of the diffraction grating.

The other strategy, employed in the case of embossed holograms composed
of diffraction gratings, is to locally engineer the original hologram pattern from
the beginning, that is, to embed nanostructures within the original pattern of the
hologram [47]. In this case, since the original hologram is basically composed of
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one-dimensional grating structures, evident polarization dependence is obtained in
retrieving the nanostructures via optical near-fields, as detailed below. There are
some additional benefits with this approach: one is that we can fully utilize the
existing industrial facilities and fabrication technologies that have been developed
for conventional holograms, yet providing additional information in the hologram.
Another is that the polarization dependence facilitates the readout of nanostructures
via optical near-fields, as mentioned below.

As shown in Fig.23.9, we created a sample device to experimentally demonstrate
retrieval of the nanostructures embedded within an embossed hologram. The entire
device structure, whose size was 15 � 20mm, was fabricated by electron beam
lithography on a Si substrate, followed by sputtering a 50-nm-thick Au layer. The
cross-sectional profile is shown in Fig. 23.9d.

As indicated in Fig. 23.9a, we can observe a three-dimensional image of the
earth reconstructed from the device. More specifically, the device was based
on the design of Virtuagram R�, developed by Dai Nippon Printing Co., Ltd.,
Japan, which is a high-definition computer-generated hologram composed of
binary-level one-dimensional modulated gratings, as shown in the SEM image
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in Fig. 23.9b. Within the device, we slightly modified the shape of the original
structure of the hologram so that the nanostructural change was accessible only
via optical near-field interactions. As shown in Fig. 23.9b, square- or rectangle-
shaped structures, whose associated optical near-fields correspond to the additional
or hidden information, were embedded in the original hologram structures. The
unit size of the nanostructures ranged from 40 to 160 nm. Note that the original
hologram was composed of arrays of one-dimensional grid structures, spanning
along the vertical direction in Fig.23.9b. To embed the nanophotonic codes, the grid
structures were partially modified in order to implement the nanophotonic codes.
Nevertheless, the grid structures remained topologically continuously connected
along the vertical direction. On the other hand, the nanostructures were always
isolated from the original grid structures. These geometrical characteristics provide
interesting polarization dependence.

The input light induces oscillating surface charge distributions due to the
coupling between the light and electrons in the metal. Note that the original one-
dimensional grid structures span along the vertical direction. The y-polarized input
light induces surface charges along the vertical grids. Since the grid structure
continuously exists along the y-direction, there is no chance for the charges to be
concentrated. However, in the area of the embedded nanophotonic code, we can find
structural discontinuity in the grid; this results in higher charge concentrations at the
edges of the embedded nanostructure. On the other hand, the x-polarized input light
sees structural discontinuity along the horizontal direction due to the vertical grid
structures, as well as in the areas of the embedded nanostructures. It turns out that
charge concentration occurs not only in the edges of the embedded nanostructures
but also at other horizontal edges of the environmental grid structures. When square-
shaped nanophotonic codes are isolated in a uniform plane, both x- and y-polarized
input light have equal effects on the nanostructures. These mechanisms indicate
that the nanostructures embedded in holograms could exploit these polarization
dependences.

In the experimental demonstration, optical responses in near-mode observation
were detected using a NSOM operated in an illumination–collection mode with
an optical fiber tip having a radius of curvature of 5 nm. The observation distance
between the tip of the probe and the sample device was set at less than 50 nm. The
light source used was a laser diode (LD) with an operating wavelength of 785 nm,
and scattered light was detected by a photomultiplier tube (PMT).

We examined NSOM images in the vicinity of nanostructures that were embed-
ded in the hologram and nanostructures that were not embedded in the hologram
using light from a linearly polarized radiation source, with polarizations rotated by
0–180ı at 20ı intervals. In the case of nanostructures embedded in the hologram,
clear polarization dependence was observed. To quantitatively evaluate the polar-
ization dependency of the embedded nanophotonic code, we adopted a figure of
merit that we call recognizability for the observed NSOM images [47], indicating
the relative intensity compared with the surroundings.

The square and circular marks in Fig.23.9e respectively show the recognizability
of isolated nanostructures and those embedded in the hologram. Clear polarization
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dependency is observed in the case of the nanostructures embedded in the holo-
grams, facilitating near-field information retrieval.

23.5 Shape-Engineered Nanostructures for Polarization
Control for Nanophotonic Systems

Shape engineering of nanostructures is one of the most useful and important means
to implement nanometer-scale photonic systems, an example of which has already
been demonstrated in the hierarchical hologram in described in Sect.23.4.3. Electric
field enhancement based on the resonance between light and free electron plasma
in a metal nanostructure is one well-known feature [48] that has been used in
many other applications, such as optical data storage [49], biosensors [50], and
integrated optical circuits [51–53]. Such resonance effects are, however, only one of
the possible light–matter interactions on the nanometer scale that can be exploited
for practical applications. For example, it is possible to engineer the polarization of
light in the optical near-field and far-field by controlling the geometries of metal
nanostructures. Since there are a vast number of design parameters potentially
available on the nanometer scale, an intuitive physical picture of the polarization
associated with geometries of nanostructures can be useful in restricting the
parameters to obtain the intended optical responses.

In this section, we consider polarization control in the optical near-field and far-
field by designing the shape of a metal nanostructure, based on the concepts of
elemental shape and layout, to analyze and synthesize optical responses brought
about by the nanostructure [54]. In particular, we focus on the problem of rotating
the plane of polarization. Polarization in the optical near-field is an important
factor in the operation of nanophotonic devices [55]. Polarization in the far-
field is, of course, also important for various applications. Devices including
nanostructures have already been employed, for instance, in so-called wire-grid
polarizers [56, 57].

The concepts of elemental shape and layout are physically related, respectively,
to the electric current induced in the metal nanostructure and the electric fields,
that is, the optical near-fields, induced between individual elements of the metal
nanostructures, which helps in understanding the induced optical responses. For
example, it will help to determine if a particular optical response originates from
the shape of the nanostructure itself, that is to say, the elemental shape factor,
or from the positional relations between individual elements, that is to say, the
layout factor. Such analysis will also help in the design of more complex structures,
such as multilayer systems. What should be noted, in particular in the case of
multilayer systems, is that the optical near-fields appearing between individual
elemental shapes, including their hierarchical properties, strongly affect the resultant
optical response. This indicates that the properties of the system are not obtained
by a superposition of the properties of individual elements, in contrast to optical
antennas, whose behavior is explained by focusing on factors associated with
individual elements [58].
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23.5.1 Polarization and Geometry on the Nanometer Scale

The nanostructure we consider is located on an xy-plane and is irradiated with
linearly polarized light from the direction of the normal. We first assume that the
nanostructure has a regular structure on the xy-plane; in other words, it has no fine
structure along the z-axis. Here we consider the concepts of elemental shape and
layout, introduced above, to represent the whole structure. Elemental shape refers to
the shape of an individual structural unit, and the whole structure is composed of a
number of such units having the same elemental shape. Layout refers to the relative
positions of such structural units. Therefore, the whole structure is described
as a kind of convolution of elemental shape and layout. This is schematically
shown in Fig. 23.10a.

We begin with the following two example cases, which, as will shortly be
presented in Fig.23.10b, exhibit contrasting properties in their optical near-field and
far-field responses. One is what we call an I-shape, which exhibits a strong electric
field only in the optical near-field regime, while showing an extremely small far-field
electric field. The other is what we call a Z-shape, which exhibits a weak near-field
electric field, while showing a strong far-field electric field. They are schematically
shown in the top row in Fig. 23.10a. In the case of the I-shape, the elemental shape
is a rectangle. Such rectangular units are arranged as specified by the layout (second
row in Fig. 23.10a); they are arranged with the same interval horizontally (along
the x-axis) and vertically (along the y-axis), but every other row is horizontally
displaced by half of the interval. In the case of the Z-shape, the element shape is
like the letter “Z,” and they are arranged regularly in the xy-plane as specified by the
layout shown in the second row in Fig. 23.10a.

We calculate the optical responses in both the near-field and far-field based on a
finite-difference time-domain (FDTD) method [59,60]. As the material, we assume
gold, which has a refractive index of 0.16 and an extinction ratio of 3.8 at a wave-
length of 688 nm [61]. Representative geometries of the I-shape and Z-shape struc-
tures in the xy-plane are shown in Fig.23.11a, b, respectively. The width (line width)
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of the structures is 60 nm, and the thickness is 200 nm. The light source is placed
500 nm away from one of the surfaces of the structures. We assume periodic
boundary conditions at the edges in the x- and y-directions and perfectly matched
layers in the z-direction.

The near-field intensity is calculated at a plane 5 nm away from the surface that
is opposite to the light source, which we call the near-field output plane. With
continuous-wave, linearly polarized 688-nm light parallel to the x-axis as the input
light, we analyze the y-component of the electric field at the near-field output
plane. From this, we evaluate the polarization conversion efficiency in the near-field
regime, defined by

T NEARx!y D
ˇ̌
Ey.pn/

ˇ̌2
jEx.pi /j2

; (23.6)

where pn is the position on the near-field output plane, pi is the position of the light
source, and Ex.p/ and Ey.p/, respectively, represent the x- and y-components
of the electric field at position p. Since T NEARx!y varies depending on the position,
we focus on the maximum value in the near-field output plane. The metric defined
by Eq. (23.6) can be larger than 1 due to electric field enhancement. The energy
conversion efficiency can be obtained by calculating Poynting vectors existing in
the near-field output plane; however, the region of interest in the near-field regime
is where the charge distributions give their local maximums and minimums, as
discussed shortly in this section. Therefore, we adopted the metric in the near-field
regime given by Eq. (23.6).

The far-field optical response is calculated at a plane 2�m away from the surface
of the structure opposite to the light source, which we call the far-field output plane.
We assume an input optical pulse with a differential Gaussian form whose width is
0.9 fs, corresponding to a bandwidth of around 200–1,300 THz. The transmission
efficiency is given by calculating the Fourier transform of the electric field at the
far-field output plane divided by the Fourier transform of the electric field at the
light source. Since we are interested in the conversion from x-polarized input light
to y-polarized output light, the transmission is given by

T FARx!y .
/ D
ˇ̌
ˇ̌F ŒEy.t;pf /�

F ŒEx.t;pi /�

ˇ̌
ˇ̌2 ; (23.7)

where pf denotes the position on the far-field output plane and F ŒE.t;p/� denotes
the Fourier transform of E.t;p/. Here, T FARx!y is also dependent on position,
as well as wavelength, but it is not strongly dependent on pf . In this chapter, we
represent T FARx!y by a value given at a position on the far-field output plane with a
wavelength 
 D 688 nm.

Figure 23.10b summarizes the electric field intensity of y-polarized output light
from x-polarized input light and that of x-polarized output light from y-polarized
input light, in both the near- and far-fields at the wavelength of 688 nm. The
horizontal scale in Fig. 23.10b is physically related to the polarization conversion
efficiency.
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We first note the following two features. First, the near-field electric field
intensity, represented by dark gray bars in Fig. 23.10b, is nearly 2,000 times higher
with the I-shape than with the Z-shape. The far-field electric field intensity, shown
by light gray bars, on the other hand, is around 200 times higher with the Z-shape
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than with the I-shape. One of the primary goals of this chapter is to explain the
physical mechanism of these contrasting optical responses in the near- and far-fields
in an intuitive framework, which will be useful for analyzing and designing more
complex systems.

Here we derive the distribution of induced electron charge density (simply
referred to as charge hereafter) by calculating the divergence of the electric fields to
analyze the relation between the shapes of the structures and their resultant optical
responses. Figure 23.11 shows such charge distributions for I-shape and Z-shape
structures.

First, we describe Fig. 23.11c, which relates to x-polarized input light. The
images shown in Fig. 23.11(c-1), denoted by “Shape,” represent the distributions
of charges at each unit, namely, charges associated with the elemental shape. The
images in Fig. 23.11(c-2), denoted by “Layout,” show the distributions of charges at
elemental shapes and their surroundings.

We can extract positions at which induced electron charge densities exhibit a
local maximum and a local minimum. Then, we can derive two kinds of vectors
connecting the local maximum and local minimum, which we call flow vectors.
One is a vector existing inside an elemental shape, denoted by dashed arrows in
Fig. 23.11(c-1), which is physically associated with an electric current induced in
the metal. The other vector appears between individual elemental shapes, denoted
by solid arrows in Fig. 23.11(c-2), which is physically associated with near-
fields between elemental shapes. We call the latter ones inter-elemental-shape flow
vectors.

From those flow vectors, first, in the case of the I-shape structure shown in
Fig. 23.11a, we note that:
1. Within an elemental shape in Fig. 23.11(c-1), the flow vectors are parallel to the
x-axis (There is no y-component in the vectors).

2. At the layout level in Fig. 23.11(c-2), flow vectors that have y-components
appear. Also, flow vectors that have y-components are in opposite directions
between neighboring elemental shapes.

From these facts, the y-components of the flow vectors are arranged in a quadrupole
manner, which agrees with the very small radiation in the far-field demonstrated in
Fig. 23.10b. Also, these suggest that the appearance of y-components in the flow
vectors originates from the layout factor, not from the elemental shape factor. This
indicates that the polarization conversion capability of the I-shape structure is layout
sensitive, which will be explored in more detail in Sect. 23.5.2.

Second, in the case of the Z-shape structure, we note that:
1. In the elemental shape, y-components of the flow vectors appear.
2. In the layout, we can also find y-components in the flow vectors. Also, at the

layout level, the y-components of all vectors are in the same direction.
In complete contrast to the I-shape structure, the Z-shape structure has
y-components in the flow vectors arranged in a dipole-like manner, leading to
strong y-polarized light in the far-field, as demonstrated in Fig. 23.10b. Also, the
ability to convert x-polarized input light to y-polarized output light in the far-field,
as quantified by T FARx!y , primarily originates from the elemental shape factor, not
from the layout factor.
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23.5.2 Layout-Dependent Polarization Control

As indicated in Sect.23.5.1, the polarization conversion from x-polarized input light
to y-polarized output light with the I-shape structure originates from the layout
factor. Here, we modify the layout while keeping the same elemental shape, and we
evaluate the resulting conversion efficiencies.

In Fig. 23.12, we examine such layout dependencies by changing the horizontal
displacement of elemental shapes between two consecutive rows, indicated by the
parameter D in the inset of Fig. 23.12c. The polarization conversion efficiency,
T FARx!y , at the wavelength of 688 nm as a function of D is indicated by the circles
in Fig. 23.12a. Although it exhibits very small values for the I-shape structure, it
has a large variance depending on the layout: a maximum value of around 10�9
when D is 200 nm and a minimum value of around 10�12 when D is 80 nm, a
difference of three orders of magnitude. On the other hand, the Z-shape structure
exhibits an almost constant T FARx!y with different horizontal positional differences,
as indicated by the squares in Fig. 23.12a, meaning that the Z-shape structure is
weakly dependent on the layout factor.

To account for such a tendency, we represent the I-shape structure by two inter-
elemental-shape flow vectors denoted by p1 and p2 in Fig. 23.12b. Here, Ri and �i ,
respectively, denote the length of pi and its angle relative to the y-axis. All of the
inter-elemental-shape flow vectors are identical to those two vectors and their mirror
symmetry. Physically, a flow vector with a large length and a large inclination to the
y-axis contributes weakly to y-components of the radiation. Therefore, the index
cos �i=R2i will affect the radiation. Together with the quadrupole-like layout, we
define the following metric:

ˇ̌
cos �1

ı
R21 � cos �2

ı
R22
ˇ̌
; (23.8)

which is denoted by the triangles in Fig. 23.12a; it agrees well with the conversion
efficiency T FARx!y of the I-shape structure.

23.5.3 Application to Authentication Function

The structures that have been discussed so far contain a regular structure on a single
plane, namely, they are single-layer structures. Now, we consider stacking another
layer on top of the original layer. As an example, we consider adding another layer
on top of the I-shape structure so that the y-component in the far-field radiation
increases (recall that the original I-shape-only structure exhibits very small far-field
radiation). We call the two nanostructures Shape A and Shape B hereafter.

Shape A and Shape B were designed as aligned rectangular units on an xy-plane
at constant intervals horizontally (along the x-axis) and vertically (along the
y-axis), as, respectively, shown in Fig. 23.13a, b. When we irradiate Shape A
with x-polarized light, surface charges are concentrated at the horizontal edges
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exhibits stronger dependence on layout than the Z-shape structure. (b) and (c) Current distributions
and inter-elemental-shape flow vectors for I-shape structure when (b) D D 80 nm and (c)
D D 200 nm

of each of the rectangular units. The relative phase difference of the oscillating
charges between the horizontal edges is � , which is schematically represented byC
and�marks in Fig.23.13a. Now, consider the y-component of the far-field radiation
from Shape A, which is associated with the charge distributions induced in the
rectangle. When we draw arrows from the C marks to the � marks along the
y-axis, we find that adjacent arrows are always directed oppositely, indicating
that the y-component of the far-field radiation is externally small. In other words,
Shape A behaves as a quadrupole regarding the y-component of the far-field
radiation. It should also be noted that near-field components exist in the vicinity of
the units in Shape A. With this fact in mind, we put the other metal nanostructure,
Shape B, on top of Shape A. Through the optical near-fields in the vicinity of
Shape A, surface charges are induced on Shape B. What should be noted here is that
the arrows connecting the C and � marks along the y-axis are now aligned in the
same direction, and so the y-component of the far-field radiation appears; that is, the
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stacked structure of Shape A and Shape B behaves as a dipole (Fig. 23.13c). Also,
Shape A and Shape B need to be closely located to invoke such effects since the
optical near-field interactions between Shape A and Shape B are critical. In other
words, far-field radiation appears only when Shape A and Shape B are correctly
stacked; that is to say, a quadrupole–dipole transform is achieved through shape-
engineered nanostructures and their associated optical near-field interactions.

In Fig. 23.13d, we also consider the output signals when we place differently
shaped structures on top of Shape A, instead of Shape B. With Shape B0, Shape B00,
and Shape B000, which are respectively represented in the insets of Fig. 23.13d,
the output signals do not appear, as shown from the fourth to the sixth rows in
Fig. 23.13d, since the condition necessary for far-field radiation is not satisfied with
those shapes, namely, the correct key is necessary to unlock the lock [62].

We fabricated structures consisting of (i) Shape A only, (ii) Shape B only, and (iii)
Shapes A and B stacked. Although the stacked structure should ideally be provided
by combining the individual single-layer structures, in the following experiment,
the stacked structure was integrated in a single sample as a solid two-layer structure
to avoid the experimental difficulty in precisely aligning the individual structures
mechanically. The fabrication process was detailed in Ref. [63]. The lower side in
Fig. 23.13e also shows SEM images of fabricated samples of (i)–(iii). Because the
stacked structure was fabricated as a single sample, the gap between Shapes A and B
was fixed at 200 nm.

The performance was evaluated in terms of the polarization conversion efficiency
by radiating x-polarized light on each of the areas (i), (ii), and (iii) and measuring the
intensity of the y-component in the transmitted light. The light source was a laser
diode with an operating wavelength of 690 nm. Two sets of polarizers (extinction
ratio 10�6) were used to extract the x-component for the input light and to extract
the y-component in the transmitted light. The intensity was measured by a lock-
in controlled photodiode. The position of the sample was controlled by a stepping
motor with a step size of 20�m. Figure 23.13e shows the polarization conversion
efficiency as a function of the position on the sample, where it exhibited a larger
value specifically in the areas where the stacked structure of Shapes A and B was
located, which agrees well with the theoretically predicted and calculated results
shown in Fig. 23.13d.

23.6 Summary

This chapter reviews nanophotonic systems based on localized and hierarchical
optical near-field processes. In particular, optical excitation transfer involving
optical near-field interactions and its hierarchical properties are highlighted while
demonstrating their enabling functionalities. Networks of optical excitation trans-
fers mediated by near-field interactions and shape-engineered nanostructures and
their associated polarization properties have also been presented. It should be
emphasized that those basic features enable versatile applications and functionalities
besides the example demonstrations shown here. Also, there are many other degrees
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of freedom in the nanometer scale that need to be deeply understood in terms of their
implications for systems. Further exploration and attempts to exploit nanophotonics
for future devices and systems will certainly be exciting.
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Abstract
To implement innovative nanometric optical processing systems as probe-
free nanophotonic systems, it is necessary to exploit the unique attributes
of nanometer-scale optical near-field interactions in a completely parallel
fashion. This chapter is devoted to describing basic concepts necessary for two-
dimensional parallel processing of light–matter interactions on the nanometer
scale in order to realize probe-free nanophotonic systems. Additionally, the
concepts and some demonstrations of the hierarchy inherent in nanophotonics,
based on the hierarchy between optical near- and far-fields, are described as
practical applications of optical near-field interactions.

24.1 Introduction

Nanophotonics is a novel technology that utilizes the optical near-field, the elec-
tromagnetic field that mediates the interactions between closely spaced nanometric
matter [1, 2]. By exploiting optical near-field interactions, nanophotonics has bro-
ken the integration density restrictions imposed on conventional optical devices by
the diffraction limit of light. This higher integration density has enabled realization
of quantitative innovations in photonic devices and optical fabrication technolo-
gies [3, 4]. Moreover, qualitative innovations have been accomplished by utilizing
novel functions and phenomena made possible by optical near-field interactions that
are otherwise unachievable with conventional propagating light [5, 6].

One of the most important technological vehicles that has contributed to the study
of nanophotonics so far is high-quality optical near-field probing tips, such as those
based on optical fiber probes [7]. They have achieved high spatial resolution and
high energy efficiency—up to 10 % optical near-field generation efficiency in some
cases. For instance, near-field optical microscope (NOM) has been widely used to
obtain ultrahigh-resolution images [8]. However, methods of characterizing optical
near-fields using probing tips normally require one-dimensional (1D) scanning
processes, which severely limits the throughput in obtaining two-dimensional
(2D) information on the nanometer scale. Additionally, precision technologies
are indispensable in fabricating probe tips and also in controlling their position
during processing. In particular, such technologies become large obstacles to
implementing nanometric information processing and realizing further applications.
Therefore, eliminating 1D scanning processes, or in other words achieving probe-
free nanophotonics, is an important step toward further exploiting the possibilities
of light–matter interactions on the nanometer scale.

In fact, utilization of optical near-field interactions without any scanning pro-
cesses has been successfully demonstrated in nano-optical fabrication: For instance,
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optical near-field lithography, utilizing the near-field interactions between pho-
tomasks and photoresists, has already been developed [9]. Furthermore, nonadia-
batic processes, meaning that optical near-field interactions activate conventionally
light-insensitive materials, are additional novelties that are available in fabricating
nanostructures by nanophotonics [10]. Optical near-field etching is another example
of probe-free nanophotonics; here, photochemical reactions are selectively excited
in regions where optical near-fields are generated. This approach has been success-
fully demonstrated in flattening the rough surfaces of optical elements [11].

To implement innovative nanometric optical processing systems as probe-
free nanophotonic systems, it is necessary to exploit the unique attributes of
nanometer-scale optical near-field interactions in a completely parallel fashion. In
this review, we highlight the basic concepts necessary for 2D parallel processing
of light–matter interactions on the nanometer scale instead of the conventional
1D scanning method, based on our recent achievements. Those techniques allow
us to observe optical far-field signals that originate from the effects occurring
at the nanometer scale. The concepts and principles are numerically and exper-
imentally verified within several frameworks of particular applications realized
by precisely designing and fabricating nanostructures. Additionally, the concepts
and some demonstrations of hierarchic applications of nanophotonics, based on
the hierarchy between optical near- and far-fields, are described as one of the
practical applications of the optical near-field interactions induced by such designed
nanostructures.

24.2 Probe-Free Nanophotonic Systems

Nanometric optical processing systems, whose features include high integration
density, low-energy operation, and innovative functions, are practical embodiments
of the qualitative innovations offered by nanophotonics. Several fundamental
proposals have been developed for their implementation; for instance, nanophotonic
devices that consist of nanometric logic gates, switches, and wiring based on
optical near-field interactions, as well as several related technologies, have been
developed [12–15]. However, integration technologies are still required in order
to implement actual processing systems based on existing nanophotonic devices.
Moreover, regarding the interfaces between those nanometric systems and their
associated surrounding systems, existing concepts that apply to conventional optical
systems are not entirely applicable since the physical basis is completely different
between conventional propagating light and optical near-fields. Hence, appropriate
interfacing concepts and techniques that are well matched with the features of
nanophotonics are strongly demanded. From such a viewpoint, optical near-field
interactions and their characteristic behaviors autonomy and robustness, which are
revealed only at the nanometric scale, ought to be focused on as key features for
implementing nanometric information processing. For example, energy transfer in
an optical near-field channel based on nanometric quantum dots that autonomously
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select an appropriate channel has been demonstrated to work with few problems,
although the functions of some quantum dots have been lost [16]. In other types of
applications, in the fabrication phase of a nanometric device, the most appropriate
structure serving as the optical near-field source has been autonomously formed via
induced optical near-field interactions with the assistance of suitable laser irradiation
parameters, such as intensity, and polarization [17].

On the other hand, in order to realize more advanced computing systems, in
terms of processing performance, development of parallel processing from both
system architecture and algorithm aspects has been the general idea since the
first prototype computing systems were invented. Parallel computing is defined
as a processing system that utilizes multiple processors at the same time to
rapidly execute a single program [18]. In general, in order to ideally implement
such processing, it is necessary to realize spatially parallel operations in a two-
dimensionally expanded information space, and this is one of the motivations
that has been actively researched in classical optical computing, utilizing the
parallelism and higher velocity of light [19]. Although the original meaning of
optical computing has been lost in a certain sense, the basic concept can be usefully
applied to the implementation of nanometric optical processing systems. In this
case, the autonomy and the robustness of optical near-field interactions are quite
appealing. Once the concepts and techniques of nanometric parallel processing
have been successfully established, they can be directly expanded to macroscale
applications, which is expected to dramatically expand the scope of application of
nanophotonics.

Figure 24.1a, b show schematic diagrams that conceptually illustrate two kinds
of representative nanometric parallel processing systems. The system shown in
Fig.24.1a is operated by the host element located at the center. All of the processing
elements around the center are precisely controlled by the host element. In the
case of such nanometric processing with existing techniques, however, this kind
of centralized architecture is difficult to apply since it is technically difficult to
precisely align a number of nanometric components and to precisely and flexibly
interconnect each component. On the other hand, the system schematically shown
in Fig. 24.1b is proposed for the implementation of nanometric optical processing
systems. The processing elements are connected in an autonomous manner via
optical near-field interactions, and the global control signals do not specify the
detailed operations of each component. The local interactions between components
in the system, involving optical near-field interactions, bring about certain behavior
in the system as a whole.

In order to realize the parallel processing system shown in Fig. 24.1b, it is
necessary to retrieve the information located at the nanometer scale and expose
it at the sub-micrometer scale so that the outputs of the system are obtainable in
the optical far-field. For this purpose, here we propose two fundamental techniques:
One is the macroscale observation of optical near-field interactions, and the other
is the magnified-transcription of the optical near-field [20]. These techniques
eliminate 1D scanning processes; in other words, probe-free nanophotonics is
accomplished.
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24.3 Nanophotonic Matching as Macroscale Observation

24.3.1 Macroscale Observation

As we described in Sect. 24.2, in order to control and observe a spatially expanded
nanometric field using existing optical techniques, it must be one-dimensionally
scanned. Although it does not matter for measurement or fabrication, the loss of
synchronism is a crucial disadvantage for use as an actual information processing
system. In order to find a solution to this problem, in our idea, multiple nanometric
processing components are aligned in a micrometer-scale unit, and the I/Os at each
unit consist of parallel control with broadcast of the input signal and bundled
retrieval with narrowcast of the output signals. The components are assigned
individual functions and execute their functions based on holistic instructions from
an external environment and interactions between neighboring components. An
analogy of this concept can be seen in common biological systems, such as the
human body, which is one of the most ideal and effectively constructed information
processing systems.
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This idea is one of the most effective solutions to utilize multiple nanometric
components without impairing the spatial parallelism or the superior speed of
optical signals. The key to this idea is how to determine the arrangement of
nanometric components that generates the intended optical near-field interactions.
This can be achieved by precisely designing and fabricating nanostructures, such
as shapes, layouts, and compositions, that can induce arbitrary optical near-
field interactions [21, 22]. Moreover, protocols for the broadcast control and the
narrowcast retrieval must be appropriately defined.

24.3.2 Quadrupole–Dipole Transform

There are several physical implementation methods that can achieve such a trans-
form using optical near-field interactions. One is based on optical excitation transfer
between quantum dots via optical near-field interactions [23, 24]. For instance,
assume two cubic quantum dots whose side lengths L are a and

p
2a, which we

call QDA and QDB, respectively.
Suppose that the energy eigenvalues for the quantized exciton energy level

specified by quantum numbers .nx; ny; nz/ in a QD with side length L are given by

E.nx; ny ; nz/ D EB C
„2�2
2ML2

�
n2x C n2y C n2z

�
; (24.1)

where EB is the energy of the exciton in a bulk crystal and M is the effective
mass of the exciton. As shown in Fig. 24.2, there exists a resonance between the
level of quantum number (1,1,1) for QDA and that of quantum number (2,1,1) for
QDB. There is an optical near-field interaction, denoted by U , due to the steep
gradient of the electric field in the vicinity of QDA. Therefore, excitons in QDA

can transfer to the (2,1,1) level in QDB. Note that such a transfer is prohibited if
based on propagating light since the (2,1,1) level in QDB contains an even number.
In other words, near-field excitation can populate even the antisymmetric states of
the coupled system, or the dark states, whereas far-field excitation can excite only

QDA QDB

(1,1,1) (2,1,1)

(1,1,1)

Quadrupole

Dipole

U
Γ

Fig. 24.2 A quadrupole–dipole transform in the transition from the (2,1,1) level to the (1,1,1)
level in QDB. Such a transform is unachievable without the optical near-field interactions between
QDA and QDB, which allow the (2,1,1) level in QDB to be populated with excitons
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the symmetric states, that is, the bright states [23]. In QDB, the exciton relaxes to the
lower energy sublevel (1,1,1) with a time constant a, which is faster than the near-
field interaction. Therefore, the exciton finally transfers to the (1,1,1) level of QDB.
Also, this sublevel relaxation, or energy dissipation, that occurs at QDB guarantees
unidirectional energy flow from QDA to QDB. Here, we can find a quadrupole–
dipole transform in the transition from the (2,1,1) level to the (1,1,1) level in QDB,
and such a transform is unachievable without the optical near-field interactions
between QDA and QDB, which allow the (2,1,1) level in QDB to be populated with
excitons [14, 25].

Another way of realizing a quadrupole–dipole transform is based on shape-
engineered metal nanostructures, which are the principal concern of this chapter.
In previous work, we have numerically shown that two metal nanostructures can
be designed to exhibit far-field radiation only when their shapes are appropriately
configured and when they are closely stacked [21,26]. As discussed in detail below,
here we can also find a quadrupole–dipole transform in the sense that individual
single planes of the nanostructures work as quadrupoles, but they behave as a
dipole when two planes of the nanostructures are appropriately configured. In the
following, we discuss the shape design of the nanostructures and their experimental
fabrication, and we describe optical characterization of the quadrupole–dipole
transform.

24.3.3 Nanophotonic Matching

We demonstrate that two nanostructures can be designed to exhibit far-field radiation
only under the condition that the shapes of the two structures are appropriately
combined and closely stacked. This function of the two nanostructures can be
regarded effectively as a lock and a key, because only an appropriate combination
of a lock and a key yields an output signal, namely, far-field radiation [21, 27].
Figure 24.3 shows a schematic diagram of the nanophotonic matching system based
on this function.

We design two nanostructural patterns, called Shape A and Shape B hereafter, to
effectively induce a quadrupole–dipole transform via optical near-field interactions.
Shape A and Shape B are designed as rectangular units on the xy-plane with
constant intervals horizontally (along the x-axis) and vertically (along the y-axis),
respectively. When Shape A is irradiated with x-polarized light, surface charges
are concentrated at the horizontal edges of each of the rectangular units. The
relative phase difference of the oscillating charges between the horizontal edges
is � , which is schematically represented by C and � marks in Fig. 24.3. Now,
note the y-component of the far-field radiation from Shape A, which is associated
with the charge distributions induced in the rectangle. Drawing arrows from the C
marks to the � marks along the y-axis, we find that adjacent arrows are always
directed oppositely, indicating that the y-component of the far-field radiation is
externally small. In other words, Shape A behaves as a quadrupole with regard to
the y-component of the far-field radiation. It should also be noted that near-field
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Fig. 24.3 Schematic diagram of nanophotonic matching system. The function is based on a
quadrupole–dipole transform via optical near-field interactions, and it is achieved through shape-
engineered nanostructure and their associated optical near-field interactions

components exist in the vicinity of the units in Shape A. With this fact in mind,
we put the other metal nanostructure, Shape B, on top of Shape A. Through the
optical near-fields in the vicinity of Shape A, surface charges are induced on Shape
B. What should be noted here is that the arrows connecting the C and � marks
along the y-axis are now aligned in the same direction, and so the y-component of
the far-field radiation appears; that is, the stacked structure of Shape A and Shape B
behaves as a dipole. Also, Shape A and Shape B need to be closely located to invoke
this effect since the optical near-field interactions between Shape A and Shape B are
critical. In other words, a quadrupole–dipole transform is achieved through shape-
engineered nanostructure and their associated optical near-field interactions.

In order to verify this quadrupole–dipole transform mechanism brought about
by shape-engineered nanostructure, we numerically calculated the surface charge
distributions induced in the nanostructures and their associated far-field radiation
based on a finite-difference time-domain (FDTD) electromagnetic simulator (Poynt-
ing for Optics, a product of Fujitsu, Japan). Figure 24.4a schematically represents
the design of (i) Shape A only, (ii) Shape B only, and (iii) a stacked structure of
Shape A and Shape B, which consist of arrays of gold rectangular units. The length
of each of the rectangular units is 500 nm, and the width and height are 100 nm. As
the material, we assumed a Drude model of gold with a refractive index of 0.16 and
an extinction ratio of 3.8 at a wavelength of 688 nm [28].

When irradiating these three structures with continuous-wave x-polarized input
light at a wavelength of 690 nm, the lower figures in Fig. 24.4a show the induced
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Fig. 24.4 (a) Specifications of the three types of nanostructures used in numerical evaluation of
the conversion efficiency based on the FDTD method and corresponding surface charge density
distributions induced in each nanostructure. (i) Shape A only, (ii) Shape B only, and (iii) a
stacked structure of Shapes A and B. (b) Calculated performance figure of the quadrupole–
dipole transform, namely, polarization conversion efficiency, with the three types of nanostructures.
(c) Selective comparison at a wavelength of 690 nm

surface charge density distributions (simply called surface charge hereafter) ob-
tained by calculating the divergence of the electric fields. For the Shape A-only
structure (bottom left in Fig. 24.4a), we can find a local maximum and local
minimum of the surface charges, denoted by the C and � marks. When we draw
arrows from the C marks to the � marks between adjacent rectangular units, as
shown in Fig. 24.3, we can see that the arrows are always directed oppositely
between the adjacent units, meaning that the Shape A-only structure behaves as
a quadrupole for the y-component of the far-field radiation. For the Shape B-only
structure (bottom center in Fig.24.4a), the charges are concentrated at the horizontal
edges of each of the rectangular units, and there are no y-components that could
contribute to the far-field radiation. The lower-right figure in Fig. 24.4a shows the
surface charge distributions induced in Shape B when it is stacked on top of Shape
A. We can clearly see that the charges are induced at the vertical edges of each of
the rectangular units, and they are aligned in the same direction. In other words, a
dipole arrangement is accomplished with respect to the y-component, leading to a
drastic increase in the far-field radiation.
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One of the performance figures of the quadrupole–dipole transform is

Iconv D Iy�OUT=Ix�IN; (24.2)

where Ix�IN and Iy�OUT represent the intensities of the x-component of the incident
light and the y-component of the radiated light, respectively. When we radiate
a short optical pulse having a differential Gaussian form whose width is 0.9 fs,
corresponding to a bandwidth of around 200–1,300 THz, Fig. 24.4b shows Iconv as
a function of the input light wavelength, and Fig. 24.4c compares Iconv specifically
at 690 nm. Iconv appears strongly with the stacked structure of Shapes A and B,
whereas it exhibits a small value with Shape A only and Shape B only. We can
clearly observe the quadrupole–dipole transform in the optical near-fields as the
change of Iconv in the optical far-fields.

24.3.4 Experimental Demonstration

In the experiments, we fabricated structures consisting of Shape A only, Shape B
only, and Shape A and Shape B stacked. Although the stacked structure should
ideally be formed by combining the individual single-layer structures, in the
following experiment, the stacked structure was integrated in a single sample as
a solid two-layer structure to avoid experimental difficulty in precisely aligning the
individual structures mechanically. The fabrication process was as follows.
1. Espacer 300Z and resist solution 2EP-520A were spin coated at a thickness of

350 nm on a sapphire substrate to be subjected to electron-beam lithography.
2. The first layer (Shape A) was fabricated by EB lithography, and an Au layer was

vacuum evaporated to a thickness of 100 nm.
3. The Espacer layer and EB resist layer (2EP-520A) were removed by lift-off with

2EP-A and acetone. Then an SiO2 layer was sputtered to a thickness 200 nm to
form a gap layer between the first and second layers.

4. The second layer (Shape B) was fabricated in a similar manner to the above
processes.
Figure 24.5 schematically represents cross-sectional profiles of these fabrication

processes, where (i) Shape A-only structures are fabricated in the first layer,
(ii) Shape B-only structures are fabricated in the second layer, and (iii) stacked
structures have Shapes A and B in the first and second layers, respectively. The
lower images in Fig. 24.5 also show scanning electron microscopy (SEM) images
of fabricated samples of types (i), (ii), and (iii). Because the stacked structure
was fabricated as a single sample, the gap between Shape A and Shape B was
fixed at 200 nm.

The performance of the quadrupole–dipole transform, in terms of the polarization
conversion efficiency Iconv given by Eq. 24.2, was experimentally evaluated by
radiating x-polarized light on each of the areas (i), (ii), and (iii) and measuring the
intensity of the y-component in the transmitted light. The light source was a laser
diode with an operating wavelength of 690 nm. Two sets of Glan–Thompson prisms
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Fig. 24.5 Schematic
diagram of the fabrication
process of the two-layer
nanostructure. The stacked
structure was integrated in a
single sample as a solid
two-layer structure to avoid
experimental difficulty in
precisely aligning the
individual structures
mechanically

(extinction ratio 10�6) were used to extract the x-component for the input light and
to extract the y-component in the transmitted light. The intensity was measured by
a lock-in controlled photodiode. The position of the sample was controlled by a
stepping motor with a step size of 20�m.

Figure 24.6a shows Iconv as a function of the position on the sample, where
Iconv exhibited a larger value specifically in the areas where the stacked structure
of Shapes A and B was located, which agrees well with the calculated result shown
in Fig. 24.4c.

The conversion efficiency with the Shape B-only structure is slightly larger than
that with the Shape A-only one, as shown in Fig. 24.6a, which exhibits opposite
behavior from that obtained in the simulation shown in Fig. 24.4c. Also, the
magnitude of the increase in conversion efficiency from the stacked structure of
Shapes A and B is not so large compared with that predicted by the simulation in
Fig. 24.4c. We attribute these effects mainly to the unintended inhomogeneity of the
shapes and layout of the experimental devices, as indicated in the SEM images in
Fig. 24.5. Slight rotational misalignment between the irradiated light and the device
under study and other factors could also be involved.

Although Iconv was larger at the stacked structure, the signals fluctuated within
the corresponding area. This was due to the variance of the misalignment between
the first layer (Shape A) and the second layer (Shape B), as observed in the SEM
images shown in Fig. 24.6b. From Fig. 24.6b, we can see that Iconv was larger when
the misalignment between Shape A and Shape B was minimized. The variance of
the misalignment was presumably due to drift effects in the lithography process
during fabrication.
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The alignment tolerances were further analyzed as shown below. From the
SEM images in Fig. 24.6b, horizontal and vertical misalignments were respectively
evaluated as �x and �y shown in Fig. 24.7a. Figure 24.7b, c respectively show
Iconv as a function of the horizontal and vertical misalignments. Solid lines
represent calculated results, and the left-hand axis and right-hand axis represent
the conversion efficiency of the experimental and calculated results, respectively.
Although the absolute values of the efficiency were different between the exper-
iments and simulations, they showed similar dependence on the misalignment. If
we define the alignment tolerance as the maximum misalignment that yields 10 %
of the maximum efficiency, the horizontal and vertical alignment tolerances are
respectively estimated to be about 150 and 200 nm.

In order to analyze the gap dependency of the conversion efficiency, other
samples were also fabricated. As shown in Fig. 24.7d, the thicknesses of the SiO2

gap layer between the first and second layers were 143, 216, and 363 nm. As shown
in Fig. 24.7e, the conversion efficiency decreased as the gap between the layers
increased, which also validates the principle of the quadrupole–dipole transform that
requires optical near-field interactions between closely arranged nanostructures.
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interactions between closely arranged nanostructures

24.3.5 Outlook

Here, we make a few remarks regarding the quadrupole–dipole transform demon-
strated in this study. We can engineer many more degrees of freedom on the
nanometer scale while using far-field radiation for straightforward characterization.
For practical use, on the other hand, more precise fabrication of nanostructures
and more precise alignment between the two layers are necessary. Optical near-
field lithography would be one solution for the mass production of large-area
nanostructures [29, 30]. As for alignment, use of microelectro mechanical systems
(MEMS) technologies [31] would be one option to resolve the alignment difficulties.
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From a system perspective, the quadrupole–dipole transform can be regarded as
a kind of mutual authentication or certification function of two devices, meaning
that the authentication of Device A (with Shape A) and Device B (with Shape B)
is achieved through the quadrupole–dipole transform. Because such fine nanostruc-
tures are difficult to falsify, the vulnerability of a security system based on this
technology is expected to be extremely low.

Another relevant issue is to seek more general theories that account for the
relationship between the shapes and layout of nanostructures and their associated
hierarchical optical properties at the subwavelength scale [32]. Dependence on the
internal structures of the materials could be exploited [22]. Also, the dependence
on operating wavelength and other physical quantities [33] could be understood
possibly in a unified manner. We will explore these issues in future work.

24.4 Nanophotonics-Induced Phase Transition as
Magnified-Transcription

24.4.1 Magnified-Transcription of Optical Near-Fields

Here we describe magnified-transcription of optical near-fields, whereby their
effects are spatially magnified so as to be detected in optical far-fields [34].
Figure 24.8 shows a schematic diagram that represents the basic concept of
parallel retrieval based on magnified-transcription. Generally, the 2D distribution
of optical near-fields in the vicinity of the surface of a nanostructure in response
to far-field light irradiation can be measured by one-dimensional scanning of
an optical near-field probe tip, as shown in the upper half of Fig. 24.8. The
idea of the work presented here is to spatially magnify the distribution of op-
tical near-fields so that their effects can be detected in optical far-fields, as
schematically shown in the lower half of Fig. 24.8. In other words, we transcribe
the optical near-field distribution to another layer with a certain magnification
factor.

The process of transcription is crucial for the implementation of this concept, and
it should originate from the physical attributes associated with the material used.
In our proposal, it is necessary to spatially magnify an optical near-field from the
nanometric scale to the sub-micrometer scale in the resultant transcribed pattern so
that it is observable in the optical far-field. It turns out that the magnification factor
in the transcription should be 10–100. Once the spatial pattern is detectable in the
far-field, various concepts and technologies common in parallel processing will be
applicable, such as fully [35] parallel processing, so-called smart pixels, or parallel
processing VLSI devices [36].

Several properties of optical near-field sources and transcription media can affect
the transcription of spatial patterns. Therefore, it can be said that our proposal
retrieves not only the existence or nonexistence of optical near-fields but also several
of their characteristics, such as energy transfer [37] and hierarchy [38]. From this
point of view, our proposal is fundamentally different from other recording and
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of an optical near-field from the nanometric scale to the sub-micrometer scale in the resultant
transcribed pattern so that it is observable in the optical far-field

retrieving methods, including near-field holography [39], which is concerned only
with structural changes in the media.

24.4.2 Photoinduced Phase Transition

A photoinduced phase transition has been observed in several cyano-bridged metal
complexes [40]. They exhibit bistable electronic states at room temperature. The
energy barrier between these bistable states maintains a photoproduced state even
after photo-irradiation is terminated. Also, the state can easily be reset either via
optical irradiation or temperature control. Moreover, typical phase transitions are
excited in a cascaded manner, meaning that they exhibit high quantum efficiencies.

Concerning the applicability of these features of cyano-bridged metal complexes
to the transcription discussed previously, we chose rubidium manganese hexacyano-
ferrate [41] as a suitable material for the transcription medium. Compounds in
this series show a charge-transfer phase transition from MnII (S = 5/2)-NC-FeIII

(S = 1/2) as the high-temperature (HT) phase to MnIII(S = 2)-NC-FeII (S = 0) as the
low-temperature (LT) phase [42, 43]. The LT phase is a ferromagnet because of
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Fig. 24.9 (a) Schematic illustration of the visible-light-induced reversible photo-magnetic effect
in rubidium manganese hexacyanoferrate. The charge-transfer phase transition is accompanied
by a structural change from a cubic to a tetragonal structure due to Jahn–Teller distortion
of MnIII. (b) Observed SEM images of rubidium manganese hexacyanoferrate in the single-
crystal state

ferromagnetic coupling between the MnIII sites (S = 2 at the MnIII sites), but the
PI phase, which has a similar valence state to the HT phase, is an antiferromagnet
(S = 5/2 at the MnII sites and S = 1/2 at the FeIII sites). Figure 24.9a shows the scheme
for reversible charge transfer between the MnIII-NC-FeII and MnII-NC-FeIII states
and the spin ordering for the LT and HT phases. This charge-transfer phase transition
is accompanied by a structural change from a cubic to a tetragonal structure due to
Jahn–Teller distortion of MnIII. The maximum value of the quantum efficiency of
this type of material has been found to be more than 30 [44].

In their typical optical characterizations, these materials are prepared in bulk
form. However, for our transcription purposes, especially for the proof-of-principle
experiments shown earlier, it is important to spatially distribute these materials
so that we can evaluate the optical responses individually from each material.
Therefore, in this chapter, we mixed the materials with a dispersant based on an ester
surfactant and dispersed the materials as single crystals in the solution. SEM images
of single crystals are shown in Fig. 24.9b. The mean size of the single crystals was
1�m (horizontal) � 1 �m (vertical) � 500 nm (thick).

24.4.3 Experimental Demonstrations

For experimental confirmation of the photoinduced phase transition, we first
measured microscopic optical responses of these single crystals on a sapphire
substrate. Figure 24.10a shows the experimental setup. A green laser light source,
emitting light at a wavelength of 532 nm with a power density of 45 mW=cm2, was
employed for inducing the phase transition from the LT phase to the HT phase [41].
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The optical responses of the materials were obtained by a CCD camera (Apogee,
Alta U260) before and after 60 min of irradiation. In the characterization processes,
the materials were irradiated with a halogen lamp. We alternately inserted three
types of band-pass filters to evaluate the spectral responses before and after
irradiation. The center wavelengths (CWTs) of the band-pass filters were 650, 550,
and 440 nm, and the bandwidth of each filter was 20 nm.

To compare the differences in the images observed before and after irradiation,
we calculated average pixel values in the horizontal direction and plotted each value
along the vertical direction. Figure 24.10b shows the difference of the two results,
before and after the irradiation. The shaded area in the profiles corresponds to the
laser-irradiated area. We can clearly observe the change of the response at each
wavelength, in particular at the wavelengths of 440 and 650 nm, in the irradiated
area, whereas the responses remained unchanged in the unirradiated area. Such
changes in the optical response correspond to changes of the dielectric constant
found in previous research with bulk materials [41]. The results indicate that the
phase transition of each single crystal could be successfully observed as a change of
optical response at an appropriate wavelength.

To experimentally demonstrate the transcription of optical near-fields with
the materials introduced previously, we employed an NOM setup, as shown in
Fig.24.11a. It was operated in an illumination–collection setup using an optical fiber
probe with a tip radius of 50 nm. A change in the material was induced by laser
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light with a wavelength of 532 nm (L1). The optical responses from the samples
were evaluated microspectroscopically using laser illumination with a wavelength
of 635 nm (L2). The power of L2 was kept as low as possible in order to avoid
any unintended transitions during observation. The fiber probe tip was positioned
close to the target crystal only when L1 was radiated for inducing a transition in the
sample. Scattered light from the sample was detected with a photomultiplier tube
(PMT) via a fiber probe, and an optical image was constructed from the detected
signal. The spatial distributions evaluated with L2 illumination were obtained before
and after 15-min irradiation with L1. From these distributions, we compared the
differences; Fig. 24.11b shows the results. The detected signal intensity in the near-
fields was obviously increased by the L1 irradiation.

Furthermore, for numerical proof, we simulated the difference of the optical re-
sponse between the LT- and HT-phase materials using FDTD-based electromagnetic
simulation. As shown in Fig. 24.11c, a nanometric scanning probe with a radius of
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50 nm and an illumination light source with an operating wavelength of 635 nm were
also included in the calculation model. The electric field intensity was evaluated at
the surface of each material. The results are shown in Fig.24.11d. The power density
at the surface of the HT-phase material was much stronger than that of the LT-phase
material. This change is similar to the NOM result in Fig. 24.11b. These results also
indicate that the increase of scattered light intensity is attributed to the structural
change in the rubidium manganese hexacyanoferrate material. From these results,
we believe that we have successfully demonstrated the fundamental principle of
the transcription of optical near-fields at the scale of a single crystal by using a
nanometric fiber probe.

24.4.4 Outlook

We described the concept of transcription of optical near-field distributions for
parallel nanophotonic processing, and we experimentally demonstrated its principle
with nanometric light irradiation of a single crystal of a metal complex exhibiting
a structural change that affects the change in its optical response. Specifically,
rubidium manganese hexacyanoferrate was employed as the transcription medium,
and we experimentally confirmed that the phenomenon could be induced on the
scale of a single crystal. The transcription of optical near-fields that we demon-
strated here will be one of the key techniques for implementing proposed parallel
nanophotonic processing systems.

These processes are valuable system-level functions for implementing nano-
metric processing systems. Further advances, including the introduction of post-
processing after the transcription and developing an original coding theorem that
utilizes several features of nanophotonics, might yield highly integrated, real-time
information processing at the scale of optical near-fields.

24.5 Nanophotonic Hierarchical Hologram

24.5.1 Background

Many anti-counterfeiting techniques have been proposed in the fields of security
and product authenticity verification [45]. Optical techniques, which represent
one kind of anti-counterfeiting, are well established; for instance, confidential
information can be hidden in any of the physical attributes of light, such as phase,
wavelength, spatial frequency, or polarization [46–48]. For example, holography,
which generates natural three-dimensional images, is the most common anti-
counterfeiting technique [49]. In the case of a volume hologram, the surface of the
hologram is ingeniously designed into a complicated structure that diffracts incident
light in a specific direction. A number of diffracted light beams can form an arbitrary
three-dimensional image. Because these structures are generally recognized as being
difficult to duplicate, holograms have been widely used in the anti-counterfeiting
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of bills, credit cards, etc. However, conventional anti-counterfeiting methods based
on the physical appearance of holograms are less than 100 % secure [50]. Although
they provide ease of authentication, adding another security feature without causing
any deterioration in the appearance is quite difficult.

Existing optical devices and systems operate based on several phenomena of
propagating light. However, the performance is generally limited by the diffraction
of light [51]. Reducing the physical scale beyond the scale of the optical wavelength
is difficult. The critical dimension of a conventional hologram is also bounded by
the diffraction limit, because the function of a conventional hologram is based on
the diffraction of light.

However, with advances in nanophotonics, especially in systems utilizing optical
near-field interactions, optical devices and systems can be designed at densities be-
yond those conventionally constrained by the diffraction limit of light [52]. Several
nanophotonic device structures and operating principles based on optical near-field
techniques have been proposed [1, 53]. Because several physical parameters of
propagating light are not affected by nanometric structures, conventional optical
responses in the far-field also are not affected by these structures. Essentially, this
means that another functional hierarchical level in the optical near-field regime can
be added to conventional optical devices and systems without any loss of the primary
quality, such as reflectance, absorptance, refractive index, or diffraction efficiency.
Here we focus on an embossed hologram as such a conventional optical device. We
demonstrated our concept by utilizing a nanophotonic hierarchical hologram that
works in both optical far- and near-fields [54].

Moreover, we propose embedding a nanophotonic code, which is physically
a subwavelength-scale shape-engineered metal nanostructure, in the hierarchical
hologram to implement a near-mode function [55]. The basic concept of the
nanophotonic code and fabrication of a sample device are described. In particular,
since our proposed approach involves embedding a nanophotonic code within the
patterns of the hologram, which is basically composed of one-dimensional grating
structures, it yields clear polarization dependence compared with the case where
it is not embedded within the hologram or arrayed structures. There are also other
benefits with the proposed approach: A major benefit is that we can fully utilize the
existing industrial facilities and fabrication technologies that have been developed
for conventional holograms, yet adding novel new functionalities to the hologram.

24.5.2 Basic Concept

A nanophotonic hierarchical hologram can be created by adding a nanometric
structural change to a conventional embossed hologram. Figure 24.12 shows the
basic composition of the hierarchical hologram.

The physical scales of the nanometric structural changes and the elemental
structures of the hologram are less than 100 nm and larger than 100 nm, respectively.
In principle, a structural change occurring at the subwavelength scale does not affect
the optical response functions, which are dominated by propagating light. Therefore,
the visual aspect of the hologram is not affected by such a small structural change on
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the surface. Additional data can thus be written by engineering structural changes
in the subwavelength regime so that they are only accessible via optical near-field
interactions (we call such information retrieval near-mode retrieval) without having
any influence on the optical responses obtained via the conventional far-field light
(what we call far-mode retrieval). By applying this hierarchy, new functions can be
added to conventional holograms.

In actual use of the hierarchical hologram, we needed to demonstrate that a
nanometric structural change does not affect the optical response in the far-mode
retrieval. At the same time, an obvious change must be observed in the near-mode
retrieval. To verify this, 500-nm-pitch Si diffraction gratings, in which nanometric
depressions were embedded in the grid structures as near-mode data, were fabricated
by using electron-beam(EB) lithography. A single isolated depression and multiple
periodic depressions were embedded in each grating, as shown in Fig. 24.13a,
b, respectively. The size of each depression was less than 50 nm. The fabricated
diffraction gratings were illuminated by the light from a He–Ne laser (� D 633 nm),
and the intensity of each diffracted beam was measured. Figure 24.13c shows the
diffracted light pattern from the grating with periodic depressions. Large regular
diffraction spots due to the grid structure and a number of tiny spots due to
the periodic depressions were observed in the diffraction pattern. The diffraction
efficiencies of each order of diffraction spots for each grating, calculated from
the measured optical intensity of each spot, are shown in Fig. 24.13d. The first-
order diffraction efficiencies of a grating with no embedded depressions, the grating
with the isolated depression, and the grating with the periodic depressions were
9.8, 9.7, and 10.3 %, respectively, showing a relative difference of less than 10 %
between gratings with and without embedded depressions. No large differences
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were evident in the other diffraction orders either. This result shows that embedding
the nanometric fabricated structures did not have a large effect on the function of
conventional optical devices, that is, on their far-mode retrieval.

24.5.3 Nanophotonic Code

Our nanophotonic code is defined by induced optical near-fields, which are gen-
erated by irradiating a nanometric structure with light. An optical near-field is a
non-propagating light field generated in a space extremely close to the surface
of a nanometric structure [37]. Because the light distribution depends on several
parameters of the structure and the retrieval setup, various types of coding can
be considered. Moreover, several novel features of nanophotonics, such as energy
transfer [23] and hierarchy [38], may be exploited.

As shown in Fig. 24.14, we created a sample device to experimentally
demonstrate the retrieval of a nanophotonic code within an embossed hologram.
As indicated, we could observe a three-dimensional image of the earth from the
device as overt function of the hierarchical hologram. The entire device structure,
whose size was 15 � 20mm, was fabricated by electron-beam lithography on a
Si substrate, followed by sputtering a 50-nm-thick Au layer. More specifically, our
prototype device was essentially based on the design of Virtuagram R

�, developed by
Dai Nippon Printing Co., Ltd., Japan, which is a high-definition computer-generated
hologram composed of binary-level one-dimensional modulated gratings. Within



24 Probe-Free Nanophotonic Systems 931

5 μm

Hologram view
based on propagating light

Nanophotonic code
based on Optical near-fields

Overtness

Covertness

Information
hierarchy Embeddment of nanometric structures

Fig. 24.14 Fabrication of a nanometric structure for a nanophotonic code within the embossed
structure of Virtuagram R

� and SEM images of various designed patterns serving as nanophotonic
codes. Signal of nanophotonic code can be induced by interactions between surface structures of
hierarchical hologram and tip of scanning probe

the device, we slightly modified the shape of the nanostructure so that near-mode
information was accessible only via optical near-field interactions between surface
structures of hierarchical hologram and tip of scanning probe. We call such embed-
ded information represented by distribution of optical near-fields as nanophotonic
codes. The unit size of the nanophotonic codes ranged less than 200 nm.

Note that the original hologram was composed of arrays of one-dimensional
grid structures, spanning along the vertical direction in Fig. 24.14. To embed
the nanophotonic codes, the grid structures were partially modified in order to
implement the nanophotonic codes. Nevertheless, the grid structures remained
topologically continuously connected along the vertical direction. On the other
hand, the nanophotonic codes were always isolated from the original grid structures.
Those geometrical characteristics produce interesting polarization dependence,
which is discussed in detail in Sect. 24.5.4.

24.5.4 Numerical Evaluations

First, electric fields at the surface of nanometric structures were numerically
calculated by the FDTD method. As shown in Fig.24.15a, d, two types of calculation
models were created in order to examine polarization dependencies in retrieving the
nanophotonic code. The nanophotonic code was represented by a square-shaped Au
structure whose side length was 150 nm and whose depth was 100 nm, shown near
the center in Fig. 24.15a, d.

As shown in Fig.24.15a, the square-shaped structure was embedded in a periodic
one-dimensional wire-grid structure, whose pitch was 150 nm, which models the



932 N. Tate et al.

150 nm

150 nm

x

y

150 nm

100 nm

250 nm

x

y

d

f

e

a

c

b

Fig. 24.15 (a) Calculation model of embedded nanophotonic code with environmental structures
and calculated intensity distribution of electric field produced by (b) x-polarized input light and
(c) y-polarized input light. (d) Calculation model of isolated nanophotonic code and calculated
intensity distribution of electric field produced by (e) x-polarized input light and (f) y-polarized
input light

typical structure of an embossed hologram. As shown in Fig. 24.15d, on the other
hand, the square-shaped structure, whose size was the same as that in Fig. 24.15a,
was not provided with any grid structure. By comparing those two cases, we can
evaluate the effect of the environmental structures around the nanophotonic code.
Also, we chose the square-shaped structure that is isotropic in both the x and y
directions in order to clearly evaluate the effects of environmental structures and
ignore the polarization dependency originating in the structure of the nanophotonic
code itself. Periodic-conditioned computational boundaries were located 1.5�m
away from the center of the square-shaped structure. The wavelength was set
to 785 nm.

Figure 24.15b, e and c, f show the electric field intensity distribution on the
surface of the structure assuming x-polarized and y-polarized input light irradiation,
respectively. We then investigated how the environmental structures affected the
electric fields in the vicinity of the nanophotonic code and the influence of input
light polarization. For such purposes, we first evaluated the average electric field
intensity in the area of the nanophotonic code, denoted by hI isignal, and that in the
area including the surrounding areas, denoted by hI ienv. More specifically, hI isignal
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represents the average electric field intensity in the 0:6 � 0:6�m area covering the
nanophotonic code, as shown by the dotted square in Fig. 24.16a, whereas hI ienv

indicates that in the 2:5 � 2:5�m area marked by the dashed square in Fig. 24.16a.
Figure 24.16b summarizes the calculated hI isignal and hI ienv, respectively shown by
the left and right bars.

We first investigated the polarization dependencies. In the case of the nanopho-
tonic code embedded in environmental periodic structures, evident polarization
dependency was observed for both hI isignal and hI ienv. For example, hI isignal with
x-polarized input light was about two times larger than hI isignal with y-polarized
input light. On the other hand, the isolated nanophotonic code did not show
any polarization dependency. Figure 24.16c compares the ratio of hI isignal with
x-polarized input light to that with y-polarized input light for the embedded and
isolated structures.

Second, from the viewpoint of facilitating recognition of the nanophotonic code
embedded in the hologram, it is important to obtain a kind of higher visibility for the
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signals associated with the nanophotonic codes. In order to evaluate such visibility,
here we define a figure-of-merit Vnum as

Vnum D hI isignal

hI ienv
� hI isignal (24.3)

which yields a higher value with higher contrast with respect to hI isignal and hI ienv

(indicated by the term hI isignal=hI ienv) and with higher signal intensity (indicated by
hI isignal). Figure 24.16d shows the calculated Vnum in the case of y-polarized light
input to the two types of models. The result indicates that the nanophotonic code
embedded in the environmental structure is superior to that of the isolated code, in
terms of the visibility defined by Eq. 24.3.

We consider that such a polarization dependency and the visibility of nanopho-
tonic codes are based on the environmental grid structures that span along the
vertical direction. The input light induces oscillating surface charge distributions
due to coupling between the light and electrons in the metal. In the present case, the
y-polarized input light induces surface charges along the vertical grids; since the grid
structure continuously exists along the y-direction, there is no chance for the charges
to be concentrated. However, in the area of the embedded nanophotonic code,
we can find structural discontinuity in the grid; this results in higher charge
concentrations at the edges of the embedded nanophotonic code.

On the other hand, the x-polarized input light sees structural discontinuity along
the horizontal direction due to the vertical grid structures, as well as in the areas
of the nanophotonic codes. It turns out that charge concentrations occur not only
in the edges of the nanophotonic codes but also at other horizontal edges of the
environmental grid structures. In contrast to these nanophotonic codes embedded
in holograms, for the isolated square-shaped nanophotonic codes, both x- and
y-polarized input light have equal effects on the nanostructures.

These mechanisms indicate that such nanophotonic codes embedded in holo-
grams could also exploit these polarization and structural dependences, not only for
retrieving near-mode information via optical near-field interactions. For instance,
we could facilitate near-mode information retrieval using suitable input light
polarization and environmental structures.

24.5.5 Experimental Demonstration

In the experimental demonstration, optical responses during near-mode observation
were detected using an NOM. A schematic diagram of the detecting setup is shown
in Fig. 24.17a, in which the NOM was operated in an illumination–collection mode
with a near-field probe having a tip with a radius of curvature of 5 nm. The fiber
probe was connected to a tuning fork. Its position was finely regulated by sensing a
shear force with the tuning fork, which was fed back to a piezoelectric actuator. The
observation distance between the tip of the probe and the sample device was set at
less than 50 nm. The light source used was an LD with an operating wavelength of
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785 nm, and scattered light was detected with a PMT. A Glan–Thompson polarizer
(extinction ratio 10�6) selected only linearly polarized light as the radiation source,
and a half-wave plate (HWP) rotated the polarization.

Figure 24.17b summarizes the experimental results obtained in retrieving
nanophotonic codes which were not embedded in the hologram. In this
demonstration, different shapes of nanophotonic codes were formed at the positions
marked by the dashed circles in Fig. 24.17b. For the first step of our demonstration,
the device was irradiated with randomly polarized light by removing the polarizer
from the experimental setup. Clear near-field optical distributions that depended on
the structures of the nanophotonic codes were obtained.

Figures 24.18 and 24.19 show other retrieved results of nanophotonic codes that
were embedded in the hologram and not embedded in the hologram, respectively,
using a linearly polarized radiation source. Figure 24.18a, b respectively show
observed NOM images of the nanophotonic code embedded in the hologram
with a standard polarization (defined as 0-degree polarization) and 60-degree-
rotated polarization. Figure 24.18c summarizes the NOM images obtained with
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Fig. 24.18 Observed NOM images of optical intensity distributions of retrieved nanophotonic
code embedded in environmental structures with (a) standard polarization and (b) polarization
rotated by 60 degree, and (c) NOM images observed by radiating light with various polarizations

input polarizations rotated by 0 degree to 180 degree at 20-degree intervals.
Also, Fig. 24.19a–c show the NOM images of the nanophotonic code which
was not embedded in the hologram. As is evident, in the case of the nanopho-
tonic code embedded in the hologram, clear polarization dependence was ob-
served; for example, from the area of the nanophotonic code located in the
center, a high-contrast signal intensity distribution was obtained with polarizations
around 80ı.

To quantitatively evaluate the polarization dependency of the embedded
nanophotonic code, we investigated two kinds of intensity distribution profiles
from the NOM images observed. One is a horizontal intensity profile along the
dashed line in Fig. 24.20a, which crosses the area of the nanophotonic code,
denoted by I.x/, where x represents the horizontal position. The other was also
an intensity distribution as a function of horizontal position x; however, at every
position x, we evaluated the average intensity along the vertical direction within a
range of 2.5�m, denoted by hI.x/ienv, which indicates the environmental signal
distribution. When a higher intensity is obtained selectively from the area of the
nanophotonic code, the difference between I.x/ and hI.x/ienv can be large. On
the other hand, if the intensity distribution is uniform along the vertical direction,
the difference between I.x/ and hI.x/ienv should be small. Thus, the difference
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between I.x/ and hI.x/ienv indicates the visibility of the nanophotonic code.
We define an experimental visibility Vexp as

Vexp D
X
x

ˇ̌
I.x/ � hI.x/ienv

ˇ̌
: (24.4)

Figure 24.20b shows Vexp as a function of input light polarization based on the
NOM results shown in Figs. 24.18c and 24.19c. The nanophotonic code embedded
in the hologram exhibited much greater polarization dependency, as shown as “in
a hologram” in Fig. 24.20b, where the maximum Vexp was obtained at 80ı input
polarization, whereas only slight polarization dependency was observed with the
isolated nanophotonic code, as shown as “w/o a hologram” in Fig. 24.20b. Such
polarization dependence in retrieving the nanophotonic code agrees well with the
results of the simulations in Fig. 24.15.

24.5.6 Hierarchical Security System

Presently, we are discussing an implementation of a hierarchical security system
using artifact-metrics based on optical near-field interactions. Artifact-metrics is a
coined term, generally defined as an automated method of authenticating artifacts
based on a measurable intrinsic characteristic [56]. Unlike general authentication,
in which a device holds secure data and a corresponding reader simply retrieves and
decodes the data, as illustrated in Fig. 24.21a, the feature of our proposal is that the
data observed from our device for authentication is physically dependent on optical
near-field interactions between the device and a reader, which respectively serve
as a nanophotonic code and a retrieval probe, as shown in Fig. 24.21b. This means
that secure data is effectively divided between the device and the reader, physically
guaranteeing their copy resistance and uniqueness.

Figure 24.21c shows a schematic model of our hierarchical security system based
on this concept, in which the presence of specific attackers is assumed. For an
attacker, it is quite difficult to duplicate an authentic device from the observed
data or to estimate accurate observed data from the device, because the observed
data will show drastic variations when using an only slightly different device or
reader. Besides hierarchical holograms, many other experimental demonstrations of
nanophotonics also confirm to this concept.

24.5.7 Outlook

In this section, we described the basic concept of a nanophotonic hierarchical holo-
gram and a nanophotonic code embedded in a hologram as an implementation of a
hierarchical hologram, and we demonstrated its features by numerical simulations,
experimental fabrication of prototype devices, and optical characterization. Our
concept can be applied not only to a hologram but also to any other media, such
as lenses and jewelry. Adding extra functions creates value-added media with only
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a slight impact on the primary functions. However, a trade-off occurs between
the nanometric fabrication conditions (e.g., size and pitch) and the impact on the
primary functions. We are currently investigating these trade-offs for several types
of media in actual use. Moreover, the number of layers can be increased in the near-
mode observation to further extend the hierarchical function. An optical near-field
interaction between multiple nanometric structures produces a characteristic spatial
distribution depending on the size, the alignment, etc. Therefore, various optical
signal patterns can be observed depending on the size of the fiber probe, and another
layer can be added in the near-mode observation [32, 38].

One of the most notable characteristics of our proposed approach is embedding a
nanophotonic code within the patterns of a hologram composed of one-dimensional
grating structures; it yields clear polarization dependence compared with an
isolated nanophotonic code that is not embedded within a grid structure. These
features were successfully demonstrated both numerically and experimentally.
Also, because embedding and retrieval of a nanophotonic code requires highly
advanced technical know-how, this approach can also improve the strength of
anti-counterfeiting measures.

Our results indicated that the environmental structure provides interesting po-
larization dependency and, more interestingly, facilitates the retrieval of near-field
information. In our future research, we may come to understand the relation
between the retrieved optical intensity distributions and the design of the nanometric
structures, including their environmental conditions. Such insights should allow
us to propose, for instance, an optimized strategy for implementing nanophotonic
codes, or a strategy robust to errors that possibly occur in the fabrication and/or
retrieval processes [57]. Moreover, a simpler method for retrieving the nanophotonic
code is required, without using optical fiber probe tips [22]. These aspects are
currently being investigated by the authors.
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24.6 Summary

In this review, we have described the basic concepts and experimental demonstra-
tions of some proposals for probe-free nanophotonics and have demonstrated the po-
tential of nanophotonics for application to far-field systems without using any probe-
scanning method. Probe-free nanophotonics is an innovative proposal for sparking
explosive expansion of the applications of nanophotonics. An important point is
that, if the probe-scanning process can be eliminated, we could adopt nanophotonics
as a fundamental technique for implementing, on the nanometric scale, several of
the parallel processing tasks that have been the subject of fundamental research in
the field of optical computing since the invention of laser technology.

Although the capabilities of classical optical computing have been restricted by
the diffraction limit of light, in the scale from submicron to nanometer, the primacy
of electrical processing over optical processing has not been clearly demonstrated.
This scale is conventionally called the mesoscopic scale, and it is still interesting in
several research fields, such as physics, biology, materials science, and information
science. It is likely that some aspects of our ideas will also need to be discussed
in view of this scale because the extraction of an output from the optical near-
field scale to the optical far-field scale, one of the fundamental processes in our
concept, occurs via an optical mesoscopic scale. In light of this, we strongly expect
that our proposals will lead not only to progress in nanophotonics but also to the
establishment and development of new research fields.
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Abstract
In free space, electrons cannot interact with light waves, because the energy and
momentum conservations are not simultaneously preserved in the interaction.
On the other hand, optical near-fields, that is, evanescent waves with wave
number larger than that of light waves in free space can modulate the energy
and momentum of electrons. Theoretical analyses and experimental results on
the modulation of electrons in optical near-fields have been presented.

25.1 Introduction

Many kinds of electron-beam devices have been developed and utilized in various
scientific areas since the early 1900s [1]. For instance, microwave amplifiers and
oscillators, electron accelerators, and various types of electron microscopes have
made major contributions to establish modern science and technology, such as high-
speed communication, elementary particle physics, and solid-state physics. On the
other hand, most of those for commercial use have been replaced by solid-state
devices due to their power consumption and device size. Beam devices, however,
have several advantages over solid-state devices, such as wider tuning frequency
range and higher output power. Recent advances in vacuum microelectronics [2] and
micromachining technology [3] provide a useful means for realizing small beam
devices. In fact, electron emitters with dimensions of several microns have been
fabricated through semiconductor processes [4].

The operating frequencies of conventional beam devices are usually less than
1THz [5]. Though free-electron lasers can operate at optical frequencies, these
utilize relativistic bunched electron beams with high density for laser action, and
consequently, their device size is huge [6]. Development of lower-energy electron-
beam devices operating at optical frequencies would thus be desirable.

In order to realize compact, convenient beam devices using nonrelativistic
electrons, the interaction mechanism for energy and momentum exchange between
electron and light, including quantum effects, must be carefully studied. Those
studies are also required to develop new microscopic techniques that are able to
investigate the surface state of nanoparticles. For instance, electron-energy-loss
spectroscopy (EELS) [7] is one of those, in which electrons passing in the proximity
of a nanoparticle excite near-fields on its surface and suffer specific energy loss
resulting from the interaction with the fields. Analyses for the energy-loss spectrum
of the electrons bring out useful information about the electronic and optical
properties of the nanoparticle [8].
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In this chapter, energy modulation of nonrelativistic electrons with light waves,
especially with evanescent waves contained in optical near-fields, is discussed.
We shall briefly review in the next section the electron–light interaction effects,
called the Smith–Purcell effect and the Schwarz–Hora effect. In Sect. 25.3, a basic
principle of electron–light interaction is explained in both classical and quantum
terms. In Sect. 25.4, microgap circuits used for the interaction are presented. In
Sect. 25.5, a metal microslit among those circuits is chosen as a potential circuit
to realize the interaction with light waves. The energy modulation of low-energy
electrons with optical evanescent waves in a microslit circuit has been demonstrated
experimentally. The results are presented in Sect. 25.6. In Sect. 25.7, a multiple-slit
circuit structure, that is, a diffraction grating, is treated as an interaction circuit.
Based on the results, we discuss in Sect. 25.8 the possibility of experimental
observation of electron-energy modulation with visible light. Section 25.9 concludes
this chapter.

25.2 Review of Experiments

Low-energy electron-beam amplifiers and oscillators, klystrons, traveling wave
tubes, and backward wave oscillators are mostly for the microwave region. For these
devices, it has been thought that extending their operation to optical frequencies
would be difficult. The reason for this is as follows. In order to obtain signal
gain in the beam devices, the electron beam must be density modulated at a
signal frequency. In the microwave region, density modulation (bunching) is easily
achieved, because the energy of the electrons changes in proportion to the amplitude
of the signal electric field. On the other hand, in the optical region, the electron
energy changes by multiples of the energy of a signal photon. This effect would
prevent a smooth change in beam density, diminishing the signal gain. In 1954,
Senitzky concluded through his theoretical consideration that operation of klystron-
type beam devices is limited to frequencies below submillimeter waves [9]. Contrary
to his theoretical prediction, light emission effects with a nonrelativistic electron
beam have been reported. In this section, two well-known effects, the Smith–Purcell
effect and the Schwarz–Hora effect, are reviewed.

25.2.1 Smith–Purcell Effect

In 1953, Smith and Purcell demonstrated that light was emitted from an electron
beam passing close to the surface of a metal diffraction grating [10]. Figure 25.1
shows the experimental configuration of the Smith–Purcell effect. They observed
that the wavelength of the light could be changed from 450 to 550 nm by adjusting
the initial energy of electrons from 340 to 309 keV. The relationship between the
wavelength � and the electron velocity � is given by
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� cos �
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whereD is the period of the grating, n is the spectral order, ˇ is the electron velocity
normalized to the light speed c, that is, v=c, and � is the angle between the direction
of motion of the electron and the light ray. This equation was derived by them
through a simple Huygens analysis for radiation caused by the periodic motion of
the charge induced on the surface of the grating. This emission of radiation from the
electrons has been also explained in terms of the interaction between the electrons
and evanescent surface waves induced on the grating [11].

Smith and Purcell used relatively high-energy electrons with ˇ � 0:8 for their
experiment. In 1997, Goldstein et al. successfully observed Smith–Purcell radiation
using a lower-energy electron beam with an energy of 27–40 keV, though the
radiation was in the far infrared [12]. After the report by Smith and Purcell, many
researchers proposed various types of beam devices using the Smith–Purcell effect
and its inverse [13], such as the laser-driven grating linac [14, 15] and free-electron
lasers with a grating [16]. Most of those devices have not yet been demonstrated
experimentally in the optical region.

25.2.2 Schwarz–Hora Effect

In 1969, Schwarz and Hora reported that quantum modulation of nonrelativistic
electrons with light had been achieved using a thin dielectric film as an interaction
circuit [17]. Figure 25.2 shows a schematic drawing of their experimental system. In
the experiment, a 50-keV electron beam and an Ar laser (wavelength: � D 488 nm)
were used. The interaction circuit was a SiO2 or Al3O2 film with a thickness of
less than 200 nm. The electron beam passed through the film illuminated with the
10-W laser beam and then hit a nonluminescent screen. They reported that light
of the same color as the laser was emitted from the screen. For the experimental
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parameters used by Schwarz and Hora, the laser produces a maximum electric field
of about 107 V/m in the dielectric film. This field only gives an energy of 2 eV or less
to the electrons in the film. This energy is less than the photon energy, 2:54 eV of
the Ar laser, so that quantum effects might come into play in this interaction. They
claimed that the wave function of coherent electrons was modulated by the light, and
consequently density modulation of the electron beam was achieved [18]. Though
the Schwarz–Hora effect has not yet been reproduced by other experimental groups,
their results have suggested the possibility of new electron-beam devices utilizing
quantum effects.

25.3 Basic Principle

Though the Schwarz–Hora effect has not been confirmed experimentally yet, we
believe that a thin dielectric film could be used as an interaction circuit between
electrons and light. This is because energy and momentum conservation are satisfied
by the interaction [19]. Let us consider the case in which an electron absorbs a
photon. The dispersion relations for the electron and photon are represented by
(Eq. 25.2) and (25.3), respectively, and are illustrated in Fig. 25.3:

We D
p
m0

2c4 C c2pe2; (25.2)

Wp D „! D cpp; (25.3)

where W and p indicate the energy and the momentum, respectively, and the
subscripts e and p stand for electron and photon,m0 is the rest mass of the electron,
c is the speed of light, „ D h=2� , h is Planck’s constant, and ! is the angular
frequency. In the thin dielectric film shown in Fig. 25.2, pe is perpendicular to pp .
Therefore, the increase in electron momentum pe when We increases by Wp is
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Fig. 25.3 Energy–momentum dispersions for a free electron and a photon

Fig. 25.4 Theoretical model
for energy changes of
electrons moving with a
velocity v through an optical
near-field region on an small
object (slit)
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�p D „!
v
; (25.4)

where v is the electron velocity. The interaction between an electron and a photon
in free space does not occur due to this shortage of momentum.

From an evanescent wave theory [20], it is known that localized optical fields
in an area small compared to the wavelength, such as optical near-fields, have
wave components whose momentum is greater than that of free photons. Therefore,
those fields could modulate an electron beam. This argument is supported by the
experimental results in the Smith–Purcell effect described in Sect. 25.2.1, in which
electrons interact with optical evanescent waves induced on the surface of a metal
grating, and coupling to the field gives rise to radiation.

For ease of consideration, let us assume a simple object: a slit of infinite length
in the z direction, as shown in Fig. 25.4. When the slit is illuminated by light with
angular frequency !, an optical near-field is induced on the surface of the slit. The
electric field Ex on the slit can be expressed in terms of its spatial plane-wave
spectrum A and is given by
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Ex.x; t/ D 1

2�

C1Z
�1

A.kx/ exp j.kxx � !t/dkx; (25.5)

where

A.kx/ D
C1Z

�1
Ex.x; t/ expŒ�j.kxx � !t/�dx: (25.6)

When an electron passes through the near-field region with velocity v in the x
direction, the electron suffers an energy loss (or gain)W ,

W D
CL=2Z

�L=2
qEx.x; t/dx; (25.7)

whereL is the interaction length on the slit and q is the electron charge. Substituting
(Eq. 25.5) for Ex into (Eq. 25.7), we obtain

W D q

2�

CL=2Z
�L=2

C1Z
�1

A.kx/ exp j.kxx � !t/dkxdx: (25.8)

Using the relation t D x=v, it follows that

W D q
C1Z

�1
A.kx/

(
L

2�

sin.kx � ke/L2
.kx � ke/L2

)
dkx; (25.9)

where
ke D !=v: (25.10)

The sampling function in (Eq. 25.9) becomes a delta function in the limit L!1:

lim
L!1

(
L

2�

sin.kx � ke/L2
.kx � ke/L2

)
D ı.kx � ke/:

Hence, we have

W D q
C1Z

�1
A.kx/ı.kx � ke/dkx D qA.ke/: (25.11)

From this result, it is seen that an electron with velocity v interacts selectively with
the wave component with wave number ke in the near-field. Since ke is greater than
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the wave number k0 D !=c of light in free space, this wave is evanescent. Since the
momentum of the evanescent wave, „ke , is greater than that of a wave propagating
in free space, energy and momentum conservation are satisfied for the interaction
with electrons. In fact, substituting „ke for �p in (Eq. 25.4), the same expression,
that is, (Eq. 25.10) can be derived.

An analogous treatment of the interaction has been carried out using the
uncertainty principle. When optical fields are localized on a slit with a small width
d , the effective interaction length on the slit is limited, so that an uncertainty exists
in momentum. This additional momentum pc from the slit is approximately

pc � h

d
: (25.12)

When pc > �p, momentum conservation for the interaction can be also satisfied.
From (Eq. 25.4) and (Eq. 25.12), the condition for d is

d < ˇ�: (25.13)

This equation indicates that the requirement for interaction between electrons and
light is not the slit itself, but limitation of the interaction length. More detailed
discussion on the limitation is given in [21]. From (Eq. 25.13), it is seen that for
Schwarz and Hora’s experiment, significant interaction can occur when the film
thickness is less than 200 nm.

25.4 Microgap Interaction Circuits

Three kinds of circuit structures for the interaction between free electrons and
light are presented. The transition rates of electrons in the interaction circuits
are theoretically estimated in quantum mechanical fashion. The results indicate
that measurable signal electrons can be obtained under practical experimental
conditions.

25.4.1 Circuit Configuration

As discussed in Sect. 25.3, localized field distributions are necessary for interaction
with electrons. Figure 25.5 shows three kinds of circuits used in the optical region:
(a) a dielectric film, (b) a metal film gap, and (c) a metal slit. These microgap circuits
localize optical fields in a small gap of width d less than the wavelength.

In Fig. 25.5, the dielectric film is the interaction circuit used by Schwarz and
Hora. The metal film gap is most similar to the conventional microwave circuits used
in klystrons [5]. The metal microslit was proposed as an optical near-field generator
used for the interaction with low-energy electrons [22]. This type of metal microslit
is more suitable than the other gap circuits for measurement of energy exchange
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Fig. 25.5 Schematic
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between free electrons and light and for investigating quantum effects, because there
is not a disturbance such as electron scattering in metal films or dielectric medium.
On the other hand, the near-fields only exist in proximity to the slit surface so that
the interaction space for the electrons is small compared to the other circuits. The
electron–light interaction in the metal microslit is discussed in detail in Sect. 25.5.

25.4.2 Transition Rates of Electrons

The transition rates of electrons in a metal film gap and a thin dielectric film were
theoretically estimated in [22]. The calculation model is shown in Fig. 25.6. The
electron beam passes through the gap and travels in the Cx direction, and the laser
wave propagates in the Cy direction. To simplify the calculation, the following
assumptions were made: (i) the initial velocities of the electrons are identical; (ii)
the propagation modes of the light wave in the metal film gap and the thin dielectric
film are TEM00 and TM01, respectively; (iii) the incident light wave is polarized in
the x direction; (iv) the gap materials have no rf loss; and (v) the electrons interact
only with the light. The transition rate for an electron in the metal film gap was
calculated in accordance with the analyses by Marcuse [23]. The calculated rate
wm is

wm D 2qcˇ2

"0„2!4 iPi sin2
�!d
2v

�
; (25.14)

where i is the electron current density, "0 is the dielectric constant of free space, and
Pi is the power density of the incident light.
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theoretical analysis

In (Eq. 25.14), the value of wm represents the rate at which an electron absorbs
one photon with energy „!. The rate to emit the photon is almost the same as that in
(Eq.25.14). Similarly, it is possible to calculate a transition rate wd for the dielectric
film by quantizing the laser field of the fundamental TM01 propagation mode. The
expression for wd is

wd D qc

�0„2!4 iPi
ˇ̌
ˇ̌ k0kyd

2

2ni 2 cos.kixd=2/

ˇ̌
ˇ̌2

�

ˇ̌̌
ˇ4kixd sin.kixd=2/ cos.!d=2v/� .!d=2v/ cos.kixd=2/ sin.!d=2v/

.kixd/2 � .!d=v/2

ˇ̌̌
ˇ
2

�
k0d

2ni cos.kixd=2/

� 2
C
(
.ky

2 � kix2/
.nikix/2

� ni
2.ky

2 � kex2/
.nekex/2

)

� 1

kixd

2ni 2
tan.kixd=2/

; (25.15)

where
kix

2 C ky2 D .nik0/2;
kex

2 C ky2 D .nek0/2;

jkex j D
�ne
ni

�2
kie tan kixd=2;
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ni and ne are the refractive indices inside and outside the dielectric film, respec-
tively, ky is the wave number in free space in the y direction, and kix and kex are
the wave numbers inside and outside the film in the x direction. From (Eq. 25.14)
and (Eq. 25.15), the transition rates can be estimated as a function of the gap width.
Figure 25.7 shows the calculated results used to find the optimum gap width. The
parameters used in the calculation are ˇ D 0:5, � D 780 nm, ni D 1:45 (SiO2), and
ne D 1. As seen from (Eq. 25.14), wm varies sinusoidally and has the peak at the
gap width satisfying the equation

d D ˇ�.mC 1

2
/; (25.16)

where m is an integer. Substituting ˇ D 0:5 and m D 0 for the first peak, an
optimum gap width of �=4 is obtained. The variation of wm in Fig. 25.7 is different
from the klystron theory in which the maximum value of wm is at d � 0 [5]. The
difference between these comes from the different treatments of photon density in
the gap. The klystron theory assumes that the total number of photons stored in the
gap is constant, but in our treatment, it is assumed that the photon density in the gap
is constant and is determined by the incident laser power.

From Fig. 25.7, it can be seen that for the SiO2 film, the first peak value of wd
is 0:18 times that of wm. The optimum film thickness of 0:38 is also longer than
the optimum width of the metal film gap. In the dielectric film, the laser field is
distributed outside the film as an evanescent wave so that the number of photons
inside the gap is smaller than that for the metal gap. The longer gap width increases
the number of photons inside the dielectric film.

Figure 25.8 shows the calculated transition rates as a function of the light
intensity for the metal film gap and the SiO2 film. These transition rates represent
the probability per unit time of one electron absorbing a photon. In the calculation,
the optimum gap widths of 0:25� and 0:38� were used for the metal film gap
and the SiO2 film, respectively. The other calculation parameters were described
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previously. From Fig. 25.8, it can be seen that the transition rates are 1:1 � 10�2
and 2 � 10�3/s for a power intensity of 106 W/cm2 in the metal film gap and the
SiO2 film, respectively. The power intensity of the laser corresponds to an output
power of 790mW focused onto a 10	m diameter area.

The transition rate just in front of the metal slit is intended to be the same as that
of the metal film gap because the field distribution at the surface of the metal slit is
similar to that in the film gap. The detailed results for the metal slit are derived via
classical theoretical analyses in the next section.

Figure 25.9 shows the evaluated electron transition rates using (Eq. 25.15) for
the experimental conditions described by Schwarz and Hora, that is, an Ar laser
with a power of 10W and a beam diameter of 10	m at � D 488 nm, and
v � 0:4c. The optimum film thickness is about 170 nm, which agrees with the
one used in the experiment, and is also consistent with the theoretical prediction
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given in (Eq. 25.13). Since the electron transition rate is about 2 � 10�3/s, they
probably obtained signal electrons at more than 1;000 particles/s for the electron
beam used. Though it is still not clear whether detection of signal electrons with
a nonluminescent screen is possible or not, the number of signal electrons may be
sufficient to detect the interaction when modern electron detection systems with
high sensitivity are used.

25.5 Theoretical Analyses of a Microslit

Metal microslits can generate near-fields that modulate an electron beam at optical
frequencies. The circuit configuration of microslits is suitable for investigating
energy exchange of electrons with light, because the near-field distribution on the
microslit is precisely determined. In this section, the electron-energy modulation in
the microslits is analyzed theoretically in classical terms [24]. Firstly, optical near-
field distributions on the slit are determined using the method of moments. The
validity of the theory is confirmed by comparing with measured field distributions.
The energy changes of electrons are evaluated numerically through computer
simulation. From the results, the relationship among wavelength, slit width, and
electron velocity is determined.

25.5.1 Near-Field Distributions

In accordance with Chou and Adams’ analysis [25], near-field distributions on a
metal microslit have been calculated using the method of moments. The calculation
model is shown in Fig.25.10. For ease of calculation, it has been assumed that (i) the
metal slit consists of two semi-infinite plane screens with perfect conductance and
zero thickness and (ii) a normally incident plane wave is polarized perpendicular to
the slit in the x direction in which electrons move above the slit.

In order to verify the theory, near-field intensity distributions on a metal slit
were measured using a scaled model of the slit at a microwave frequency of 9GHz
(wavelength � D 33mm). The experimental setup is shown in Fig. 25.11. The
metal slit consists of two aluminum plates with a height of 400mm, a width of
190mm, and a thickness of 1mm. A rectangular horn antenna with an aperture
size of 116 � 157mm was positioned 1;650mm from the slit. This longer distance
assures plane-wave incidence. A small antenna probe detects the electric field in
the x direction, jExj, which is the dominant field for the interaction with electrons.
The antenna probe, with a length of 1:6mm, terminated a thin coaxial cable with a
diameter of 0:8mm connected to a spectrum analyzer.

Figure 25.12 compares (a) the calculated and (b) measured field intensity
distributions of jEx j on the slit. The slit width d was 0:5�. The field intensities
were normalized to jEi

xj measured at x D y D 0 without the slit. In Fig. 25.12,
the shapes of the field distributions for both the theory and the experiment are quite
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similar, though the measured near-field in Fig.25.12b has small ripples. These would
result from interference of waves scattered from the coaxial probe and the slit.

Figure 25.13 shows the calculated and measured field intensities for slits of
different width as a function of the distance from the slit surface y at the center of
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the slit, that is, x D 0. In the results for d D 0:75�, the theory agrees well with the
measurement. When d decreases from 0:75� to 0:12�, deviations of the measured
intensities from the theoretical ones increase mainly due to the probe having a finite
size of about 0:05�. In Fig. 25.13, the smaller the slit width, the steeper the field
decay. The near-fields are localized at a distance within y � d from the surface.
The near-field distributions on the slit are similar to those on small apertures used
as optical near-field probes in scanning near-field optical microscopes [26].
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The variation with slit width of the field intensities at x D y D 0 has been
measured and plotted in Fig.25.14. When the slit width decreases from� to zero, the
field intensity is almost the same as that of the incident wave at widths up to about
0:2� and then quickly increases. The small ripple in the measured curve might be
caused by scattered waves from the coaxial probe as mentioned earlier. The theory
predicts the measured variation of field intensities well. Those results indicate that
the theory is valid, allowing for experimental errors.

25.5.2 Wave-Number Spectrum

As mentioned in Sect. 25.3, an optical near-field contains a number of wave
components with different wave numbers. We now examine the spatial plane wave
spectrum, that is, the wave-number (k) spectrum for the near-field on the slit. Using
(Eq. 25.6), the near-fields in the spatial domain as shown in Fig. 25.12 have been
transformed to those in the k domain. The transformed spectra for the near-fields
Ex at y D 0:01� are shown in Fig. 25.15. The abscissa is the normalized wave
number kx=k0 in the x direction. The amplitudes of the wave components, A, are
normalized to the maximum value in the curve for d=� D 0:76 at kx D 0. The wave
components with kx > k0 in Fig. 25.15 are evanescent waves that cannot propagate
in free space because the wave number ky D .k0

2 � kx2/1=2 in the y direction is
imaginary. As seen from Fig. 25.15, the k spectra spread over large wave numbers
above 6k0 and have several peaks at different wave numbers in the evanescent wave
region. The wave number km where A has a peak shifts toward larger values as d
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decreases from 0:76� to 0:5�. For the first peaks of A in the three spectra, the wave
numbers km=k0 are 1:67, 1:92, and 2:38 for slits with d=� D 0:76, 0:64, and 0:5,
respectively. From the calculation results, it has been found that

km Š 2�

d

�
mC 1

4

�
; (25.17)

where m is an integer. This relationship is utilized to design a microslit circuit with
the optimum width.

25.5.3 Numerical Simulations

Using the theoretical near-field distributions, energy changes of electrons passing
close to the slit surface were estimated through computer simulation. Referring to
Fig. 25.16, electrons with velocity v move in the x direction at distance from the slit
surface yi . All field components in the near-field, that is, electric fields, Ex , E y ,
and a magnetic field, H z, were taken into account for calculation. The total energy
variations of the electrons were determined by integrating small energy changes due
to the Lorentz force over a small distance �x along the electron trajectory. A total
length L of ten times of the slit width was chosen to entirely cover the near-field
region on the slit. In the calculation, a CO2 laser with power density 108 W/cm2 at
� D 10:6	m was assumed as the incident wave. This power density corresponds to
a 10 kW output power focused onto a 100	m diameter area.
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Figure 25.17 shows the calculated energy changes �W of electrons passing
through the same slits shown in Fig. 25.15 with various velocities ˇ between 0:8
and 0:2 at yi D 0:01�. The thick lines indicate �W and the thin lines are for the
k spectra and are the same as those shown in Fig. 25.15. �W is normalized to the
maximum value of the curve for d D 0:76� at ˇ D 0:6. The two abscissas for kx
and ˇ are related by ˇ D k0=kx , that is, (Eq. 25.10).

As seen from the results in Fig. 25.17, �W is proportional to the amplitude
A of the evanescent wave in the near-field on the slit. Those results indicate
that electrons interact with a single evanescent wave among a number of wave
components contained in the near-field. The computer simulation results thus
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support the theoretical predictions described in Sect. 25.3. In Fig. 25.17, when ˇ
decreases, �W changes periodically in accordance with the variation of A, and the
peaks slowly decrease. In the curve for the slit with d=� D 0:64, the peak values
of �W are 0:93 at ˇ D 0:52 and 0:61 at ˇ D 0:28. Those electron velocities
correspond to an initial energy of 88 and 21 keV, respectively. This fact indicates
that the variation of the peaks in the �W curves is small compared to that of the
initial electron energy.

Using (Eq. 25.10) and (25.17), the slit widths dm for the peaks of �W are
given by

dm Š ˇ�.mC 1

4
/: (25.18)

Equation (Eq. 25.18) gives the optimum slit width in the metal microslit. Compar-
ing with (Eq. 25.16), it is seen that dm in the microslit is narrower than in the metal
film gap by ˇ�=4. In the metal film gap, electrons are modulated with a uniform
field at the film gap. Therefore, the difference between the optimum widths would
arise from the difference of the field distributions in the two circuits.

Figure 25.18 shows the calculated �W for various electron velocities as a
function of yi . Slits having the optimum widths dm=� D .0:38; 0:5; 0:62/ for
ˇ D .0:3; 0:4; 0:5/, respectively, were used for calculation. In Fig. 25.18, when
yi increases from zero to 0:5�, �W falls off exponentially to near zero. Since �W
is proportional to the field intensity, these curves represent spatial field distributions
of the evanescent waves interacting with the electrons. From the evanescent wave
theory, the decay constant ˛ of the evanescent wave [27] is given by

˛ D k0
s�

kx

k0

�2
� 1: (25.19)



964 J. Bae et al.

From (Eq. 25.10) and (Eq. 25.19), the decay constants are estimated to be
˛0 D k0 � .3:2; 2:3; 1:7/ for ˇ D .0:3; 0:4; 0:5/, respectively, which agree with
those estimated from the exponential curves shown in Fig. 25.18.

The effective interaction space of the slit can be defined as ye D 1=˛, because
the field intensity of the evanescent wave falls off by e�1. Using (Eq. 25.10) and
(Eq. 25.19), ye is

ye D �

2�

ˇp
1� ˇ2 : (25.20)

This equation indicates that the interaction space in the slit circuit is highly
restricted, particularly for a lower-energy electron beam. The electrons thus must
pass very close to the slit surface in order to obtain significant energy exchange
with the laser beam. From the �W curve for ˇ D 0:5 in Fig. 25.18, it is seen that
the interaction space for � D 10:6	m is about 3	m, where measurable electron-
energy changes of greater than 1 eV are obtained.

25.6 Experiment

This section gives experimental verification to the theory. Experiments have been
performed in the infrared region, where a wider space on a metal microslit
is available for interaction. Electron-energy changes of more than ˙5 eV with a
10-kW CO2 laser pulse at wavelength 10:6	m have been successfully observed for
an electron beam with energy less than 80 keV [28]. The experimental results have
been compared with theoretical predictions.

25.6.1 Experimental Setup

The experimental setup is shown in Fig. 25.19. An electromechanical Q-switched
(EMQ) CO2 laser [29] oscillates in the TEM00 mode and generates output pulses
with maximum peak power 10 kW, width 140 ns, and repetition rate 1 kpps at
� D 10:6	m. The laser beam was focused on the slit surface down to a diameter of
about 200	m using a ZnSe lens. The slit consisted of two polished copper blocks,
and the width was 8:4 	m. The initial energyWi of the electron beam was adjusted
between 40 and 90 keV. A slot aperture in front of the slit confines the beam area on
the slit to 10	m in height and 100	m in width. The electron energy was measured
using a retarding field analyzer [30]. This analyzer passes all the higher-energy
electrons than the filter bias Vf , which is a variable retarding potential.

The pulsed laser output modulates the energy of the electron beam, so that the
electron current through the analyzer varies during the pulse. Electrons passed
the energy analyzer were detected by a secondary electron multiplier (collector)
connected to a gated counter triggered by the laser pulse.
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25.6.2 Electron-Energy Spectrum

Figure 25.20 shows the measured temporal variations of (a) the laser pulse and
(b) the corresponding response from the gated counter for an electron beam with
Wi D 80 keV. The collector current i was 2 pA. The output response was measured
by the counter in box-car averager mode with temporal resolution 20 ns and
integration time 0:5 s. In this experiment, Vf was set to �5:5V so that the counts in
Fig. 25.20 represent the number of electrons gaining energy more than j qVf j from
the laser.

As seen from Fig. 25.20, the shape of the output response is considerably
different from that of the laser pulse. The response time of 380 ns in Fig. 25.20b is
much longer than the laser pulse width of 140 ns. This output response results from
the fact that the number of signal electrons is proportional to the laser field, not to
the power. In Fig. 25.20b, the dotted curve is the theoretical response calculated in
a computer simulation described in Sect. 25.5. In the calculation, the spatial field
distribution on the slit has been taken into account. The calculated counts were
normalized to the measured peak value. It is seen that the theoretical curve agrees
well with the measurement.

Figure 25.21 shows (a) the measured energy spectra of electrons A with and B
without laser illumination, while (b) shows the difference between the two spectra
A–B. The peak power of the laser was 10 kW and Wi D 80 keV. The ordinates are
the output counts from the counter with a gate width of 1:5	s and an integration
time of 10 s. In Fig. 25.21a, the measured spectrum B without laser illumination
shows that our energy analyzer has resolution better than 0:8 eV for an 80 keV
electron beam. The output count decreases gradually as Vf increases from C1 eV,
due to the dispersion of the energy analyzer. When the laser beam irradiates the
electrons, spectrum B becomes spectrum A, with a wider energy spread. Spectrum
A still contains a number of electrons that have not interacted with light. In order to
remove these electrons and the dispersion effect from the measured spectrum A, the
output counts in B were subtracted from those in A. Figure 25.21b thus indicates
the energy spectrum only for electrons that interacted with light. From Fig. 25.21b,
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Fig. 25.20 Measured
temporal variation of (a)
input laser pulse and (b)
output response from a gated
counter for electrons with
Wi D 80 keV at
� D 10:6	m

it is seen that the 10-kW laser beam can give an energy spread of more than ˙5 eV
to the electrons. The experimental results clearly show that using the metal slit, the
energy of the electrons can be modulated with a laser at � D 10:6	m.

Since the energy analyzer passes all higher-energy electrons, it is expected that
for large bias voltages, the output counts with laser illumination should be same
as without. However, as shown in Fig. 25.21b, the count with laser illumination is
slightly less than without, even at Vf > C10V. This might be due to deflection
of the electron beam by the laser illumination. Consequently, a part of the electron
beam has been clipped by the aperture before the collector.

In Fig. 25.21, about 70;000 electrons have passed on the slit, and about 13;000
electrons among them have interacted with the laser beam. Since the height of the
electron beam on the slit is 10	m, this ratio of the signal electrons to the total ones
implies that the interaction space of the slit is about 2	m which agrees with the
theoretical prediction as described in Sect. 25.5.3.
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25.6.3 Modulation with Laser Field

In order to accelerate or decelerate electrons with a laser, the laser field must
be polarized in the direction of motion of the electrons. Figure 25.22 shows
the measured electron-energy spread as a function of the angle � between the
direction of the electron velocity and the laser polarization. The inset defines � .
The electron-energy spreads �W are normalized to the maximum value at � D 0.
The experimental parameters used are the same as the ones described in the previous
section. The solid curve is the theoretical variation of�W given by�W / Ei cos � ,
where Ei is the field intensity of the laser beam.

The variation of the maximum energy spread of electrons with the incident laser
power has been measured and is plotted in Fig. 25.23. In the experiment, the energy
spreads were measured for electrons with Wi D 80 keV and a current of 0:5 nA
at Vf < �3 eV. The solid curve indicates the theoretical variation of the electron
energy, which is proportional to the field intensity of the incident wave, that is, the
square root of the laser power, as mentioned for the results shown in Fig. 25.20. The
theory agrees well with the measurements. The measured electron-energy spread is
13 eV at a laser power of 8:3 kW, which can be compared with the theoretical value
of 22 eV predicted via computer simulation. Reduction of the energy spread would
arise from differences between the actual slit and the theoretical slit. Since the actual
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Fig. 25.22 Measured electron-energy spread versus the polarization angle � of the incident laser
beam. The solid curve is the theoretically predicted variation with � . In the inset, E is the electric
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Fig. 25.23 Maximum
energy spread of electrons as
a function of laser peak
power. The solid curve is a
theoretical fit to the
measurements

M
ax

im
um

 e
ne

rg
y 

sp
re

ad
 o

f 
el

ec
tr

on
s 

(e
V

) 

15

5

10

2 40 8
Laser peak power (kW)

0
10

Experiment

Theory

6

slit consisted of two thick copper blocks with finite conductance, the amplitude
of the evanescent wave can be small compared to the theoretical value. Those
experimental results confirm that the measured energy variations of the electrons
result from interaction with the laser field.
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25.6.4 Wave-Number Spectrum

Figure 25.24 shows the measured electron-energy spread as a function of initial
electron energy Wi . In the figure, the electron velocity corresponding to Wi is also
indicated. The solid curve is the theoretical variation of the electron energy fitted
to the measurements by adjusting the slit width d . The best fit was obtained for
d D 7:2	m. The measured and theoretical energy spreads of the electrons have
been normalized to the maximum values, 15 eV for the measurements and 34 eV
for the theory, respectively, at Wi D 90 keV. These experimental results confirm the
evanescent wave theory for a metal microslit allowing for experimental errors. In
Fig.25.24, the electron-energy spread is 4 eV atWi D 40 keV. The small modulation
at low Wi can be increased by adjusting the slit width. The results indicate that a
metal microslit can be used to modulate a nonrelativistic electron beam at optical
frequencies. The results shown in Fig. 25.24 also imply that the k spectrum in an
optical near-field on a small object might be measured using an electron beam.

25.7 Multiple-Gap Circuit

Efficient modulation of an electron beam with a laser can be achieved using an array
of metal slits instead of a single microslit. In this section, we describe the interaction
between electrons and electromagnetic waves in an interaction circuit with a
periodic structure, that is, a metallic diffraction grating. Experiments performed in
the far infrared have also verified the evanescent wave theory.
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Fig. 25.25 Schematic drawing of the inverse Smith–Purcell effect. D is the period of the grating,
d is the gap width, v is the electron velocity, and � is the incident angle of the laser light

25.7.1 Inverse Smith–Purcell Effect

In Sect. 25.6, we described energy variations of electrons induced by an infrared
laser in a metal microslit. The maximum energy change with a 10-kW laser beam
was about 15 eV. This modulation degree could be raised by using an array of
microslits, that is, a diffraction grating. Laser acceleration of electrons using a metal
grating is called the inverse Smith–Purcell effect [13].

Figure 25.25 shows the configuration for the inverse Smith–Purcell effect. When
a metal grating is illuminated by a laser with wavelength �, a near-field is induced
on the surface of the grating. Electrons passing through the grating with velocity v
interact with an evanescent wave in the near-field region, and consequently their
energy is modulated at the laser frequency. Similarly to the interaction in the
microslit, the evanescent wave in the grating must satisfy the interaction condition,
(Eq. 25.10), to interact with the electrons because of energy and momentum
conservation. From Fourier optics theory, it is known that the near-field on the
grating in the spatial domain transforms to a line spectrum in the k domain. When
the incident angle � of the laser beam is taken into account, the wave numbers kn in
the line spectrum are given by

kn D k0 cos � C 2n�

D
; (25.21)

where n is the number of space harmonics. Substituting kn for ke into (Eq. 25.10),
we obtain
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Fig. 25.26 Experimental
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� D D

n

�
1

ˇ
� cos �

�
: (25.22)

This equation is exactly the same as (Eq. 25.1) in the Smith–Purcell effect in which
electrons emit light. This is the reason why the effect shown in Fig. 25.25 is called
the inverse Smith–Purcell (ISP) effect.

The relation ke D !=v in (Eq. 25.10) can be written, v D vp, where vp.D !=ke/
is the phase velocity of the evanescent wave. The interaction condition in (Eq.25.10)
and (Eq. 25.22) is thus also called the synchronous condition or the phase-matching
condition. The above discussion shows that the basic principle of the interaction
is the same for both a metal microslit and a grating. Therefore, the theoretical
prediction for the field distributions of evanescent waves described in Sect. 25.5
has been confirmed by measuring the ISP effect in the far infrared [31] and in the
infrared [32].

25.7.2 Experimental Setup

Experiments have been carried out using a far-infrared laser at 496	m [33].
Figure 25.26 shows the experimental setup. A submillimeter wave (SMM) gas laser
with a longer wavelength provides a wide enough interaction space on the grating
to measure the field distribution of the evanescent waves precisely. In Fig. 25.26,
the metal grating has gaps with a rectangular cross section, the pitch is 246	m, and
the gap width and depth are 40 and 104	m, respectively. The laser was an optically
pumped CH3F laser [34] which oscillated in the fundamental (TEM00) mode and
had the pulsed output with peak power between 1 and 80W. Two lenses focused the
laser beam to the grating surface at � D �=2 (refer to Fig. 25.25). The spot sizes on
the surface were calculated to be 1:2mm for the CH3F laser on the basis of Gaussian
beam theory.

The electron-energy analyzer is the same as the one described in Sect. 25.6.1.
The secondary electron multiplier and the gated counter were replaced by a metal
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plate collector and a boxcar averager because larger numbers of signal electrons
were expected in the experiment. A movable slit with a gap of 10	m was placed
at the end of the grating and was used to specify the position of the electron beam
above the grating to an accuracy of˙3	m.

25.7.3 Phase-Matching Condition

Figure 25.27 shows the experimental results for the phase-matching condition
between the electron velocity and the phase velocity of the evanescent waves in
the first and second space harmonics, that is, n D 1 and 2 in (Eq. 25.22). The
laser power was between 8:3 and 12W. The ordinate is electron-energy spread
normalized to its maximum value. The abscissa is the initial electron energy Wi .
As the interaction length between electrons and evanescent waves on the grating
is finite, an effective interaction can occur for electrons with a certain range. The
largest energy spreads are produced at Wi D 16:6 keV for the second harmonic
and 80 keV for the first harmonic, respectively, which can be compared to 16:5
and 77:5 keV estimated from (Eq. 25.22). By curve fitting, we can deduce that the
effective interaction length is 3mm. Theoretical plots for the length are given by the
solid curves in Fig. 25.27 [35]. These experimental results show that the theoretical
considerations for the electron–light interaction in the grating is valid, allowing for
experimental errors.
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25.7.4 Field Distributions

As described in Sect. 25.5.3, the field intensity of the evanescent wave in the
microgap is proportional to exp.�˛y/, where y is the distance from the grating
surface. The decay constant ˛ is given by (Eq. 25.19). Figure 25.28 shows
experimental results that show the field decay characteristics of the evanescent
waves of the first and second harmonics with the electron beam. In Fig. 25.28, the
abscissa is the electron position, which is the position of the movable slit mentioned
earlier. The ordinate is the energy spread of the electron beam passing through the
slit. The initial electron energy is the center energy shown in Fig. 25.27, that is,
16:6 keV for the second harmonic and 80 keV for the first. The solid lines indicate
the theoretically predicted changes, that is, exp.�0:022y/ and exp.�0:049y/ for
the first and second harmonics, respectively. The experimental results are in good
agreement with theory. The experimental results are a direct verification of the
evanescent wave theory for the inverse Smith–Purcell effect and thus for the metal
microslit interaction circuit.

25.8 Microslit for Visible Light

Figure 25.29 shows a conceptual drawing of the experimental system for the
interaction of electrons with light at shorter wavelengths. A metal microslit is
fabricated at the end of an optical fiber so that the laser beam is guided to the slit
without requiring precise adjustment. When a laser beam with photon energy greater
than 1 eV is used for the interaction, the quantum effects are detectable because the
electron-energy analyzer can resolve energy changes in electrons due to photons.
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Fig. 25.29 Conceptual drawing of the experimental setup for measurements of the electron–light
interaction in near-infrared and visible light regions

Based on the theoretical and experimental results, the number of signal electrons in
the interaction was estimated in both classical and quantum treatments, assuming a
laser output power of 30mW at � D 780 nm, and an electron beam with velocity
ˇ D 0:5 and density 1mA/cm2. It was also assumed that the diameter of the laser
beam in the fiber was 6	m.

Using the classical theory described in Sect. 25.5, the energy variation of the
electrons was estimated to be less than 0:2 eV. This is too small to observe the
interaction in practical experiments. In order to transfer a detectable energy of 1 eV
to the electrons, a laser power of more than 1W is required.

In contrast to the conclusion in the classical consideration, a different result is
derived from a quantum mechanical treatment. Assuming the transition rates in the
metal film gap and the microslit are same, a transition rate of about 1 � 10�3/s
was obtained using (Eq. 25.14). From (Eq. 25.18) to (Eq. 25.20), the optimum
slit width and interaction space are 490 and 72 nm, respectively. Then 2:7 � 107
electrons per second can pass through the space of 72 nm � 6	m on the slit.
The number of signal electrons is thus more than 20;000 particles per second.
This number is enough to experimentally demonstrate electron–light interaction.
Since the interaction behavior between electron and light in a transition region
from classical to quantum regime is still vague, the final conclusion for the above
discussions should be based on experimental evidence.

In the experiment in the visible light region, the key device is a metal microslit
with submicron width. Figure 25.30 shows a prototype of the microslit fabricated at
the center of the core of an optical fiber with 125	m diameter utilizing a chemical
etching technique [36]. In Fig. 25.30, (a) is a ridge structure and (b) is the same
ridge with aluminum coating and a 270 nm gap at the top. The ridge structure is
needed to avoid collision of the electrons with the slit due to the image force. The
dimensions of the ridge structure are 5:5 	m in length and 7:2	m in height. The
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Fig. 25.30 Metal microslit
fabricated at the center of the
end of a single-mode optical
fiber: (a) ridge structure with
a taper angle of 80ı and (b)
metal slit with a width of
270 nm fabricated on the
ridge structure

taper angle is 80ı. Both the flatness along the length of ridge and the radius of
curvature at the top of the ridge are less than 30 nm. Another probe with a 180-nm-
width slit was fabricated using gold instead of aluminum as a coating metal. Those
metal microslits can be used for measurements of the interaction in the visible light
region. The metal microslits with a narrower width could be fabricated in a way
similar to how conventional near-field probes with nanometric apertures have been
fabricated [37].

25.9 Conclusion

Energy modulation of nonrelativistic electrons with optical near-fields has been
discussed. A theory based on Fourier optics has shown that the electrons exchange
energy with an evanescent wave contained in the near-field when the phase velocity
of the wave is equal to the velocity of the electrons. This interaction condition
derived from the evanescent wave theory is also consistent with conservation of
energy and momentum in the interaction. A metal microslit has been adopted
to generate optical near-fields with laser illumination. For the interaction in the
microslit, the relationship among slit width, electron velocity, and wavelength has
been found through theoretical analyses based on computer simulation. Those
theoretical predictions have been verified experimentally in the infrared. Electron-
energy changes of more than ˙5 eV with a 10 kW CO2 laser pulse at a wavelength
of 10:6	m have been observed for an electron beam with an energy of less than
80 keV. From the experimental and theoretical results, it can be concluded that the
microslit could be used to investigate physical processes involving in electron–light
interaction including its quantum effects in the visible light region. The research
results will contribute to developing new types of optical near-field microscopes
which measure wave-number distributions in the near-field of a nano-object by using
an electron beam.
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Abstract
An atom deflector and detector operating with local selective interaction are illus-
trated from both experiments and computations, including their fabrication. The
feature of a nano-slit is examined in detail by conducting finite-difference time-
domain simulations. Two ways of detecting atoms with two-color evanescent
lights are also demonstrated for Rb atoms.

26.1 Introduction

Manipulating atoms with freedom has been one of scientist’s dreams for a long
time. From a historical perspective, atoms have been utilized as a touchstone of
whether quantum mechanics is correct or not. In metrology, 1 s was defined in
relation to the frequency of transition between two hyperfine ground states of
133Cs. Atomic clocks [1] with Sr and Yb are developed for accuracy enhancement
these days. Meanwhile, researchers are trying to apply atoms to sub-nanoscale
engineering and quantum information processing [2]. The advantage of using
gaseous atoms is that they are interaction-free with each other and the treatment
of the system is relatively easy. However, such atoms move about actively with
high speed in vacuum. The thermal motion at random formed a barrier against
high-resolution laser spectroscopy. For example, some important signals are hidden
away in Doppler-broadened spectra. Consequently, it is a critical issue to control the
atomic motion.

The only way of controlling neutral free atoms is to employ interaction with
light. When laser light is tuned to an atomic transition, it exerts resonant mechanical
forces on atoms [3]. It was demonstrated that the forces change the direction of
atomic motion or take kinetic energy away from gaseous atoms [4–8]. To date,
magneto-optical trap (MOT) [9, 10] is a standard technique to create cold atoms. In
the mechanism, atoms are decelerated by mutually orthogonal three pairs of opposed
�C–�� circularly polarized light beams and trapped at the center where the six light
beams cross by modulating the atomic Zeeman sublevels with anti-Helmholtz coils.
The mean temperature of the captured atoms drops to several �K when polarization
gradient cooling (PGC) [11, 12] is performed.

The laser-cooling techniques have been applied to nonlinear spectroscopy [13],
optical lattice [14], ultracold collisions [15–17], atomic fountain [18], atom inter-
ferometry [19, 20], atom holography [21, 22], quantum chaos [23], and so forth.
The highlight was the realization of Bose-Einstein condensation (BEC) of alkali-
metal atoms [24–26]. To this end, atoms were cooled further down to the order
of 10 nK by evaporative cooling and put in a tricky magnetic trap. Then, many
theoretical and experimental studies on the relevant topics have been promoted.
A coherent output of atomic waves from BEC was also observed, which was called
atom laser [25–27].

The mechanical forces of light on atoms are approximately divided into two
parts. One is a spontaneous force induced by photon absorption followed by random
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Fig. 26.1 Dipole force Fd plotted as a function of the frequency detuning ı. It is repulsive for
ı > 0 (blue detuning), while attractive for ı < 0 (red detuning)

photon scattering in resonance. For a two-level atom with an electric dipole moment
�, the spontaneous force Fsp is given by [28]

Fsp D „�k
�2

4ı2 C �2 C 2�2
; (26.1)

where „ is Planck constant, � is the natural linewidth, k is the wave number vector,
� D �E=„ with an electric field amplitude E is the Rabi frequency, and ı D
!L�!0 is the detuning of the light frequency!L from the atomic resonant frequency
!0. The spontaneous force acts in the direction of light propagation, namely, in
the direction of the wave number vector k, and dissipates atomic kinetic energy.
For an atom moving with a velocity v, the frequency detuning ı is replaced by
� D !L�!0�k �v including a Doppler shift k �v. The spontaneous force depending
on the atomic velocity is used for Doppler cooling in MOT [12].

The other is a dipole force, which is also called a gradient force. For a two-level
atom, the dipole force F d is given by [28]

F d D � „ır�2

4ı2 C �2 C 2�2
: (26.2)

As shown in Fig. 26.1, the dipole force has a dispersion character. When the
light frequency is higher than an atomic resonant frequency, the dipole force
acts in the direction where the light intensity decreases. In the contrary case, it
acts in the direction where the light intensity increases. That is, the dipole force
is repulsive when ı > 0 (blue detuning), while attractive when ı < 0 (red
detuning). The dipole force is used as a mirror, a splitter, and a grating for atomic
beams [29, 30]. Guiding of atoms with hollow optical fibers was proposed [31–34]
and then demonstrated [35–37]. In the atom guiding, blue-detuned evanescent light
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is generated around the inner-wall surface of the hollow core. Some different kinds
of atom guiding are introduced in Ref. [38, 39].

The research field dealing with resonant interaction between light and atoms is
called atom optics. Atom manipulation using laser light is discussed in Ref. [40].
One of the fascinating applications of atom optics is nanofabrication. Indeed, by
focusing an atomic beam by means of atom-optical methods, minute lines and
arrays with each individual width of 10-nm order were produced [41–48]. Atom
lithography was also performed [49, 50]. However, the conventional methods using
propagative light have limited spatial accuracy of atom control due to the diffraction
limit, which is about half the wavelength of light used. The broadened light field
cannot locate atoms well. It is generally difficult to make arbitrary shapes by
propagative-light techniques. To our knowledge, dots have not been made using
pure atom-optical methods.

The use of near-field light that is not affected by diffraction like propagative
light allows us to overcome the diffraction limit. Such near-field light is generated,
for example, at the nanometric aperture of a sharpened fiber probe [51]. It should
be recalled that the dipole force is proportional to the spatial gradient of the light
intensity as shown in Eq. (26.2). The near-field light that decays as a Yukawa-
type function [52, 53], therefore, exerts a strong dipole force on atoms. Thus, it
is expected to precisely control atomic motion by the dipole force from nanometric
near-field light.

First, a slit-type atom deflector to control the direction of atomic motion is
described in Sect. 26.2. After showing the fabrication process, experiments of
measuring the light-intensity distribution at an edge of the slit with scanning near-
field microscope are mentioned. The deflection angle for laser-cooled Rb atoms is
numerically estimated as a function of the frequency detuning and the light intensity.
Then, demonstration experiments of deflecting Rb atoms is presented, where the
deflected atoms are detected by two-step photoionization. The influence of the finite
extent of the cold atomic source viewed from the narrow slit is considered. Second,
a slit-type atom detector with high spatial resolution is introduced in Sect. 26.3,
where two-step photoionization with two-color near-field lights is employed. After
showing the fabrication process, finite-difference time-domain (FDTD) simulations
are performed by examining the intensity distribution as well as suppression of
scattering light. The ionization efficiency for Rb atoms is numerically estimated
as a function of the atomic velocity. In Sect. 26.4, the characteristics of rounded
edges of the nano-slit is discussed in detail based on FDTD simulations. The last
two sections deal with experiments of detecting atoms with two-color evanescent
lights. Two-step photoionization and blue-fluorescence spectroscopy come up in
Sects. 26.5 and 26.6, respectively.

26.2 Atom Deflection

The means of changing the direction of atomic motion by near-field light generated
at the tip of a fiber probe is proposed [54, 55], and then the feasibility is
theoretically examined [56, 57]. The deflection technique is expected to be used
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Fig. 26.2
Optically-controlled
atom-by-atom deposition
with a fiber probe. Atoms are
deflected by a repulsive
dipole force from
blue-detuned near-field light
and sent to the aimed location
on a substrate. The deflection
angle is controlled by the
frequency detuning and the
light intensity

for nanofabrication including atom-by-atom deposition. Figure 26.2 schematically
shows an optically controlled atom deposition on a substrate. The repulsive dipole
force deflects atoms passing through blue-detuned near-field light. The deflection
angle can be controlled by changing the blue detuning and the light intensity.
Accordingly, atoms are sent to certain position on the substrate. By choosing the
resonant frequency, a specific atomic species is selectively deposited [58]. The atom
deflection can be also applied to nondemolition measurement of near-field light.
This will deepen our understanding of microscopic and mesoscopic interactions
between atoms and near-field light.

A small number of atoms are involved in the deflection using near-field light
and it is a tough task to detect the deflected atoms. Therefore, in order to facilitate
the detection, a slit-type deflector is introduced. This section presents the atom
deflection with blue-detuned near-field light generated at a nano-slit. The fabrication
process of the nano-slit is first shown followed by the experiment of measuring the
intensity profile of the near-field light. The deflection angle is estimated based on
the results. Then, the demonstration experiment with cold Rb atoms is described.

26.2.1 Slit-Type Deflector

A pyramidal silicon probe is developed for high-density and high-speed
recording/reading by near-field light [59]. It has a small aperture at the apex
and efficiently generates nanometric near-field light with high throughput, which
is defined as the conversion ratio from far-field light to near-field light. So, the slit
structure is designed as a deflector element by considering the advantage of the
pyramidal probe.

Figure 26.3 illustrates the atom deflection with the slit-type deflector under blue-
detuning conditions [60, 61]. A triangle-pole part to introduce a light beam is made
on one side of the slit. Since near-field light generated along an edge of the nano-slit
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Metal coat

Atoms

Blue-detuned light beam

Fig. 26.3 Sketch of a
slit-type atom deflector
fabricated from an SOI
substrate. Only atoms
entering the slit are deflected
by the repulsive near-field
light generated at an edge of
the slit. Al-metal coating is
made for suppression of
scattering light

Fig. 26.4 Fabrication
process of the slit-type
deflector. (a) The midportion
of the under surface is
removed by photolithography
and anisotropic etching.
(b) A V-shaped groove is
formed on the upper surface,
and an incidence plane for
excitation light is made to the
right. (c) The bare SiO2

layers are removed. (d) Al
coating is conducted from the
direction indicated by arrows
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by irradiating the back side with a light beam deflects considerable atoms passing
through the nano-slit at once, the number of deflected atoms is increased by making
the slit longer. Atoms not entering the near-field light are blocked by the V-shaped
groove in front of the slit, so that only deflected atoms leave the deflector. For
suppression of scattering light, Al metal is coated. Thus, the slit-type deflector
is suitable for the demonstration of precisely controlling the direction of atomic
motion with near-field light.

26.2.2 Fabrication

A 100-nm-wide and 100-�m-long slit is made by fabricating a .100/-oriented
silicon on insulator (SOI) substrate composed of two Si and three SiO2 layers with
photolithography and anisotropic chemical etching. Figure 26.4 shows the process.
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100 nm

Fig. 26.5 SEM image of a
100-nm-wide slit. The total
length is 100 �m

1. The central part of the underside where atoms go out is removed by pho-
tolithography and anisotropic chemical etching with a 34-wt% KOH solution
at a temperature of 80 ıC (Fig. 26.4a).

2. A V-shaped groove on the (111) face is formed on the upper side where
atoms come into by photolithography and KOH etching. The groove is 10�m
deep, and the length and the apex angle of the slope are 14�m and 54:8ı,
respectively. Then, a slant face exposed to light is made on the right-hand side
by photolithography and KOH etching (Fig. 26.4b).

3. The surface SiO2 is removed by etching with a buffered-hydrofluoric acid. The
residual Si substructure on the underside provides support for the slit element
(Fig. 26.4c).

4. Coating of Al is applied by vacuum deposition on both sides of the structure.
The metal coating curbs the generation of far-field light. As shown by arrows,
the directional deposition is adopted in such a way as to leave the light-entrance
face and the fourchee tip uncoated. In order to generate near-field light with
the localization length equal to the slit width, the radius of curvature of the slit
edge and the thickness of Al coating are adjusted to 50 and 40 nm, respectively
(Fig. 26.4d).
Figure 26.5 shows a SEM image of the fabricated slit. The width and length

of the slit are 100 nm and 100�m, respectively. In the case where a Rb atom
enters, the displacement from the incident axis is estimated to exceed 10�m
under realistic conditions [62]. If a smaller or shorter slit is needed, the slit
width and length are changed by controlling the etching time. On this occasion,
the dimension of the slit is determined to correspond with that of a slit-type
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a

100 nm

x

10 nm0

Fig. 26.6 Measurement of
the light-intensity distribution
near the slit edge with a
100-nm-apertured fiber
probe. The scanning is
performed along the x-axis at
10 nm below the edge with
the radius of curvature a

atom detector mentioned in Sect. 26.3. When used in combination, the deflected
atoms can be detected with the spatial uncertainty of less than 1% and the
efficiency of more than 10% [63]. The spatial resolution of detecting atoms is
comparable to the slit width, while the detection efficiency is proportional to the slit
length.

26.2.3 Intensity Distribution

The spatial distribution of light generated at the edge of the slit is obtained from
scanning near-field optical microscopy. Figure 26.6 shows the experimental setup
with a 100-nm-apertured fiber probe. The origin of the x-axis denoting the scanning
direction is taken at 10 nm below from the tip. Hereafter, for simplicity, the uncoated
tip of the slit is assumed to be approximately hemicylindrical with the radius of
curvature a.

The solid curve A in Fig. 26.7 shows the light-intensity profile produced by a
light beam with the wavelength of 780 nm, which is the transition wavelength of the
Rb D2 line, a power of 1mW, and a spot diameter of 10�m. Here, the light beam
is polarized perpendicularly to the longitudinal direction of the slit, since there is
no cutoff and near-field light is efficiently generated [64]. In the measurement, the
other side of the slit where near-field light is not generated is removed to facilitate
scanning of the fiber probe. The decay length of the near-field light component is
estimated to be 180 nm. It should be noted that the value convolutes the size of the
aperture. Incidentally, a propagative-light component appears from a distance of at
least 90 nm.

The numerical curves B and C representing the intensity profile Inf.R/ are
calculated with the phenomenological formula [52]:

Inf.R/ D Inf.0/
H.R/

H.0/
; (26.3)
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Fig. 26.7 The solid curve A
shows the light-intensity
profile experimentally
obtained by using a light
beam with the wavelength of
780 nm. The broken curve B
shows the numerical result
obtained in the case where the
aperture size is not
convoluted, while the dotted
curve C shows that obtained
in the case where the aperture
size is convoluted. In the
curve A, a far-field
component arises
C90 nm away

where the Hamiltonian density H.R/ is written as

H.R/ D jr‰.R/j2 C 1

ƒ2
j‰.R/j2 ; (26.4)

and the Yukawa-type function ‰.R/ is given by

‰.R/ D
“

exp .�jR �R0j=ƒ/
jR �R0j dS : (26.5)

The coordinate vectors R and R0 indicate the measurement point on the aperture
of the probe and the source point on the slit edge, respectively. The origin is at the
top. The surface integral is performed over the area �a � L, where L is the spot
diameter of the incident light beam. In the calculations, the decay length is taken as
ƒ D a D 50 nm. The effective distribution length that is defined as the full width
at the e�2 maximum is estimated to be 126 nm from the broken curve B. Moreover,
the dotted curve C comes out of the integral

Inf D
“

Inf.R/dS (26.6)

over the aperture area of � � 502 nm2. It closely matches the experimental result A
and the effective distribution length is estimated to be 180 nm as mentioned above.

26.2.4 Deflection Angle

The deflection angle 	 of a ballistic atom is given by [65]
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Fig. 26.8 Maximal
deflection angle 	max of a Rb
atom plotted as a function of
the atomic velocity v and the
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Inf.0/ for the frequency
detuning ı=2� D C1GHz.
The atomic velocity is
log-plotted

	 D � � 2b
Z 1

rt

dr

r2

�
1 � b

2

r2
� Utot.r/

Ka

��1=2
; (26.7)

where b, rt, and Ka are the impact parameter, the turning point, and the atomic
kinetic energy, respectively. The distance r is measured from the center of the
hemicylindrical slit edge. The total potentialUtot.r/ consists of the repulsive dipole-
force potential Udip.r/ written as [28, 38]

Udip.r/ D 1

2
„ı ln

�
1C I.r/

Is

�2

4ı2 C �2
�

(26.8)

and the attractive van der Waals potential Uvdw.r/ written as [66–68]

Uvdw.r/ D � 1

16.r � a/3
X
j

„�j
k3j

n2j � 1
n2j C 1

: (26.9)

The natural linewidth � and the saturation intensity Is are 2� � 6:1MHz and
1:6mW/cm2 for the Rb D2 line, respectively. The van der Waals potential is summed
over the allowed dipole transitions labeled with j . Each natural linewidth and wave
number are �j and kj , respectively. The refractive index nj of the slit edge is 3:7
for the Rb D2 line.

Figure 26.8 shows the maximal deflection angle 	max plotted as a function of the
atomic velocity v and the near-field light intensity Inf.0/, where the atomic velocity
is log-plotted. For the sake of avoiding troublesome calculations, the approximate
expression

Inf.r/ ' Inf.0/ exp

�
� .r � a/
1:6 � 10�8

�
; (26.10)

which is obtained from the curve B in Fig. 26.7, with ı D C2� � 1GHz, is used
in place of the exact Yukawa-type function. Since the throughput is about 0:01,
the intensity of the near-field light changes from 0:1 to 1 kW/cm2 as the power
of the incident light changes from 1 to 10mW. Slow atoms with a velocity of
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Fig. 26.9 Maximal
deflection angle 	max of a Rb
atom plotted as a function of
the atomic velocity v and the
frequency detuning ı=2� for
the near-field light intensity
Inf.0/ D 103 W/cm2. The
atomic velocity is log-plotted

less than 10m/s can be easily created by MOT. Such cold atoms are required for
efficient interaction with nanometric near-field light. The maximal deflection angle
	max increases in proportion to the intensity Inf.0/ but in inverse proportion to the
atomic velocity v. When Inf.0/ D 0:5 kW/cm2, a Rb atom with v D 1m/s is
retro-reflected.

Meanwhile, Fig. 26.9 shows the maximal deflection angle 	max plotted as a
function of the atomic velocity v and the frequency detuning ı=2� for Inf.0/ D
1 kW/cm2. When v D 1m/s, the maximal deflection angle 	max increases from 5:3ı
to 180ı as the frequency detuning changes fromC10 toC1GHz.

26.2.5 Experiment

The first demonstration is conducted with cold 87Rb atoms. Figure 26.10 shows the
experimental setup incorporated a slit-type deflector with the slit width of 200 nm
and the slit length of 30�m. The radius of curvature of each edge is approximately
50 nm. The 50-nm-thick Au coating is also made by shadow evaporation in order to
avoid the emission of far-field components.

Near-field light is generated along an edge of the slit by illuminating a
35-�m-wide incidence plane with a 7-�m-waist Ti-sapphire laser beam polarized
perpendicularly to the longitudinal direction of the slit. The HWHM of
the light-intensity profile is estimated to be 85 ˙ 10 nm by scanning with
the fiber probe at 10 nm below the edge. Here, the error comes from the
uncertainty of the aperture diameter of the fiber probe. The HWHM value is
comparable to the decay length of the near-field light. Given the throughput
of 1:0 � 10�3, the intensity I.a/ of the near-field light on the surface of the
edge is evaluated to be 2:9 � 106 mW/cm2 when the power of the incident light
is 5:0mW.

Double magneto-optical traps [69] are employed for manipulating a small
number of atoms in ultrahigh vacuum. Cold 87Rb atoms are created by the first
MOT under a pressure of 10�7 Pa. Then, they are sent down to the second MOT
26 cm below and recaptured under a lower pressure of 10�8 Pa. Here, 1:0�109 87Rb
atoms with 6mm in diameter and a mean temperature T D 16�K are introduced
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Fig. 26.10 Experimental
configuration. Cold 87Rb
atoms created by MOT are
introduced into the slit-type
deflector 9mm below, while
near-field light is generated at
an edge of the slit by
irradiation of a blue-detuned
light beam. The cold atoms
passing through the slit are
deflected by a repulsive
dipole force and ionized by
means of two-step
photoionization with a
780:2-nm diode-laser beam
and a 476:5-nm Ar-ion laser
beam at 2mm below,
followed by detection with
CEM

into the slit-type deflector h D 9mm below by turning off the second MOT. The
incident flux intensity of 8:7 ˙ 1:1 � 1010 atoms/cm2s is obtained from a time-of-
flight measurement [70], and the number of atoms entering the slit is about 70 a trial
run. The other atoms not entering the slit are blocked by the V-groove structure. The
most probable speed vmp of the incident atoms is 46 cm/s in front of the slit from the
expression

vmp D
r
2kBT

m
C 2gh (26.11)

with the atomic mass m, Boltzmann constant kB, and gravitational acceleration g.
The displacement of the output 87Rb atoms is measured by two-step photoioniza-

tion with a 780:2-nm diode-laser beam and a 476:5-nm Ar-ion laser beam [61, 62].
Figure 26.11 shows the relevant energy levels of 87Rb. The diode-laser beam with
10�W first excites the 87Rb atoms in the 5S1=2, F D 2 upper ground state of the
hyperfine energy levels to the 5P3=2, F D 3 state, and then the Ar-ion laser beam
with 3W lifts up them to the ionization level at 4:18 eV above the 5S1=2 ground
state [63]. The two laser beams are overlapped at 2mm below the deflector and
scanned along the horizontal x-axis. The waists of the diode-laser beam and the
Ar-ion laser beam are 100 and 70�m, respectively. In this case, the ionization
efficiency is 34%. The ionized 87Rb atoms are counted by a channel electron
multiplier (CEM) negatively biased with the voltage of �3 kV. The effective
detection efficiency is estimated to be 30% including the quantum efficiency of 0:9.

Figure 26.12 shows the spatial profile of the deflected 87Rb atoms plotted as a
function of the deflection angle 	 . Here, the number of atoms is the integrated value
after 500-times MOT loading. The circles indicate the results obtained for the blue



26 Deflecting and Detecting Atoms with Near-Field Lights 989

Fig. 26.11 Relevant energy
levels of 87Rb in two-step
photoionization. A red arrow
indicates resonance transition
as the first step, and a blue
arrow indicates ionization as
the second step. The
ionization level is at 4:18 eV
above the 5S1=2 ground state

detuning of ı D 2� � .C1/GHz. The uncertainty of number count comes from the
error of incident atom flux in the time-of-flight measurement, which is ˙5 %. Each
horizontal error bar represents the spatial resolution of 140�m, that is, the diameter
of the Ar-ion-laser beam. It results in the uncertainty of ˙2:0ı in angle. Compared
to the values in the case of not generating near-field light indicated by the triangles,
the number of atoms increases by amount of 40˙ 7:2% at 	 D 5:1˙ 2:0ı due to
deflection.

26.2.6 Cross Section

The spatial profile reflects the scattering cross section. Under the first Born
approximation [65], the differential cross section �.	/ is given by
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Fig. 26.12 Number of 87Rb
atoms at 2mm below the slit
plotted as a function of the
deflection angle 	 . The
circles indicate the case of
ı D 2� � .C1/GHz, while
the triangles indicate the case
without near-field light. The
solid curve shows the
theoretical profile, folded the
effective angle 12ı of the
atomic source viewing from
the slit. It is normalized to the
number of atoms
experimentally obtained at
	 D 0. The broken curve
shows a Gaussian function
exp .�.l tan 	/2=w2/ with
l D 2mm and w D 0:43mm

�.	/ ' m2

4�2„4
ˇ̌
ˇ̌• Utot.r

0/ exp.iq � r0/d3r0
ˇ̌
ˇ̌2 ; (26.12)

where the momentum transfer jqj D q D 2.mv=„/ sin.	=2/ with the atomic
velocity v. In the cylindrical coordinate system (r 0, 	 0, z0), the cross section is
expressed as

�.	/ ' m2

„4
ˇ̌
ˇ̌̌Z 1

0

r 0dr 0
Z L=2

�L=2
dz0Utot.r

0; z0/J0.qr 0/

ˇ̌
ˇ̌̌2
; (26.13)

where J0.qr 0/ is the 0-th order Bessel function of the first kind and L is the
slit length. The z0-axis is taken in the direction of the longitudinal length of
the slit. The total potential Utot.r

0; z0/ is the sum of the repulsive dipole-force
potential Udip.r

0; z0/ D Udip.r
0/ exp.�z02=W 2/ and the attractive van-der-Waals-

force potential Uvdw.r
0/ given by [66]

Uvdw.r
0/ D � 1

16.r 0 � a/3
X
j

„�j
k3j

n2j � 1
n2j C 1

; (26.14)

where W is the waist of the incident light beam and nj is the refractive index. The
summation is made over the allowed dipole transitions with the natural linewidth �j
and the wave number kj .

The atomic cloud generated by the second MOT has a diameter 2d D 6mm.
In this situation, the inclination angle of the atomic source viewed from the
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200-nm-wide slit 9mm below is approximately .d=h/� .360=2�/ D 19ı, neglect-
ing gravitational acceleration. Consequently, the atomic distribution broadens out to
.d=h/� l D 0:67mm at l D 2mm below the slit.

The spatial profile in the case without near-field light directly reflects the
broadening due to the source-size effect. Fitting of the experimental data with a
Gaussian function exp.�y2=w2/ results in w D 0:43mm at the e�1 maximum. It is
comparable to the above rough estimation. In fact, since atoms are accelerated by
gravity, most of atoms coming from the rim of the atomic cloud do not enter the slit.
From the experimental result, the effective broadening angle 	b is estimated to be
.w=l/ � .360=2�/ D 12ı.

Given the broadening, the spatial profile of the deflected atoms is expressed as

N.	/ ' N0

�0

Z C	b

�	b

�.‚/ exp

�
� .	 �‚/

2

	2b

�
d‚ ; (26.15)

where N0 is the number of atoms at 	 D 0 and

�0 D
Z C	b

�	b

�.‚/ exp

�
�‚

2

	2b

�
d‚ : (26.16)

The solid curve in Fig. 26.12 shows the case where ı D 2� � .C1/GHz with
a D 50 nm,ƒ D 85 nm, and v D vmp D 46 cm/s. For the Rb D2 line with 780:2 nm,
� , Is, and nj of Si are 2� � 6:1MHz, 1:6mW/cm2, and 3:7, respectively. The
number N0 is equal to the experimental value. The theoretical profile is in good
agreement with the experimental one.

The collimation of the incident atom bunch by hollow-light beam guiding may
reduce the effective source size. Under blue-detuning conditions, the hollow-light
beam decelerates the lateral atomic velocity due to Sisyphus cooling [71]. The
use of an ideal point atomic source allows us to obtain the narrow spatial profile
corresponding to the differential cross section shown in Fig. 26.13, where the first
order diffraction appears at 	 D 2:1ı. In the current experiments, the spatial
resolution of 140�m of the two-step photoionization detection is too low to show
the fine diffraction pattern. In order to greatly improve the spatial resolution, a slit-
type detector using two-step photoionization with two-color near-field lights will be
introduced in Sect. 26.3.

The spontaneous scattering force is dominant over the stimulated dipole force
for smaller blue detuning, so that many atoms are lost without deflected. Indeed, the
number of atoms appearing at 	 D 0ı for ı D 2��.C0:5/GHz is 0:6 times as large
as that for ı D 2� � .C1/GHz. The 0th-order atoms are also lost by the attractive
van der Waals force. Atoms deflected in the negative direction can be observed,
although it is not shown in Fig. 26.12.

It is an interesting problem to inversely determine the optical potential from the
scattering cross section experimentally obtained. In the case of using a fiber probe
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Fig. 26.13 Differential cross
section of 87Rb atoms
numerically obtained, where
a D 50 nm, ƒ D 85 nm,
I.a/ D 2:9� 106 mW/cm2,
ı D 2� � .C1/GHz, and
v D 46 cm/s

to examine the intensity profile, the optical near field is significantly disturbed.
On the other hand, atoms have less influence on the light field. Therefore, the
atom-deflection method will be very useful for nondemolition measurements of the
net spatial distribution of near-field light.

26.3 Atom Detection

A popular method of detecting neutral atoms is to use a microchannel plate (MCP).
However, the highest resolution of commercial MCP is only 5�m. Although
an elaborate detection system including a secondary-electron multiplier with a
resolution of 1�m is reported [72], it is effective for metastable atoms but not for
ground-state atoms. These detectors use surface ionization and the ionization effi-
ciency for the ground-state atoms is estimated to be at most 10�4 per second at room
temperature from the Saha-Langmuir equation and the adsorption time [73, 74].
Thus, the conventional atom detectors have low detection efficiency as well as low
spatial resolution, so that they are insufficient for the experiments of demonstrating
the precise control of atoms with nanometric near-field light.

This section covers in detail a slit-type detector of observing a small number of
neutral atoms in the ground state with high spatial resolution exceeding 100 nm.
The nano-slit is illuminated with two-wavelength laser beams for the generation of
two-color near-field lights that species and state selectively ionize atoms. The slit
width is comparable to the localization length of near-field lights determining the
spatial resolution. A 50-nm-wide slit is made on a glass substrate through the lift-off
process. The spatial profile of near-field lights at the slit is examined by conducting
the finite-difference time-domain (FDTD) simulations. Then, the throughput from
propagative light to near-field light is estimated. In addition, the decay behavior as
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Fig. 26.14 Generation of
near-field light at a narrow slit
with metal coating. (a)
Normal illumination
configuration. Scattering light
occurs in the front side. (b)
Total-internal reflection (TIR)
configuration. Incidence of
scattering light is greatly
suppressed

away from the slit surface is discussed. Finally, based on the results, the ionization
efficiency of Rb atoms is given as a function of the incident velocity.

26.3.1 Slit-Type Detector

Since near-field light is localized in a region comparable to the slit width, the spatial
resolution is almost equal to the slit width. However, far-field components appear
in generating near-field light and the spatial resolution is decreased. Figure 26.14
shows the two ways of illuminating the narrow slit. In the first one, localized
near-field light is generated by vertically irradiating the slit from the rear side
as shown in Fig. 26.14a. In this case, scattering propagative light simultaneously
occurs in the front side and ionizes atoms away from the slit. For the suppression
of the perturbative light, it is advantageous to use total-internal reflection (TIR)
as shown in Fig. 26.14b. In this case, near-field light appears at the narrow slit
illuminated with evanescent light generated on a prism surface, and the occurrence
of propagative light that decreases the spatial resolution is sufficiently suppressed.
In the TIR configuration, there are four ways of illuminating the slit with a linearly
polarized light beam, whether the incidence plane is parallel or perpendicular to the
slit alignment and whether s-polarization or p-polarization.

Figure 26.15 shows a slit-type detector with two-color near-field lights for
two-step photoionization with the high spatial resolution [63, 75]. Each near-
field light is generated at the nano-slit fabricated by thinly evaporating metal
on a glass prism via TIR of each light beam. One near-field light resonantly
transfers atoms from the ground state to an excited state, and another near-
field light ionizes them. Then, a channel electron multiplier (CEM) negatively
biased drags the ions and outputs a current signal in proportion to the number
of ions. Since two-color near-field lights are localized near the slit, the spatial
resolution of atom detection is approximately equal to the slit width. The spatial
distribution of atomic projectile can be obtained by moving the slit device with a
nanoactuator.
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Fig. 26.15 Detecting atoms
with a nano-slit fabricated by
thinly evaporating metal on a
glass. Atoms entering
two-color near-field lights
generated via total-internal
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Fig. 26.16 Fabrication of a sub-100-nm-wide slit on a glass substrate through the lift-off process
with bilayer resist: (a) deposition of Cr by sputtering, (b) spin-coating of a ZEP520A resist, (c)
patterning by electron-beam exposure, (d) creating a line structure, (e) evaporation of Al, and (f)
removing the center resist and Cr at the bottom of the slit

26.3.2 Fabrication

In order to conduct the TIR illumination, a narrow slit is built on a fused silica
substrate by the lift-off method [76]. Figure 26.16 shows the fabrication process.
1. A 5-nm-thick Cr film is first coated on the front side of the glass substrate by

sputtering (Fig. 26.16a). The Cr layer prevents electrification in electron-beam
exposure.

2. A 50% diluted ZEP520A resist, spun for 5 s at 500 rpm and again for 90 s at
5;000 rpm, is spin-coated to cover the Cr layer (Fig. 26.16b).

3. After baking for 240 s at 180 ıC on a hot plate, a 90-nm-thick resist film is
formed. The ZEP520A resist is then exposed by an electron beam (Fig. 26.16c).
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50 nm

Fig. 26.17 SEM image of
the slit. The width is
estimated to be 50 nm

4. The exposed region is developed and removed by immersing in a ZED-N50
solvent for 4min and then in a ZMD-B rinse for 5 s (Fig. 26.16d).

5. A 40-nm-thick Al coat is deposited by evaporation (Fig. 26.16e).
6. The residual ZEP520A resist covered by the Al film in the center is lifted off.

It is washed in acetone after immersing in a 502A liquid for 10min at 100 ıC
and again washed in acetone after immersing for 30min, followed by aqua-pura
washing. Finally, the Cr layer at the bottom of the slit is removed in etchant
(Fig. 26.16f).
Figure 26.17 shows the SEM image of the slit produced on the glass substrate.

The width and the depth are 50 and 40 nm, respectively, while the length is 100�m.
The width of the developed region basically depends on ability of the electron-beam
system used. Narrower slits may be made by using a higher performance system.

26.3.3 Simulations

The light distribution at the slit is examined by FDTD simulations [77]. Figure 26.18
shows the coordinate system and the light incident ways used in the calculation.
The x-axis is taken in the direction of the slit alignment. The center of the slit is at
y D 0, while the Al surface is at z D 0. Let us compare the normal illumination
(Fig. 26.18a) with the TIR illumination where the incidence plane is perpendicular
(Fig. 26.18b) and parallel (Fig. 26.18c) to the slit.

Figure 26.19 shows the intensity profiles at z D 0 plotted as a function of y=a,
where the slit width a is 50 nm. The throughput 
 is defined as the ratio of the near-
field light intensity to the incident light intensity. Linearly polarized light with a
wavelength of 780 nm is incident. The refractive indices of fused silica and Al are
1.54 and 2.63, respectively. The thin Cr layer is neglected for the sake of saving the
computing rime. Figure 26.19a, b indicates the two cases where the polarization in
the normal illumination is parallel and perpendicular to the slit, respectively. The
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Fig. 26.18 Configuration in FDTD simulations: (a) light incidence in the normal configuration,
(b) light incidence perpendicular to the slit in the TIR configuration, and (c) light incidence parallel
to the slit in the TIR configuration. The x-axis equals the direction of the slit alignment, where the
center of the slit is at y D 0. The z-axis is normal to the Al surface at z D 0
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Fig. 26.19 Throughput 
 at z D 0 plotted as a function of y=a for a wavelength of 780 nm:
(a) parallel polarization in the normal configuration, (b) perpendicular polarization in the normal
configuration, (c) perpendicular incidence with s-polarization in the TIR configuration, (d)
perpendicular incidence with p-polarization in the TIR configuration, (e) parallel incidence with
s-polarization in the TIR configuration, and (f) parallel incidence with p-polarization in the TIR
configuration. The incidence angle is 60ı in the TIR configuration. The critical angle of TIR at the
interface of fused silica and air is estimated to be 40:6ı

intensity is maximum at y D 0 for the parallel polarization, while the distribution
obtained in the perpendicular polarization shows twin peaks at both slit edges.
These profiles reflect orientation of the electric polarization induced on the slit
edges [78, 79]. Namely, the electric dipole moments aligned perpendicularly to the
slit produce the double-peak profile. In this case, the light field concentrates near
the slit edges, so that the intensity is very large compared to the wide single-peak
profile. Indeed, the throughput of 10�2 in Fig. 26.19b is about 103 times as large as
the throughput of 10�5 in Fig. 26.19a.
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Meanwhile, there are four cases in the TIR illumination: the incidence plane
is perpendicular to the slit (see Fig. 26.18b) with s-polarization (Fig. 26.19c)
or p-polarization (Fig. 26.19d) and parallel to the slit (see Fig. 26.18c) with
s-polarization (Fig. 26.19e) or p-polarization (Fig. 26.19f). As expected,
Fig. 26.19d, e has twin peaks since electric dipole moments are induced
perpendicularly to the slit. The electric dipole moments turning to the z-axis also
produce the double-peak profile. Consequently, twin peaks appear in Fig. 26.19f.
The throughputs obtained in the twin-peak cases are larger than the throughput
obtained in the single-peak case, similarly to the normal illumination. At the
incident angle of 60ı, the value of 10�2 in Fig. 26.19e is about 104 times as large as
the value of 10�6 in Fig. 26.19c.

Figure 26.20 shows the intensity decay profile at y D 0 plotted as a function of
z=a, corresponding to each case of Fig.26.19. The light field generated in the normal
illumination slowly decays (Fig. 26.20a, b). This implies the occurrence of far-field
components. It is similar in the perpendicular incidence case of the TIR illumination
(Fig. 26.20c, d). In contrast, the light field appearing in the parallel incidence case
rapidly decays (Fig. 26.20e, f). The light intensity shown in Fig. 26.20e decreases to
10�7 at z D 500 nm.

The same simulations is also conducted for the wavelength of 476:5 nm.
Figure 26.21 shows the results obtained in the parallel-incident TIR configuration
with s-polarization. In this case, the throughput is 3:3 � 10�2 and the decay length
ƒ defined as

I.z/

I.0/
D exp

�
�2z

ƒ

�
(26.17)

with the light intensity I.z/ is estimated to be about 50 nm.

26.3.4 Suppression of Scattering Light

Two-step photoionization is available for detecting a small number of ground-
state atoms with high spatial accuracy that exceeds 100 nm. It is important to
suppress scattering light since such stray light ionizes atoms far from the slit.
Table 26.1 summarizes the FDTD simulations mentioned above. In the case where
the s-polarized light is incident parallel to the slit, x-TIR with s-polarization in
Table 26.1, scattering light is greatly decreased with high throughput.

The occurrence of far-field components in the TIR configuration strongly
depends on the incident direction and the polarization since the slit width is much
smaller than the slit length. From the direction of the wave vector of the propagative
component along the surface of the evanescent field, many electric dipole moments
aligned along the slit length will produce far-field photons in the perpendicular
incidence case with s-polarization, while few dipole moments induced along the
slit width scatter photons in the parallel case with s-polarization. Similarly, for
p-polarization where far-field photons are also caused by dipole moments oriented
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Fig. 26.20 Intensity decay profile at y D 0 plotted as a function of z=a for a wavelength of
780 nm: (a) parallel polarization in the normal configuration, (b) perpendicular polarization in the
normal configuration, (c) perpendicular incidence with s-polarization in the TIR configuration, (d)
perpendicular incidence with p-polarization in the TIR configuration, (e) parallel incidence with
s-polarization in the TIR configuration, and (f) parallel incidence with p-polarization in the TIR
configuration

toward the z-axis, more dipole moments contribute to light scattering in the
perpendicular case, compared to the parallel case. Thus, the light field rapidly
decays in the parallel incidence case. The slit structure is essential because it is
possible to control the direction and the polarization of incident light.
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Fig. 26.21 (a) Throughput 
 at z D 0 plotted as a function of y=a and (b) intensity decay profile
at y D 0 plotted as a function of z=a for the wavelength of 476:5 nm in the case of parallel
incidence with s-polarization in the TIR configuration

Table 26.1 Throughput and
attenuation for 780 nm.
Normal, y-TIR, and x-TIR
correspond to Fig. 26.18a–c,
respectively. Attenuation is
valued at z=a D 10

Configuration Polarization Throughput Attenuation

Normal x 4:0� 10�5 6:0 � 10�2

Normal y 1:6� 10�2 1:5 � 10�2

y-TIR s 2:3� 10�6 9:6 � 10�3

y-TIR p 3:6� 10�3 7:6 � 10�3

x-TIR s 1:1� 10�2 2:2� 10�7

x-TIR p 4:0� 10�5 8:8 � 10�5

26.3.5 Ionization Efficiency

The ionization efficiency of the 87Rb atoms in the hyperfine upper ground state
using two-step photoionization with two-color near-field lights is estimated in the
case where the 5S1=2, F D 2! 5P3=2, F D 3 transition by the 780-nm near-field
light is saturated. The ionization efficiencyP.v/ of the 87Rb atom in the 5P3=2, F = 3
state by the 476:5-nm near-field light is given by

P.v/ D 1

2
�
"
1 � exp

(
��

Z ƒ=v

�1
� exp

�
�2.ƒ� vt/

ƒ

�
dt

)#

D 1

2

�
1 � exp

�
��� ƒ

2v

��
(26.18)

as a function of the atomic velocity v with the cross section � D 2:0 �
10�17 cm2 [80]. The photon flux intensity � is given by

� D I.0/ �
hc

(26.19)

with the Planck constant h, the light speed c, and � D 476:5 nm.
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Fig. 26.22 Ionization
efficiency plotted as a
function of the incident
velocity in the
parallel-incident TIR
configuration with
s-polarization. Two-color
near-field lights generated by
a 780 nm diode-laser beam
with the saturation intensity
and a 476:5-nm Ar-ion laser
beam with 240 kW/cm2

ionize the 87Rb atoms in the
5S1=2, F D 2 ground state

Figure 26.22 shows the ionization efficiency of 87Rb atoms with the 50-nm-
wide slit plotted as a function of the incident velocity in the case of x-TIR with
s-polarization in Table 26.1. Here, the Ar-ion-laser intensity is 240 kW/cm2 and the
throughput is 3:3 � 10�2, so that I.0/ D 240 � 3:3 � 10�2 D 7:9 kW/cm2. The
ionization efficiency exceeds 1% for the incident velocity of less than 50 cm/s. It
will be improved by increasing the light intensity. The spatial position is measured
by moving the slit element with a nanoactuator.

26.4 Nano-slit with Rounded Edges

The first step of photoionization only needs a low light intensity due to resonant
transition, while the second step with a wavelength �2 needs a substantial high
intensity since the reaction cross section is very small. Consequently, intense near-
field light is required for the second step. Generation of near-field light depends
strongly on the radius of curvature of the slit edge. When the edge gets dull, near-
field light is drawn into the slit and extends transversally so that the peak intensity
decreases. In this section, the influence of rounding the slit edges on the intensity
profile of near-field light generated at a 50-nm-wide slit is examined by running
FDTD simulations [81].

26.4.1 FDTD Simulations

In order to check whether the intensity of near-field light is high enough to
photoionization, the actual microfabrication accuracy of the slit edge is considered
in FDTD simulations. Figure 26.23 is the cutaway view presumed from scanning
electron microscope images of a 50-nm-wide slit. The height of the slit is assumed
to be 50 nm equal to the slit width.
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Fig. 26.23 Cross-sectional
view of the 50-nm-wide slit
fabricated by evaporating Al
metal on a silica glass
surface. The height is
assumed to be the same as the
width. The radius of
curvature R ranges from 0 to
50 nm in FDTD simulations
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Fig. 26.24 Intensity profile of near-field light at the upper surface of the 50-nm-wide slit
generated by (a) the s-polarized light beam and (b) the p-polarized light beam with �2 D 476:5 nm
for Rb in the TIR configuration, where the intensity is normalized to the peak value in the case of
R D 0 at a fixed intensity of incident light. The origin of the lateral axis indicates the center of the
slit. The thin solid line, the broken line, the dotted line, and the thick solid line show the four cases
of R D 0, 10, 25, and 50 nm, respectively

Figure 26.24 shows the intensity profiles at the upper surface of the slit in the case
where a linearly polarized light beam with �2 D 476:5 nm entering along the slit
is total-internal-reflected at an incident angle of 60ı. Here, the intensity of resultant
light is normalized to the peak value for R D 0 at a fixed intensity of incident light.
The center of the slit is located at the origin of the lateral axis. The refractive indices
of silica glass and Al are 1:55 and 0:694, respectively. The extinction coefficient of
Al is 5:795. The incident light beam is a Gaussian beam with the beam diameter of
2�m. Figure 26.24a, b shows the two cases of s-polarization and p-polarization,
respectively. The thin solid line, the broken line, the dotted line, and the thick solid
line indicate the four cases of R D 0, 10, 25, and 50 nm, respectively.

Near-field light is generated by electric dipole moments induced near the surface.
A lot of electric dipole moments are induced perpendicular to the inner wall
of the slit by s-polarized light. Meanwhile, a few electric dipole moments are
induced perpendicularly to the upper surface by the longitudinal component of
p-polarized light. Since the intensity of near-field light is proportional to the
density of electric dipole moments, intense near-field light is generated in the
s-polarization. Indeed, the peak intensity in the s-polarization is 37 times as
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Fig. 26.25 Cross-sectional intensity distribution of near-field light in the 50-nm-wide slit when
the wavelength is 476:5 nm in the six cases of (a) R D 0 in the s-polarization, (b) R D 25 nm
in the s-polarization, (c) R D 50 nm in the s-polarization, (d) R D 0 in the p-polarization, (e)
R D 25 nm in the p-polarization, and (f) R D 50 nm in the p-polarization. The color changes
from red to blue as the intensity decreases

large as that in the p-polarization when R D 10 nm. It should be noted that
the component of light electric field parallel to the slit contributes not at all
to induced electric dipole moments. This is the reason why, in the case where an
s-polarized light beam is incident perpendicularly to the slit, the peak intensity is
10�4 times compared to the case where an s-polarized light beam is incident parallel
to the slit.

26.4.2 Intensity Profile

It is impossible to fabricate a nano-slit with R D 0 without special processing units.
As shown in Fig. 26.24a, the peak intensity decreases with increasing the radius of
curvature of the slit edge in the s-polarization, and the twin-peak character is lost.
Figure 26.25 shows the spatial distribution of near-field light drawn based on FDTD
simulations in the cases of (a) R D 0 in the s-polarization, (b) R D 25 nm in the
s-polarization, (c)R D 50 nm in the s-polarization, (d)R D 0 in the p-polarization,
(e) R D 25 nm in the p-polarization, and (f) R D 50 nm in the p-polarization. The
place where the intensity is high is painted in red.

Let us consider the s-polarization case. When the shape of the edge is square,
the electric field is greatly enhanced in the four corners of the slit as indicated in
red in Fig. 26.25a. As a result, intense near-field light with twin narrow peaks is
generated at the upper surface. The enhancement in the upper left and right corners
is resolved as the edge gets dull as shown in Fig. 26.25b, c, and the twin peaks
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Fig. 26.26 Decay of light intensity with the distance from the upper surface of the 50-nm-wide
slit with R D 10 nm when an s-polarized light beam with the wavelength of 476:5 nm is incident
along the slit in the TIR configuration. The intensity is normalized to the value at the surface. The
filled circles indicate the value obtained from an FDTD simulation, and the red line is the fitting
obtained from a regression analysis calculation

disappear with decreasing the intensity as shown in Fig. 26.24a. It is similar in the
p-polarization case as shown in Fig. 26.25d, e, although resultant near-field light is
weak. However, when the edging down is further done, the distribution of electric
dipole moments induced on the upper surface by the longitudinal component of
p-polarized light spreads outward as shown in Fig. 26.25f. Accordingly, near-field
light broadens and the intensity turns into increase at the upper surface as shown in
Fig. 26.24b.

Scattering light is well suppressed when the s-polarized light beam is incident
along the slit in the TIR configuration. An example is shown in Fig. 26.26, where
the change of light intensity is plotted as the function of the distance from the upper
surface of the 50-nm-wide slit with R D 10 nm for the wavelength of 476:5 nm.
The filled circles indicate the value, which is normalized to the one at the surface,
obtained from an FDTD simulation. In this case, the intensity ratio of scattering
light to near-field light is approximately 10�6 at the distance of 500 nm.

In Fig. 26.26, the red line is the fitting obtained from a regression analysis
calculation. The light intensity function I.z/ composed of three parts is given by

I.z/ D I1 exp f�2.zC a1/=a1g
.zC a1/2 C I2 exp

�
�2 z

a2

�
C I3

.zC a3/2 ; (26.20)

where the coordinate z is the distance from the upper surface. The Yukawa-function
term is the near-field component, the exponential term is the evanescent component
that contributes to the mid-distance intensity, and the third term is the far-field
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Table 26.2 Six parameters of I1, I2, I3, a1, a2, and a3 in Eq. (26.20) on the occasion of I.0/ D 1

for R D 0, 10, 20, 30, 40, and 50 nm

R (nm) I1 (104 nm2) I2 I3 (nm2) a1 (nm) a2 (nm) a3 (nm)

0 3:1341 0:02976 0:13930 63:043 86:725 6:4483

10 3:1422 0:03821 0:86383 63:449 85:914 334:58

20 2:8123 0:10306 2:1400 63:100 69:377 562:46

30 3:6609 0:04984 0:77933 70:744 78:543 24:604

40 3:4839 0:11686 4:6749 71:555 69:692 735:33

50 4:8917 0:01861 0:33842 81:342 100:46 16:415

component. Table 26.2 shows the value of the six parameters of I1, I2, I3, a1, a2,
and a3 when I.0/ D 1 in the six cases of R D 0, 10, 20, 30, 40, and 50 nm.

26.4.3 Photoionization Efficiency

Under the assumption that the first resonant transition with �1 of two-step photoion-
ization is saturated, the ionization efficiency is approximately expressed as [75]

P D 1

2

�
1 � exp

�
���

Z 0

�1
I.�vt/dt

��
; (26.21)

where v is the atomic incident speed and I.�vt/ is normalized to I.0/. The photon
flux intensity � is given by

� D I.0/ �2
hc

; (26.22)

where h and c are Planck constant and the speed of light, respectively.
The ionization efficiency P is evaluated by assigning the value obtained from

FDTD simulations to the intensity I.0/ at the upper surface of the slit and
substituting Eqs. (26.20) and (26.22) into Eq. (26.21). Figure 26.27 shows the result
for 87Rb atoms with v D 10 cm/s when the radius of curvature of the slit edge
changes from 0 to 50 nm with 10-nm increments in between. Here, the intensity of
s-polarized incident light is taken to be 5 � 104 W/cm2, which can be obtained by
focusing a high-power ArC laser beam with �2 D 476:5 nm.

Figure 26.28 shows the correlation between the radius of curvature of the slit
edge and the intensity of s-polarized incident light in the case of ionizing 87Rb atoms
with v D 10 cm/s with the efficiency of 10%. For example, if the upper limit of the
available intensity of incident light is 5 � 104 W/cm2, two-step photoionization with
the efficiency exceeding 10% of slow Rb atoms requires the processing accuracy of
more than 15 nm in fabrication of the slit.
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26.4.4 Throughput

The nano-slit system with two-step photoionization can be applied to detecting
every alkali-metal atoms listed in Table 26.3. Figure 26.29 shows the throughput,
which is defined as the ratio I.0/=I0 of the intensity I.0/ at the upper surface to
the intensity I0 of linearly polarized incident light, plotted as a function of the
wavelength in the two cases of (a) the s-polarization and (b) the p-polarization.
Here, the filled squares, the open circles, the filled triangles, the open inverse
triangles, and the filled diamonds indicate the five cases of R D 10, 20, 30, 40,
and 50 nm, respectively.

In the s-polarization case shown in Fig. 26.29a, the throughput increases with
the wavelength and the radius of curvature. Since the decay length of evanescent
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Table 26.3 Several constants with respect to two-step photoionization of alkali-metal atoms,
where � is the ionization energy measured from the S1=2 level; �1 and Is are the wave-
length and the saturation intensity of the D2 line, respectively, and �2 is an example of the
laser wavelength available for the second step; and � is the cross section of ionization from
the P3=2 level

� (eV) �1 (nm) Is (mW/cm2) �2 (nm) � (10�17 cm2)

Li 5.39 670.97 2.56 349.8 1.48 [83]
Na 5.14 589.16 6.40 353.3 0.37 [84]
K 4.34 766.70 1.77 355 0.72 [85]
Rb 4.18 780.24 1.64 476.5 2.0 [80]
Cs 3.89 852.35 1.09 496.5 1.86 [86]
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Fig. 26.29 Throughput plotted as a function of the wavelength: (a) s-polarization in the
evanescent-light illumination and (b) p-polarization in the evanescent-light illumination

light illuminating the slit is longer with the wavelength of incident light at a fixed
incident angle in the TIR configuration, more electric dipole moments are induced in
the long-wavelength side and the intensity of near-field light is higher. On the other
hand, in the p-polarization case shown in Fig. 26.29b, the throughput decreases as
the wavelength is longer. It implies that less electric dipole moments are induced in
the long-wavelength side.

26.5 Two-Step Photoionization with Two-Color
Evanescent Lights

Two-step photoionization is suitable for detecting a small number of atoms with
a high signal-to-noise ratio [82]. Table 26.3 shows several constant data on two-
step photoionization of alkali-metal atoms, where � is the ionization energy of the
ground-state atom, �1 is the resonant wavelength of the D2 line, Is is the saturation
intensity of the resonant transition, �2 is a wavelength of a laser available for
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Fig. 26.30 Relevant energy
levels of 87Rb. The first
evanescent light (EL1)
generated by TIR of an LD
beam with 780:2 nm excites
the 87Rb atoms in the 5S1=2,
F D 2 ground state to the
5P3=2, F D 3 state. The
second evanescent light (EL2)
generated by TIR of an
Ar-ion laser beam with
476:5 nm excites the 87Rb
atoms in the 5P3=2, F D 3

state over the ionization level
at 4:18 eV above the 5S1=2
state. The photon energies of
EL1 and EL2 are 1:59 and
2:60 eV, respectively

ionization from the P3=2 state, and � is the ionization cross section experimentally
obtained. The photoionization cross section is usually very small.

This section deals with two-step photoionization of cold Rb atoms by two-color
evanescent lights generated on a prism plane. The ionization cross section of the 5P
state is evaluated from the experimental results.

26.5.1 Approach

Two-step photoionization with combination of evanescent light and propagative
light is reported in Ref. [87]. Afterward, two-step photoionization with only
evanescent lights is demonstrated for cold Rb atoms [80]. Figure 26.30 shows
the relevant energy levels of 87Rb. The first evanescent light (EL1) generated via
TIR of a diode-laser (LD) beam with a wavelength �1 D 780:2 nm selectively
excites 87Rb atoms in the 5S1=2, F D 2 hyperfine upper ground state to the 5P3=2,
F D 3 state. Then, the second evanescent light (EL2) generated via TIR of an
Ar-ion laser beam with �2 D 476:5 nm lifts the 87Rb atoms up to the ionization
level at 4:18 eV above the 5S1=2 state.
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Fig. 26.31 Experimental
setup of two-step
photoionization with
two-color evanescent lights.
An MOT with three pairs of
�C–�� circularly polarized
light beams creates a 87Rb
atom ensemble with a mean
temperature of 16�K. The
released cold atoms fall on a
BK7 prism 26mm below and
then they are ionized by
two-color evanescent lights
generated on the prism
surface via TIR of a 780:2-nm
LD beam and a 476:5-nm
Ar-ion laser beam. Each
beam is p-polarized. The
ionized atoms are counted
with a CEM negatively biased

26.5.2 Experiment

Figure 26.31 shows the experimental setup with an uncoated BK7 prism. The
double MOT system [69] is applied to detecting a small number of cold 87Rb
atoms. The cold 87Rb atoms are generated by the first MOT under a pressure of
10�7 Pa. Next, they are sent down to the second MOT 26 cm below and recaptured
under a lower pressure of 10�8 Pa. As a result, a 5-mm-diameter cloud of 109 87Rb
atoms is produced at h D 26mm above the prism surface. The cold 87Rb atoms
in the 5S1=2, F D 2 ground state are released by turning off the second MOT.
The time-of-flight (TOF) measurement indicates that the initial mean temperature
T and the atom flux intensity are 16�K and 2:8 � 1011 atoms/cm2s, respectively.
It follows that the atomic density d is 3:9 � 1015 atoms/m3 at the prism surface.
The incident most probable speed vm is

p
2kBT=mC 2gh D 0:71m/s, where m,

kB, and g are the atomic mass, Boltzmann constant, and gravitational acceleration,
respectively.

Two-color evanescent lights are generated on the prism surface via TIR of an
LD beam and a high-power Ar-ion laser beam at the incident angle 	 D 46ı. Each
light beam is p-polarized. The beam waists wi (i D 1; 2) at the prism surface are
580 and 165�m, respectively. The effective ionization area Aion is � �w22= cos 	 D
1:8 � 105 �m2. The amplitude of the electric field of evanescent light exponentially
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Fig. 26.32 Ion count plotted as a function of (a) the LD intensity and (b) the Ar-ion laser
intensity. The Ar-ion laser intensity is fixed at 3:5 kW/cm2 in (a), while the LD intensity
is fixed at 4:5mW/cm2 in (b). The filled circles indicate experimental data. The solid line
in (b) shows the least-square fitting for the estimation of the ionization cross section of the
5P-state 87Rb atoms. There is a fluctuation of about 10% with respect to the number of cold
Rb atoms created by MOT in each experimental event. Therefore, the ion count in (a) is not
necessarily the same as the corresponding ion count in (b) even if the laser intensities are
the same

decays as E0 exp.�z=ƒELi / [88], where the z-axis is taken upward perpendicularly
to the prism surface and E0 is the value at z D 0. The decay lengths ƒELi D
�i=2�

q
n2i sin2 	 � 1 are 291 nm for EL1 with the refractive index n1 D 1:51 and

177 nm for EL2 with n2 D 1:52.
The cold 87Rb atoms are repeatedly loaded from the second MOT to the

prism surface every 5 s and ionized by the two-color evanescent lights. A channel
electron multiplier (CEM) biased with �3 kV detects the ionized 87Rb atoms
with the quantum efficiency of 0:9. The number of ions is counted for 200ms
after the release from the second MOT and integrated over 300 times MOT
loading. Figure 26.32a shows the ion count plotted as a function of the LD
intensity I1. The filled circles indicate the results obtained in the case where the
Ar-ion laser intensity I2 is fixed at 3:5 kW/cm2. Meanwhile, Fig. 26.32b shows
the ion count plotted as a function of I2. The filled circles indicate the results
obtained in the case of I1 D 4:5mW/cm2. In both cases, the LD frequency
is tuned to the 5S1=2, F D 2 ! 5P3=2, F D 3 transition. The error bars
indicate the uncertainty of 5% obtained from the TOF measurement with respect
to the number of cold 87Rb atoms. As shown in Fig. 26.32a, a saturation occurs
similarly to the case of photoionization with propagative light. On the other hand,
as shown in Fig. 26.32b, the ion count is proportional to the Ar-ion laser intensity.
Consequently, the ionization efficiency is principally determined by the Ar-ion laser
intensity.
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26.5.3 Ionization Cross Section

Under the assumption that the light intensity in the horizontal direction is homoge-
neous, the position-dependent ionization efficiency 
.z/ of 87Rb atoms in the 5P3=2
state by EL2 is approximately written as


.z/ D 1 � exp

�
��ion

Z z

1
�EL2.z

0/
1

vm
dz0
�
; (26.23)

where �ion is the ionization cross section of the 5P3=2 state. The photon flux intensity
�EL2.z/ of EL2 is given by

�EL2.z/ D �0EL2 exp

�
� 2z

ƒEL2

�
: (26.24)

Using the Fresnel coefficient Ci for p-polarization [89],

Ci D 4n2i cos2 	

.cos2 	 C n4i sin2 	 � n2i /
; (26.25)

the value �0EL2 at the prism surface is I2C2=„!2 D 1:98 � 1022 photons/cm2s with
C2 D 4:89 and Dirac constant „, where !2 is the frequency of the Ar-ion laser
beam.

The effective interaction time of the photoionization is roughly ƒEL2=vm D
249 ns because ofƒEL1 > ƒEL2. It is long enough compared to the lifetime 27 ns of
the 5P state. For the steady state of the EL1 excitation on resonance, the population
e.z/ of the 87Rb atoms excited to the 5P3=2, F D 3 state by EL1 is written as [12]

e.z/ D 1

2

s.z/

1C s.z/ : (26.26)

Here, the Doppler shift due to the lateral velocity of cold atoms is also ignored. The
saturation parameter s.z/ with C1 D 4:90 is given by

s.z/ D C1 I1
Is

exp

�
� 2z

ƒEL1

�
; (26.27)

where Is is the saturation intensity of the Rb D2 line.
The total number N of 87Rb atoms ionized per MOT loading is obtained from

Eqs. (26.23) and (26.26) as

N D dAion

Z 1

0

e.z/
.z/dz : (26.28)
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Fig. 26.33 Relevant energy
levels of Rb. The first
near-field light (NFL1)
generated by a 780-nm diode
laser (LD1) induces the
5S1=2 ! 5P3=2 transition.
The second near-field light
(NFL2) generated by a
775-nm diode laser (LD2)
induces the 5P3=2 ! 5D5=2

transition. Some of the
excited Rb atoms
spontaneously decay to the
5S1=2 state via the 6P3=2 state
and emit fluorescence with a
wavelength of 420 nm

The ion count shown in Fig. 26.32 equals NIC = 0:9 � 300 � N with � D 2� �
6:1MHz and Is D 1:6mW/cm2. The ionization cross section �ion D .2:0˙ 0:1/ �
10�17 cm2 is obtained from the least-square fitting (solid line) of the expressionNIC

to the experimental data in Fig. 26.32b.

26.6 Blue-Fluorescence Spectroscopy with Two-Color
Evanescent Lights

This section describes an alternative way of detecting a small number of atoms
with the slit-type detector. In the case of Rb atoms, it uses the stepwise resonant
excitation from the 5S1=2 ground state to the 5D5=2 state via the 5P3=2 state [90].
The Rb atoms in the 5D5=2 state can decay into the 5S1=2 ground state via the
6P3=2 state, emitting blue fluorescence with a wavelength of 420 nm. This method
requires no intense laser beam contrary to two-step photoionization. Two-color near-
field lights causing the transition are generated by two low-power diode lasers with
different wavelengths. Consequently, the Rb atoms can be efficiently detected by
monitoring the 2nd D2 line different from the infrared excitation laser lights without
being disturbed by scattered light.

26.6.1 Approach

Figure 26.33 shows the relevant energy levels of Rb for blue-fluorescence excitation.
The first near-field light (NFL1) generated by a 780-nm diode-laser (LD1) beam
stimulates the 5S1=2 ! 5P3=2 transition. Then, the second near-field light (NFL2)
generated by a 775-nm diode-laser (LD2) beam stimulates the 5P3=2 ! 5D5=2
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Fig. 26.34 Experimental
setup with a Rb vapor cell.
Two-color evanescent lights
are generated on a surface of
a prism attached to a cell
window via TIR of two
opposite diode-laser beams
LD1 and LD2. Fluorescence
with a wavelength of 420 nm
is collected by a fiber bundle
and sent to a photomultiplier
tube (PMT) through an
interference filter (IF)

transition. The excited Rb atoms spontaneously decay to the 6P3=2 state or the 5P3=2
state with a branching ratio of 3 to 5 in a lifetime of 1:56�s. The Rb atoms in
the 6P3=2 state decay again to one of the 5S1=2, 6S1=2, 4D5=2, and 4D3=2 states in a
lifetime of 3:45�s. The ratio of the 5S1=2 decay channel to the other three channels
is 1 to 4. When the Rb atoms decay to the 5S1=2 state, they emit fluorescence with
a wavelength of 420 nm. Thus, emission of the blue fluorescence occurs at a rate
of 2:9 � 105 s�1. Observation of the blue fluorescence allows us background-free
detection of a small number of atoms.

26.6.2 Experiment

The stepwise resonant excitation is conducted by using two-color evanescent
lights [90]. Figure 26.34 shows the experimental setup for fluorescence spectroscopy
with a Rb vapor cell heated up to 140 ıC. Two-color evanescent lights are generated
on a surface of a prism attached to a cell window via TIR of two opposite diode-
laser beams LD1 and LD2. The incident angles of LD1 and LD2 are 43ı and
53ı, respectively. Blue-fluorescence photons are collected by a fiber bundle with
the efficiency of 0:02 and then guided to a photomultiplier tube (PMT) through a
420-nm interference filter (IF) with the bandwidth of 7 nm.

Figure 26.35 shows a fluorescence spectrum plotted as a function of the
frequency detuning of LD2, where the frequency of LD1 is fixed to the 5S1=2,
F D 3 ! 5P3=2, F D 4 transition. The linewidth of each diode laser is below
1MHz and the beam diameter is 2mm. The intensities of LD1 and LD2 are 2:9
and 112mW/cm2, respectively. The FWHM of the spectrum is 80MHz. Note that
the FWHM is narrower than the Doppler width of about 500MHz. It is due to the
configuration with two opposite light beams. The sub-Doppler profile is determined
by the natural linewidths of the relevant transitions and the transit-time broadening
originating from those atoms traverses the evanescent light.
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Fig. 26.35 Sub-Doppler
spectrum of 420-nm
fluorescence. The intensity is
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Fig. 26.36 Detection
efficiency of Rb atoms plotted
as a function of the atomic
velocity
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26.6.3 Detection Efficiency

If both the Rabi frequencies of the 5S1=2 ! 5P3=2 and 5P3=2 ! 5D5=2 transitions
are the same and much larger than both the natural linewidths, the atomic decay
from the 5P3=2 state does not occur, so that the occupation probability of the 5D5=2

state is a maximum of 0:5. Note that the 5P3=2 state is a so-called dark state. Since
the density matrix elements with respect to the transitions from the 5S1=2 and 5D5=2

states are out of phase with each other, the 5P3=2 state is not occupied due to the
destructive interference [91]. In this case, the blue-fluorescence emission occurs
most frequently. From the fact that the rate of the 5D5=2! 6P3=2! 5S1=2 decay is
2:9�105 s�1, it follows that the blue fluorescence is emitted at a rate of 1:5�105 s�1.
The collection efficiency of a lens with an NA exceeding 0:2 used here is 0:01,
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and the quantum efficiency of the PMT is 0:2 for 420 nm. Then, the detection rate
rbf in the blue-fluorescence spectroscopy is estimated to be 3 � 102 s�1.

In the case where a Rb atom with a velocity of 1 m/s moves along a 100-�m-
long slit, the interaction time tint with near-field light is 1 � 10�4 s. Consequently,
the detection efficiency is approximately rbf � tint D 0:03. The detection efficiency
is proportional to the interaction time. Figure 26.36 shows the detection efficiency
for slow Rb atoms. Although the detection efficiency is not necessarily high, it is
sufficient for the deflection experiment using the slit-type deflector.
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Abstract
This chapter describes the use of plasmonic substrates for the laser
desorption/ionization in mass spectrometry. Interesting phenomenon such
as polarization and wavelength dependence has been observed for the laser
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desorption/ionization of molecules from gold-coated porous silicon, gold
nanorod arrays, and nanoparticles, and these results suggest the presence of
near-field effects on the desorption/ionization process.

27.1 Introduction

Mass spectrometry is an indispensable tool for biochemistry and life science, and it
offers the analytical information such as sample composition which is not available
from other analytical techniques. The basic principle of mass spectrometry is to
generate ions from the inorganic or organic compound and to separate these ions
according to their mass-to-charge ratio (m/z). To mass analyze the sample, analyte
molecules need to be electrically charged. Thus, ion source is one of the key parts
in a mass spectrometer. The analyte may be ionized by a variety of methods, for
example, electron ionization [1], field ionization [2], field desorption [3], chemical
ionization [4], electrospray ionization [5], and laser-based desorption/ionization. At
present, large biomolecules such as proteins and peptides are analyzed exclusively
using electrospray ionization (ESI, developed by John Fenn in 1989) and matrix-
assisted laser desorption/ionization (MALDI, developed by Koichi Tanaka and
Franz Hillenkam [6, 7]).

When the nanostructured surface of metal of high conductivity, for example,
gold, is irradiated with laser of certain wavelength at appropriate polarization,
collective electron motion, known as localized surface plasmon-polariton oscil-
lation, will be excited. The localized surface plasmon-polariton resonance leads
to enhanced photon absorption and huge concentration of optical near-fields at
a small volume, which contribute to the enhancement in the surface-enhanced
spectroscopy. Although intensive research on the plasmonic electronics and plasmon
biosensing is in progress [8, 9], there is little work on the exploitation of the
plasmon effect in the desorption/ionization of biomolecule for mass spectrometry.
In this chapter, we describe the visible laser desorption/ionization of biomolecules
using nanostructured plasmonic substrates.

Three types of nanostructured substrates are described here: gold-coated porous
silicon, gold nanorods, and gold nanoparticles. The porous silicon made by electro-
chemical etching was coated with gold using argon ion sputtering. The gold
nano-rod arrays were fabricated by electrodepositing the gold into the porous
alumina template and the subsequent partial removal of the alumina template. A
frequency-doubled Nd:YAG laser was used to irradiate gold nanostructured sub-
strate, and the desorbed molecular ions were mass analyzed by a time-of-flight mass
spectrometer. The present technique offers a potential analytical method for the low
molecular weight analytes which are rather difficult to handle in the conventional
matrix-assisted laser desorption/ionization (MALDI) mass spectrometry. With the
presence of Au nanoparticles, the UV-MALDI matrix was also found to be photo-
ionized by the 532 nm laser even though the photon energy is insufficient for free
molecules.
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27.1.1 Matrix-Assisted Laser Desorption/Ionization
Mass Spectrometry

For laser mass spectrometry, matrix-assisted laser desorption/ionization (MALDI)
is a very effective and soft method in obtaining mass spectra for synthetic and
biological samples, such as peptides and proteins with less molecular fragmen-
tation [6, 7]. Depending on the matrices, laser wavelengths of ultraviolet (UV)
and infrared have been employed. The established UV-MALDI method usually
employs a nitrogen laser (337 nm), or a frequency-tripled Nd:YAG laser (355 nm)
for desorption/ionization, while the Er:YAG lasers (2.94�m) and CO2 (10.6�m)
are used in the IR-MALDI.

In MALDI, biomolecular analytes are mixed with photo-absorbing chemical
matrix of suitable functional groups to assist the energy transfer. Thus, the matrix
molecules must possess suitable chromophores to absorb the laser photons effi-
ciently. Besides having high optical absorption coefficients, matrix molecules must
possess suitable chemical properties for efficient ionization. All of the matrices that
act as protonating agents for analytes contain OH and/or NH2 functional groups.
Thus, protons are believed to be transferred from these groups during the ionization
process.

Nicotinic acid (NA) was historically the first UV-MALDI matrix for successful
detection of peptides and proteins. Ever since, many other better matrices, for
example, 2,5-dihydroxybenzoic acid (DHB) and ˛-cyano-4-hydroxycinnamic acid
(CHCA), had also been found. As for IR-MALDI, the laser wavelength of �3�m
effectively excites the O–H and N–H stretch vibration of the molecules, while the
laser wavelength of�10�m causes the excitation of C–O stretch and O–H bending
vibration [10, 11]. Molecular structures of typical MALDI matrices are shown in
Fig. 27.1.

Except for the light-absorbing analytes, direct photoionization of macro-
molecules rarely takes place, and the peptides and protein ions observed in laser

DHB CHCA Sinapinic Acid Glycerol

Succinic Acid

O

O O
O

O
OH

OH

OH

OH

OH

OH

OH

OH

CN
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HO
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Fig. 27.1 Commonly used MALDI matrices. 2,5-Dihydroxybenzoic acid (DBD), ˛-cyano-4-
hydroxycinnamic acid (CHCA), and sinapinic acid are for UV-MALDI. Succinic acid and glycerol
are for IR-MALDI. Glycerol is also used as liquid matrix incorporation with UV-absorbing
material (e.g., metallic nano powder, graphite) for UV-MALDI
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Table 27.1 Ions produced by LDI/MALDI

Ion species Positive ions Negative ions

Radical MC� M��

Protonated/deprotonated [M + H]C [M � H]C

Alkali adducts [M + Na]C, [M + K]C, etc.
Cluster n[M + H]C n[M � H]�

Multiple charged [M + 2H]2C, [M � 2H]2�

[M + 2Na]2C, etc.

desorption/ionization are mostly protonated (molecular ions generated by proton
attachment, e.g., [M + H]C). For the analytes such as underivatized carbohydrates,
due to their poor proton affinity, the molecules are difficult to be protonated and
instead are mostly ionized by alkali metal attachment, for example, [M + Na]C
and [M + K]C [12]. Typical ion species produced by LDI/MALDI are listed in
Table 27.1.

The typical laser fluences in UV-MALDI are in the range of 10–100 mJ cm�1,
which correspond to 106–107 W cm�2 for a pulsed laser of 10 ns pulse width.
For IR-MALDI, the required fluence is somewhat 10 times higher than that of
UV-MALDI. At the laser threshold, a sharp onset of desorption/ionization takes
place. The threshold laser fluence depends on the type of matrix as well as
the matrix-to-analyte mixing ratio. The mixing ratio of 5,000 is usually used in
MALDI. Although the detailed desorption/ionization mechanism of MALDI had
not been thoroughly understood, it is generally believed that the radical ions of
the matrix molecules produced by either two-photon ionization or the molecular
exciton pooling played crucial roles in ionizing the desorbed analytes via gas-phase
interaction [13, 14].

Common UV-MALDI matrices have a wider absorption band than that of
IR-MALDI, and the desorption/ionization performance is less affected by photon
energies over a certain range of UV wavelength [15, 16]. However, restricted by
their optical absorption coefficients, the UV and IR-MALDI matrices do not work
with visible or near-IR lasers.

Early investigations on visible-MALDI (VIS-MALDI) were conducted by
Tang et al. using rhodamine dyes as matrices [17]. Cornett et al. introduced a
binary matrix consisted of rhodamine 6G which was dissolved in a liquid matrix
(3-nitro-benzylalcohol) for VIS-MALDI with 532 nm frequency-doubled Nd:YAG
laser [18]. Since the liquid matrix is transparent to the visible laser, the optical
absorption was due to the dye, and the method is similar to the two-phase
matrix method of Tanaka et al. in which the laser energy was absorbed by metal
nanoparticles suspended in the liquid glycerol. Other VIS-MALDI studies were
performed using Neutral Red [19], 2-amino-3-nitrophenol [20], and rhodamine
575 [21].

Despite their high optical absorption at the visible wavelength, the ioniza-
tion efficiency with these VIS-MALDI matrices is not as efficient as that with
UV-MALDI matrices. Suitable chemical matrix for visible laser has not been found
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thus far, and the existing UV-MALDI matrices are not accessible by the laser
wavelength ranging from 400 nm to �2.7�m [22].

27.1.2 Laser Desorption/Ionization with Inorganic Matrix and
Nanostructure

Although MALDI is highly sensitive for large biomolecules (>700 Da), the de-
tection for analytes of low molecular weight is rather difficult due to the matrix
interferences. Thus, in the low mass range, direct laser desorption/ionization (LDI)
on surface modified substrates or the use of inorganic matrices becomes alternatives
to chemical MALDI. The use of nanoparticles as efficient UV-absorbing matrices
was first introduced by Tanaka et al. [6], of which 30 nm cobalt powders were
suspended in glycerol solution. A variety of nanomaterials, for example, titanium
nitride [22], zinc oxide and titanium oxide [23], and gold nanoparticles [24], had
been proposed as inorganic matrices.

Direct LDI on various substrates, for example, graphite [25], silicon, titania
sol-gel [26], and metal-coated porous alumina [27], has also been studied. In
particular, porous silicon, which has high absorption in the ultraviolet region, has
received considerable attention due to its reported high sensitivity [28, 29]. Such
method is named as desorption/ionization on silicon (DIOS). Other silicon-based
substrates include silicon nanowires [30], column/void silicon network [31], nano-
grooves [27], and nano-cavities [32]. Matrix-less IR laser desorption/ionization was
also reported on flat silicon surface [33].

27.1.3 Time-of-Flight Mass Spectrometry

Molecular ions can be analyzed by a number of different instruments, for example,
time-of-flight mass spectrometer (TOF-MS), magnetic sector mass spectrometer,
quadrupole ion trap mass spectrometer (QIT-MS), and Fourier transform ion
cyclotron resonance mass spectrometer (FT-ICR-MS) [10, 11]. In particular, the
TOF-MS is used almost exclusively for ions produced by laser desorp-
tion/ionization. The ions generated upon the irradiation of pulsed laser are separated
during their flight along the field-free path and arrive at the detector at different time
depending on their m=z. The flight time is given as

t D Lp
2eU

r
m

z
(27.1)

where e is the electron charge, L is the flight tube length, and U is the accelerating
voltage. Equation 27.1 can be converted to m=z D 2eU.t=L/2 D At2, where A is
the calibration constant which is determined by least squares fitting of this equation
to a series of known m=z peak and their measured arrival time. To account for
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the other effects, say, electronic delay, a second calibration constant, B is usually
introduced, and the calibration equation becomes [10]

m=z D At2 C B (27.2)

For TOF-MS, the initial ion velocity produced from the laser plume and the initial
position of the generated ions can contribute to the measurement errors and reduce
the resolution of the instrument. To certain extent, the initial velocities’ effect can
be reduced by using the delayed extraction, in which the accelerating voltage is
applied only after certain time interval (typically tens to hundreds ns) after the laser
pulse [10]. The initial velocity/energy distribution can also be compensated by using
an ion reflector or reflectron. The TOF mass spectrometers used in our experiment
are equipped with both reflectron and delayed ion extraction.

27.2 Surface Plasmon-Polariton

Surface plasmon-polariton is the collective oscillation of electron density on the
metal surface [34]. At surface plasmon-polariton resonance, all the free electrons
within the conduction band oscillate in phase and lead to a huge concentration of
optical near-field at a small volume (Fig. 27.2). The localized electronic oscillation
which is coupled with the optical near-field is usually referred as localized plasmon-
polariton.

For the nanoparticles of noble metal, for example, silver and gold, the surface
plasmon-polariton resonance takes place at the visible light, and their optical
properties can be described by the Mie-extinction, �ext , and

�ext D �abs C �sca (27.3)

+ + +

+ + +

Collective oscillation of
the electron gas

Metallic particle of
sub-wavelength size

Optical Electric-field

Strongly enhanced
local electric field

Fig. 27.2 The plasmon-polariton oscillation of metallic particles which have diameter much
smaller than the wavelength under the illumination of polarized optical wave
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Fig. 27.3 Normalized
extinction cross section for
various noble metals’
nanoparticles: gold (Au),
silver (Ag), copper (Cu), and
platinum (Pt)

where �abs , and �sca are the absorption and scattering cross section, respectively.
Figure 27.3 shows the calculated normalized extinction cross section of the nanopar-
ticles for various noble metals. The particles diameter is assumed to be 40 nm,
and the Mie-extinction [35, 36] is solved numerically. For gold, silver, and copper,
the nanoparticles have unique absorption bands in the visible region (see Fig. 27.3),
and they can be easily identified by the color of their scattered light. The intense
red color of the aqueous dispersion of the colloidal gold nanoparticles is the
manifestation of the localized surface plasmon-polariton resonance, which peaks
at �520 nm.

For the nanoparticles which are much smaller than the exciting optical wave-
length (r � �, where r is the radius of the nanoparticle and � is the optical
wavelength), the extinction cross section is primarily due to the dipole oscillation,
and the Mie theory reduces to dipole approximation [37, 38]:

�ext .!/ D 9!
c
"3=2m V

"2.!/

Œ"1.!/C 2"m�2 C "2.!/2
(27.4)

where V D 4
3
�r3, ! is the angular frequency of the exciting light, c is the speed

of light, ".!/ D "1.!/C i"2.!/ is the dielectric function of the nanoparticles, and
"m is dielectric function of the surrounding medium. The resonance condition for
surface plasmon-polariton is fulfilled when

"1.!/ D �2"m (27.5)

if "2.!/ is small or weakly dependent on ! [37].
The surface plasmon-induced electromagnetic field enhancement on the metallic

nanoparticles had been known to be accountable for the surface-enhanced Raman
spectroscopy (SERS) [39], and nonlinear optical response such as second harmonic
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generation [40], and optical frequency mixing [41]. Besides electromagnetic en-
hancement, the metal-absorbates’ electronic coupling had also been known to have
contributed to the chemical enhancement for SERS [42, 43]. Upon absorption on
the metal surface, the interaction between the absorbate molecules and the electron
gas on the metal surface results in the broadening and shifting in energy of the free
molecular states [42]. Thus, even though the states’ transition of the free molecule
may be too energetic to be excited by, say, a visible laser, a near resonance could be
found for the laser once the molecule is adsorbed on the metal surface.

The exploitation of localized surface plasmon-polariton resonance using ordered
nanoparticle arrays and aggregates includes optical near-field lithography [44] and
plasmonic waveguides [45]. Functionalized or conjugated gold nanoparticles, which
have high binding affinity to specific analytes, are used for biosensing [46] and DNA
detection [47]. Selective laser photothermal therapy using nanoparticles had also
been proposed for cancer treatment [48].

27.2.1 Plasmon-Induced Desorption

Desorption of Metallic Ions Because the surface plasmon resonance is strongly
damped, the local heating which is due to the joule losses on the metal surface
could take place. For the gold nanoparticles which have small heat capacity,
the heat transfer was estimated to be in the picosecond time scale, and the high
lattice temperature can be reached rapidly [38]. However, due to the strong
electron oscillation, the plasmon-induced nonthermal desorption had been
reported for several metals. By irradiating the roughened silver surface
with visible or near-ultraviolet laser, two prominent peaks were observed
in the kinetic-energy distribution of AgC ions produced from the sur-
face [49].

In another experiment where the surface plasmon was coupled using the at-
tenuated total reflection method, similar results were also obtained for the metal
atoms desorbed from the Au, Al, and Ag films [50]. While the lower energy
peak was generally referred as thermal peak, they attributed the peak of the
higher kinetic energy to the nonthermal electronic process. Nonthermal visible
laser desorption of alkali atoms was also reported for sodium particles and
sodium film [51, 52]. Theoretical model that involves energy coupling of surface
plasmon via ion collision had also been put forward to support the plasmon
hypothesis [53].
Desorption of Absorbates On the metal surface, the adsorbed molecules produce
physical or chemical bonding via, at least by part, interaction with the electron
gas on the metal substrate. At plasmon resonance, due to the collective motion
of electron gas, the strong optical near-field enhancement and associated strong
modulation of electronic energy levels take place (Fig. 27.4).

This plasmonic process near the metallic surface produces the highly excited
plasmonic sideband states due to the nonlinear optical effect. Regardless of the
nature of the bonding between molecules and metallic substrate, the plasmonic
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Fig. 27.4 Schematic diagram showing the possible process of plasmon-assisted desorption of
adsorbates

sideband formation results in the optical near-field excitation of the bonding, and
some of the highly excited bonding state can exert stochastic transition into the
dissociation states of the absorbed molecules (see Fig. 27.4).

27.3 Fabrication of Gold Nanostructure Substrates

Although the gold nanoparticles, for example, gold colloids, have a strong optical
extinction at �520 nm due to the surface plasmon resonance, the colloids aggregate
when mixed with certain analytes, and the plasmon frequency redshifts drastically
to a longer wavelength. This poses a problem to a non-tunable laser for excitation.
When used as the matrix, the chemical contents in the colloids’ buffer solution
can also contribute to the background noise. Instead of gold colloids, recently,
we demonstrated the use of gold nanostructure for nonorganic matrix-based laser
desorption/ionization [54, 55].

Two different substrates were tested in our experiments: gold-coated porous
silicon and gold nanorod arrays. The porous silicon with random structure was used
as the nanostructured template and was coated with gold using argon ion sputtering.
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Depending on the type of the silicon, the nanostructure of the porous silicon can be
tailored by the etching condition [56, 57].

The vertically aligned gold nanorod arrays, which had more regular surface
morphology, were fabricated by electrodeposition of gold into the nanopores of the
porous alumina template [58, 59]. The diameter of the gold nanorods follows the
pores of the alumina template, and the aspect ratio can be controlled through the
deposition time. The porous alumina template with ordered nanopore arrays can
be easily fabricated using anodic oxidation. The pore diameter can be tuned from
�10 to 100 nm depending on the electrolyte and the anodization voltage [60, 61].
Compared to the colloids’ aggregates and the electrochemically roughened surface,
which are of random structure, the surface morphology of the gold nanorod arrays
can be better controlled and fabricated reproducibly.

27.3.1 Fabrication of Gold-Coated Porous Silicon

Owing to their photoluminescence properties, the porous silicon has attracted con-
siderable research interest since their first discovery by Canham [56]. Porous silicon
can be fabricated easily using electrochemical etching. Depending on the type of
silicon, etching parameters such as etching current, time, etchant concentration,
and illumination are reported to affect the pore size and the porosity of the etched
silicon [57].

Owing to their high UV absorption, porous silicon has also been used as substrate
in direct UV-LDI (DIOS). Encouraged by the success of DIOS, the morphology of
the porous silicon with random structure was used as the fabrication template and
was coated with gold using argon ion sputtering. However, it is noted that in our
experiment, the operating laser wavelength was different from that of DIOS.
Anodic Etching with Hydrofluoric Acid The porous silicon in our experiment
was made by anodic etching of 0.02 Ω cm n-type silicon (Nilaco, Japan) using
aqueous solution of �23 wt.% hydrofluoric acid (HF). The etching was conducted
at �5 mA/cm2 for 2 min under white light LED illumination. The etching was
performed in a Teflon etching cell with platinum as the counter electrode. A super
bright LED produced approximately 5 mW/cm2 front illumination to the etching
surface. Schematics in Fig. 27.5 show the electrochemical etching of the silicon
using a Teflon etching cell. With illumination, macropores with diameter of
50–100 nm and pore depth of 100–200 nm were formed (microporous: dia.< 2 nm,
mesoporous: dia. = 2–50 nm, macroporous: dia.> 50 nm).
Post-etching When the freshly etched porous silicon was coated with gold using
argon ion sputtering coater, the pores appeared to be fully covered by the gold and
lost its nanostructural identity. Such substrate produced no observable ion signal
for most of the analytes for 532 nm laser irradiation. To increase the pore size, the
freshly etched porous silicon was further treated with piranha (H2SO4/H2O2 = 1/3)
for 4 min, followed by 10 % HF etching. The Piranha treatment oxidized the porous
silicon lightly and formed a thin layer of silicon oxide. After stripped by 10 % HF,
the pores were enlarged to 100–200 nm.
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Fig. 27.5 Electrochemical
etching of the silicon using
Teflon etching cell
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Fig. 27.6 Porous silicon (a) with �15 nm gold coating and (b) without coating

Metallization of Porous Silicon The porous silicon was metalized with gold
using argon ion sputtering coater with thickness control. The scanning electron
microscopy inspection showed that the coating was not a continuous layer, and gold
formed particles on the porous silicon structure with its size about the thickness
of the coating. The porous silicon with and without gold coating is shown in
Fig. 27.6. The cross-sectional view of the gold-coated porous silicon is depicted
in Fig. 27.7. The depths of the irregular pore range are in the range of few
hundreds of nm.

The coated surface had also been analyzed using Auger electron spectroscopy to
confirm the complete coverage of gold on the porous silicon structure. The specular
reflectivity of the gold-coated porous silicon is shown in Fig.27.8. The measurement
was made at normal incidence. The macroporous silicon is an efficient light trap,
and it has high optical extinction extended to the visible region. After coated with
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Fig. 27.7 SEM image showing the cross-sectional view of the gold-coated porous silicon. The
depths of the irregular pore range are in the range of few hundreds of nm

Fig. 27.8 Normalized reflectivity of porous silicon with and without gold coating

�10 nm gold, its reflectivity has increased significantly in the red and near-infrared
region. However, the visible region of �500 nm remained very much unchanged
due to the surface plasmon-polariton resonance.

Throughout the experiment, the porous silicon was coated with 10 � 15 nm
thick gold. The porous silicon of other different etching conditions had also been
examined for their performance in desorption/ionization. Decreasing the etching
current and the strength of light illumination reduced the pores’ density, size, and
depth, and the ion signals became weaker. Increasing the pore depth by longer
etching time and current did not improve the ion yields.
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27.3.2 Gold Nanorod Arrays

In order to have better understanding of the desorption/ionization from the metallic
nanostructure, it is desirable to have substrates with more regular and better
defined surface morphology. Lithography method offers the best control over the
nanostructure size, shape, and spacing, but the techniques are expensive and with
limited effective area. In comparison, template method is inexpensive and can be
used to pattern a large area of surface.

Nanoporous anodic alumina has been a favorable template material or mask for
fabricating nanoparticle arrays [62, 63]. With suitable electrolytes and appropriate
anodization condition, a high density of ordered pores can be formed easily. The
pore diameter can be tuned from �10 to >100 nm by varying the anodization
condition [60–62, 64]. Usually sulfuric acid is used for fabricating the alumina of
pore size 10 � 20 nm, whereas oxalic acid and phosphoric acid are used for bigger
pore size. The pore size generally increases with the anodization voltage; however,
the self-ordering takes place only under limited voltage condition.

Porous alumina membranes were first used by Martin et al. in the synthesis of
gold nanorods [65, 66]. The Au was electrochemically deposited within the pores,
and subsequently, the Au nanorods were released and re-dispersed into organic
solvent, followed by polymer stabilization. Because the excessive use of organic
chemicals and polymers (which are essential to stabilize the nanoparticles) would
likely contribute to the background noise in the mass spectrum, a modified approach
was adopted in this work.
Fabrication of Nanorod Arrays In our experiment, the embedded Au nanorods
were partially released, and the nanorods were held by the template, preventing the
aggregation of particle without using stabilizing agent. A schematic describing the
fabrication processes is depicted in Fig. 27.9.

Aluminum sheet or the aluminum film coated on the glass or silicon substrate
could be used as the starting material. Sulfuric acid (�20 wt.%) was used as the
electrolyte for the anodic oxidation of aluminum. Platinum counter electrode was
used in the anodic oxidation as well as in the electrodeposition of gold. The
aluminum was oxidized at the anodization voltage of �12 V for 5–10 min to form
porous alumina. The pore diameter was in the range of �15 nm. As shown in
Fig.27.9a, a thin barrier layer was also formed at the bottom of the pores. Although it
was possible to remove the barrier layer using etching method, at�12 V anodization
voltage, the barrier was thin enough that the gold could be electrodeposited directly
within the pores at moderate voltage. The aqueous solution of 40 mM chlorauric
acid (HAuCl4) was used as the working electrolyte. The pulsed electrodeposition
was conducted at �12 V with the duty cycle of 1/10 and pulse repetition rate
of 1 s�1. After several minutes, the deposited surface became ruby red in color,
and the grown nanorods were embedded inside the porous alumina as illustrated
in Fig. 27.9b.

It is noted that, the quality of the alumina template also depends on its initial
surface roughness, and multiple anodizing steps are usually used to produce
high-quality alumina template [63]. Occasionally, we oxidize the aluminum at
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Fig. 27.9 Fabrication processes of the gold nanorods substrate. (a) Porous alumina (Al2O3)
template fabricated by anodic oxidation using aqueous solution of �20 wt.% sulfuric acid.
(b) Pulsed electrodeposition of gold within the pores of the porous alumina. (c) Partial removal
of the alumina template using aqueous solution of 8 % v=v phosphoric acid. (d) The scanning
electron micrograph of the porous alumina template embedded with gold nanorods. (e) The
nanorods emerged after partial removal of the alumina template using aqueous solution of
phosphoric acid

higher voltage (e.g., �20 V) for a few minutes and gradually reduced anodization
voltage to �12 V. Higher anodization voltage had been known to produce more
ordered and bigger nanopores [60, 61, 64]. Beginning the anodization with slightly
higher voltage had been found to have more homogeneous deposition of gold onto
the template.
Post-etching of the Alumina Template To trap the analyte molecules on the gold
surface, the embedded nanorods were partially exposed to the surface (Fig.27.9c) by
chemical etching of the alumina template. The etching was done by using aqueous
solution of �8 % v/v phosphoric acid.

Figure 27.9d, e show the SEM micrographs of the porous alumina embedded
with gold nanorods and the appearance of gold nanorods after partial removal of the
alumina template, respectively. The diameter of the gold nanorods was�15 nm, and
the average lengths could be fabricated in the range of �50 to �200 nm depending
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Fig. 27.10 SEM image of the gold nanorods viewed at 45ı tilt angle

on the deposition condition. The SEM image of the fabricated gold nanorods viewed
at 45ı tilt angle is shown in Fig. 27.10.

All the rods were oriented at the same direction with their major (long) axis
perpendicular to the surface. Thus, the oscillation direction of the localized plasmon
resonance could be selectively excited by the TM- or TE-polarized light. The
optical electric field was perpendicular to the substrate surface (i.e., along the
major axis of the gold nanorods) when it was TM-polarized and vice versa when
it was TE polarized. Unless otherwise stated, the standard substrate used in this
study consisted of gold nanorods with length of �100 nm and diameter of �15 nm.
Reflectivity of Gold Nanorods Figure 27.11 shows the normalized reflectivity
of the gold nanorod substrate measured at normal incidence (light source not
polarized). Compared to the porous silicon, the substrate consisted of vertically
aligned gold nanorod arrays possesses a more regular surface morphology. Owing
to its ordered structure, the reflectivity of the gold nanorod substrate shows a distinct
optical absorption at�520 nm, which coincides spectrally with the surface plasmon
resonance of spherical nanoparticles. These visible absorption bands can be excited
efficiently by a frequency-doubled Nd:YAG laser at 532 nm.

Figure 27.11b shows the specular reflectivity of the gold nanorod substrate
measured using the 532 nm laser with different optical polarization. The length
of the nanorods was �100 nm, and the measurement was taken at 60ı incidence
angle, which was close to our LDI experimental condition. Normalized reflectivity
of flat aluminum and gold film is included for comparison. The reflected optical
intensity was normalized to that of TE-polarization. Unlike the flat metal in which
the reflectivity is minimum for TM-polarized light [67], the�100 nm gold nanorods
have a higher optical absorption for the 532 nm laser at TE polarization due to the
transverse plasmon resonance [38, 59].
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a b

Fig. 27.11 (a) Normalized reflectivity of gold nanorods. (b) Specular reflectance of gold
nanorods (�), aluminum (H), and gold film (�) measured at 60ı incidence angle using 532 nm laser
with different polarization angle. The reflected intensity is normalized to that of TE polarization

27.4 Experimental Details

27.4.1 Time-of-Flight Mass Spectrometer

The laser desorption/ionization experiment was performed with a 2.5 m time-of-
flight mass spectrometer (JEOL 2500) with delayed ion extraction. The instrument
can be operated in linear or reflectron mode. A simplified schematic showing the
mass spectrometer in reflectron mode is shown in Fig. 27.12. The acceleration
voltage for ions was 20 kV. The vacuum pressures in the ion source and the
detector were 7:5 � 10�5 and 5 � 10�7 torr, respectively. The primary laser
source for the desorption/ionization experiment was a frequency-doubled Nd:YAG
laser which was operated at 532 nm wavelength and pulse width of 4 ns. The
gold nanostructured substrate was attached to a modified target plate and was
irradiated by the laser at 60ı to the surface normal. Pictures showing the time-
of-flight spectrometer and the target plated are depicted in Figs. 27.13 and 27.14,
respectively.

The output of the laser was originally at TE-polarization, and a calcite polarizer
was added to increase the polarization extinction ratio. The laser polarization on the
target was adjusted using a half-wave plate. The laser spot size on the target substrate
was about �200�m in diameter. Unless otherwise stated, the mass spectra were
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Fig. 27.14 Modified target
plate for the attachment of
gold nanorod substrate

acquired at optimized laser fluence which was estimated to be in the range of few
10 to �100 mJ/cm2. For comparison, the frequency-tripled Nd:YAG laser (355 nm
wavelength, no further polarized) was also used to investigate the wavelength
dependence. Throughout the experiment, the substrate was scanned, and 40–60 laser
shots were used to acquire the mass spectra.

27.4.2 Sample Preparation

All chemicals and analytes were obtained commercially and used without further
purification. Bovine insulin was prepared in the aqueous solution of 1 % triflu-
oroacetic acid (TFA). Lys–Lys, Lys–Lys–Lys–Lys–Lys, bradykinin, and melittin
were dissolved in water. Lactose was prepared in the aqueous solution of sodium
chloride (�10 ppm) to promote cationization. The citric buffer was prepared by
mixing the aqueous solution of citric acid 10 mM with the diammonium citrate
(10 mM) at the ratio of 1/2. Working stocks containing the analyte were prepared
in the concentration of 1 � 10 pmol/�l. About 0.2–1�l of the working stock was
pipetted onto the gold nanorod substrate, and the droplet was gently dried using
warm air blower. When the droplet was dried, the gold nanorod substrate loaded
with the analytes was transferred into the vacuum chamber of the time-of-flight
mass spectrometer.

27.5 Laser Desorption/Ionization (LDI) with Gold
Nanostructure

27.5.1 LDI with Gold-Coated Porous Silicon

Figure 27.15a shows the mass spectrum of 5 pmol bradykinin (1,060 Da) obtained
by irradiating the 532 nm visible laser on the analytes deposited on the gold-coated
porous silicon. Besides the protonated ions, [M + H]C, the alkali metal ion adducts,
[M + Na]C and [M + K]C, are also observed in the mass spectrum.
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On the bare porous silicon (no gold coating), no molecular ion signal was
observed at the same or higher laser fluence (Fig. 27.15b). This clearly shows that
the gold nanostructure rather than the porous silicon template contributes to the
desorption/ionization of the analytes. In an attempt to desorb/ionize the bradykinin
from the flat gold surface (�50 nm Au film coated on the flat silicon surface)
using the 532 nm laser, only very weak signal was obtained at high laser power
(Fig. 27.15c). This indicates that the gold nanostructure was essential in assisting
the desorption/ionization of analytes.

Fig. 27.15 Mass spectrum of bradykinin (1,060 Da) obtained by the irradiation of the visible
532 nm laser on (a) gold-coated porous silicon. (b) Uncoated porous silicon. (c) Flat gold surface
(�50 nm gold film coated on the flat silicon surface) at higher laser intensity
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27.5.2 LDI with Gold Nanorods

Polarization Dependence Due to the random structure of the porous silicon
substrate, the optical polarization of the incidence light was not well defined. The
optical polarization effect was studied using the gold nanorods. The mass spectra
of angiotensin I (1,296 Da) obtained using the gold nanorod substrate with different
laser polarization are shown in Fig. 27.16.

The laser polarization incidence on the substrate was adjusted using a half-wave
plate, without significant change in the incidence laser fluence. The same laser
fluence was applied to obtain mass spectra of different laser polarization.

For the shorter nanorods with length <50 nm, the molecular ion signal became
maximum when the laser was TM-polarized and minimum when TE polarized
(Fig. 27.16a, b). These short nanorods behave optically as particles on the flat
surface, and the dependence of optical absorption on the laser polarization is similar
to that of gold thin film. Such optical property could also be influenced by the
dielectric alumina template.

As the length of the gold nanorods increases, (e.g.,�100 nm), the optimum polar-
ization at the excitation wavelength of 532 nm was reversed to TE (Fig. 27.16c, d).

Fig. 27.16 Mass spectra of angiotensin I (1,296 Da) obtained from the gold nanorods excited by
the laser of different optical polarization. (a) and (b): the optimum optical polarization for short
nanorods (length �50 nm) was TM. (c) and (d): the optimum polarization was reversed to TE for
longer nanorods (length �100 nm)
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The reverse of the optimum polarization was due to the excitation of transverse
surface plasmon resonance of the gold nanorods. In sum, the obtained mass spectra
which are sensitive to the laser polarization agree reasonably with their optical
properties. In the following experiments, the gold nanorods were of �100 nm
in length, and the optical polarization was optimized at TE. As for the gold-
coated porous silicon, significant polarization dependence was not observed, but
the polarization was arbitrarily maintained at TM.
Post-etching of Gold Nanorods Substrate The chemical etching of the alu-
mina template was also a key process in obtaining good mass spectrum of the
deposited analyte. The desorption/ionization efficiency was found to be quite
dependent on the etching time. Figure 27.17 shows the mass spectra of 5 pmol
melittin (2,847 Da) acquired from the gold nanorods prepared with different etching
times. In Fig. 27.17, To denotes the time at which the chemical etching of the
alumina template has just reached the gold nanorods. The SEM images of the
gold nanorod substrate taken after the LDI experiment are shown in Fig. 27.18.
The analyte ion signals increased as the gold nanorods started to emerge from
the template. The optimum condition was achieved at about To + 13 min when
�100 nm nanorods were almost completely released from the template. Further
etching of the alumina template caused the nanorods to topple (see Fig. 27.18c),
and the ion signal started to diminish. Excessive etching detached some of the
nanorods from the alumina template (Fig.27.18d), and it became difficult to observe
ion signals.
Wavelength Dependence The frequency-doubled (532 nm) and frequency-tripled
(355 nm) output from the Nd:YAG laser were used to study the laser wavelength
dependence. The mass spectra of 5 pmol pentalysine (Lys–Lys–Lys–Lys–Lys,
659 Da) acquired from the gold-coated porous silicon and gold nanorods are shown
in Fig. 27.19. The visible LDI using 532 nm laser is depicted in Fig. 27.19a,
c, and the UV-LDI is shown in Fig. 27.19b, d. The UV laser fluence irradiated
on the substrate was estimated to be slightly higher than the visible laser, but
accurate comparison was difficult. Instead, the background ions, for example, AuC
ions (Fig. 27.19c, d), were used as the indirect references for comparison. For
both substrates, the 532 nm laser gave better ion yields with less background
noise (Fig. 27.19a, c). Although ions were also observed with the 355 nm laser,
the desorption/ionization was not as efficient, and the background ions appeared
to be stronger, probably due to the higher laser threshold fluence. The back-
ground ions might be due to the contaminants absorbed from the air or vacuum
chamber.
Desorption/Ionization of Low-Molecular-Weight Analytes Because ions could
be produced without the addition of chemical matrix, the present method may find
application in the analysis of low-molecular-weight analytes, which are rather diffi-
cult to handle in the conventional MALDI. Figure 27.20a, b show, respectively, the
mass spectra of 5 pmol lactose (342 Da) acquired from the gold nanorods and gold-
coated porous silicon by using 532 nm laser. Both substrates produced similar mass
spectra. Although gold atoms were consumed during the laser desorption/ionization,
no obvious damage was observed on the substrate at the moderate laser fluence,
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Fig. 27.17 The mass spectra of 5 pmol melittin (2,847 Da) acquired from the gold nanorods of
different etching time. To denotes the time at which the chemical etching of the alumina template
had just reached the gold nanorods, and no ion was detected before To. The nanorods started
to protrude from the template after To, and for this substrate, ion signal reached maximum at
To + 13 min. Nanorods started to topple after To + 19 min, and the ion signal decreased. After
To + 30 min, some nanorods were detached from the substrate, and the melittin ions were difficult
to be detected

which was the threshold for most of the peptides and small carbohydrates. The gold
cluster ions, AuC

n , were easily identified and were used as the references for mass
calibration.

The mass spectra for�6 pmol Lys–Lys (274 Da) acquired from the gold nanorods
and stainless steel target plate by using 532 nm are shown in Fig. 27.21. At high
laser fluence, Lys–Lys ion signals were also observable from the stainless steel
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a b

c d

Fig. 27.18 The SEM images of the gold nanorods at different etching. (a): before To, (b):
To + 13 min, (c): To + 19 min, and (d): To + 30 min

(Fig. 27.21b), but the most intense and homogeneous ion signals were
produced from the gold nanorods (Fig. 27.21a). Besides AuC, some background
ions (<300 m/z) were also present in the low mass region, which were probably due
to contaminants and hydrocarbons which were absorbed by the nanorods from the
air or vacuum.
Addition of Proton Source Probably due to the lack of acid or proton source on
the gold nanostructured substrate, the protonation of peptide and protein was not as
efficient as the MALDI method. Besides glycerol (which is the usually used liquid
matrix), it had been reported recently that the citric buffer (mixture of citric acid and
ammonium citrate) could also work efficiently as the proton donor [26].

The visible laser desorption/ionization of 650 fmol bradykinin and 2 pmol bovine
insulin from the gold nanorods with the addition of citric buffer during the sample
preparation is shown in Fig. 27.22a, b, respectively. The molar ratio of analyte to
citric acid was �1/350. The citric buffer significantly improved the analytes’ ion
yields and the resolution of the mass spectra. The ions contributed by the citric
buffer were also observed in the mass spectra. The peaks at m/z 215 and 231
(in Fig.27.22a) correspond to the sodium and potassium ion adducts of the citric acid
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Fig. 27.19 Mass spectra of pentalysine obtained from gold-coated porous silicon using (a)
532 nm and (b) 355 nm laser. Mass spectra from gold nanorods using (c) 532 nm and (d) 355 nm
laser

([M + Na]C and [M + K]C). The yet determined background peak at m/z 183 was
probably due to the contaminant absorbed on the gold nanorods.

For the two-phase matrix, the nano-powders have to be suspended in the liquid
glycerol to prevent agglomeration, and the ion signals deteriorate after complete
evaporation of glycerol in the vacuum [22]. In contrast, the nanostructures allow
the use of various solid proton sources. Besides citric acid, several compounds with
suitable hydroxyl groups, for example, tartaric acid, xylitol, and mannitol, were also
found to be useful in analytes ionization.
Surface-Enhanced Raman Spectroscopy (SERS) from Gold Nanorods In a
separate experiment, we demonstrated that the gold nanorods used in our experi-
ments were also SERS-active. The Raman experiment was conducted using Jasco
NRS-2100 micro-Raman monochromator spectrometer. The analyte, rhodamine
6G, was dissolved in water, and a continuous-wave 488 nm argon laser was used
for excitation. The operating laser power was about 0.35 mW, and the exposure time
was 10 s. The Raman spectroscopy of 5 pmol rhodamine 6G (R6G) deposited on
the gold nanorods is shown in Fig. 27.23a. For comparison, the signal obtained
from the aluminum substrate under the same experimental condition is shown in
Fig. 27.23b, and the respective mass spectra acquired by using 532 nm laser are
shown in Fig. 27.23c, d.
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Fig. 27.20 Desorption/ionization of lactose (342 Da) (a) from the gold nanorods using 532 nm
laser and (b) from the gold-coated porous silicon using 532 nm

27.5.3 Gold Nanoparticle-Assisted Excitation of UV-Absorbing
MALDI Matrix by Visible Laser

In this section, we demonstrate the excitation of UV-absorbing MALDI matrix and
the desorption/ionization of the doped biomolecular analytes by using a frequency-
doubled Nd:YAG laser (532 nm), assisted by gold nanoparticles [68].

In UV-MALDI, the photoionization routes to produce radical ions include
direct two-photon ionization [13] and exciton pooling of the excited matrix
molecules [14]. The ionization potential (IP) for DHB is 8 eV, and the energy
for first excited state is 3.466 eV [69]. Because the IP is still higher for the two-
photon energy from the typical UV laser (e.g., nitrogen laser), the photo/thermal
hypothesis was proposed [70], of which the energy deficit is made up by the thermal
energy. For the exciton pooling, it is readily accessible by one UV photon, and two
or more excited matrix molecules pool their energies to form radical ions or higher
excited states of which the transfer of proton to the target analytes takes place.

In our experiment, Au thin film (�10 nm) was first coated on the matrix surface,
and the Au nanoparticles were prepared and deposited directly on matrix surface
by ablating the Au film in the vacuum. Coating the bio-sample with Au thin film
is common in the secondary ion mass spectrometry (SIMS) [71], and recently,
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Fig. 27.21 Mass spectra of Lys–Lys (274 Da, �6 pmol) acquired from (a) gold nanorods and (b)
stainless steel using 532 nm laser

metallic coating has also been reported to improve the UV-MALDI imaging [72].
However, in our experiment, the bulk Au film on the laser spot will be ablated,
and the remaining Au nanoparticles were used to excite the matrix molecule using
visible laser, of which the photon energy is insufficient for the free molecules.
Laser Ablation of Au Film The experiment began by ablating the Au film which
was pre-coated on the MALDI matrix to form nanoparticles (Fig. 27.24). The
laser fluence was adjusted to the ablation threshold, and the Au cluster ions were
monitored directly from the mass spectrum. As the Au thin film was of�10 nm, the
laser threshold fluence for ablation was much lower compared to that of bulk Au.
The laser spot size on the target was about �0.2 mm in diameter, and the operating
laser fluence was estimated to be 50 � 100mJ/cm2.

After few laser shots, the Au ions were significantly reduced, and the mass
spectra were acquired directly or with slight adjustment of the laser fluence. Unless
otherwise stated, the mass spectra for matrix and analytes were usually acquired
after 5 � 10 initial laser shots and from the accumulation of 30–100 single-shot
mass spectra on the same laser spot. Each mass spectrum in the following section
represents the ions produced from a fixed position, that is, from the same crater/hole
formed by the laser ablation.
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Fig. 27.22 Visible laser desorption/ionization of (a) 650 fmol bradykinin and (b) 2 pmol bovine
insulin from the gold nanorods with addition of citric buffer

Figure 27.25a shows the scanning electron microscope (SEM) image of the
Au thin film ablated by the Nd:YAG laser after several laser shots. The target
was irradiated at �60ı incident angle, and the ablated crater was of an elliptical
shape with a major axis of �200�m. A close-up inspection on the ablated region
showed the formation of gold nanoparticles with size ranging from <10 to 50 nm
(Fig. 27.25b).

Several processes could be conceivable for the formation of the gold
nanoparticles on the sample surface, for example, the melting of the Au film,
and the redeposition of the ablated Au clusters back onto the surface. Some
nanoparticles could also be embedded into the matrix after ablation due to
migration. Considerable heating was also expected in the initial ablation laser
shots.
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Fig. 27.23 Raman signals of 5 pmol rhodamine 6G (471 Da) obtained from (a) the gold nanorods
and (b) aluminum substrate. The excitation wavelength was 488 nm. The prominent peaks are at
1,365, 1,510, 1,575, and 16,550 cm�1. (c) and (d) are the respective mass spectra acquired by using
532 nm laser. The R6G ions appeared as (M–Cl)C

Fig. 27.24 Ablation of thin
Au film deposited on the
analytes’ doped UV-MALDI
matrix to form Au
nanoparticles. After several
initial laser shots, the formed
Au nanoparticles are used to
excite the UV-MALDI matrix
molecules with visible laser

Analyte doped
UV Matrix

5~10nm
Au film

After ablation

Linearly polarized
532nm Nd:YAG laser

Au nanoparticle

Laser ablation

Excitation
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a b

100 μm 100 nm

Fig. 27.25 SEM images showing the ablation of Au by the Nd:YAG laser. (a) The ablation of the
bulk Au thin film. (b) A close-up on the ablated region showing the formation of Au nanoparticles
by laser ablation

Radical Matrix Ions Produced by Visible Laser The typical first laser shot mass
spectrum is shown in Fig. 27.26a. The first laser shot ablated most of the Au
atoms, and the mass spectrum was dominated by intense Au cluster ions. Because
the Au film was deposited on the matrix surface, the laser ablation Au film was
less likely to assist the desorption of the underneath matrix. Only very weak or
no matrix ion signal was observed at first few laser shots. Figure 27.26b shows
the Au nanoparticles assisted visible-MALDI mass spectrum of the super-DHB
(2,5-dihydroxybenzoic acid [DHB, 154 Da] and 2-hydroxy-5-methoxybenzoic acid
[HMB, 168 Da]).

The desorbed ions consist of DHBC�, [DHB+H]C, [DHB+Na]C, [DHB–OH]C,
HMBC�, and [HMB+H]C, which are the typical matrix-related ions observed in
UV-MALDI. Gold ions AuC also appeared in the mass spectrum but with relatively
lower abundance. Irradiating the matrix without Au coating produces no observable
matrix ions (see Fig. 27.26c).

The mass spectra of analytes obtained by the visible laser-excited MALDI matrix
are shown in Figs. 27.27 and 27.28. Figure 27.27a–d show the single-shot mass
spectra that correspond to the successive laser shots. The mass spectra are dominated
by the Au cluster ions during first few laser shots, and no analyte ion is observed
(Fig. 27.27a, b). The m/z for [M+H]C is denoted as * in the mass spectra. The
analyte and the matrix-related ions became apparent after the 5th laser shot and
lasted for more than 50 laser shots from a single spot. Since the initial ablation laser
shots did not produce any analyte ions except the huge abundance of Au clusters,
“these initial ions” will be excluded during the analysis.
Materials and Film Thickness Dependence Figure 27.28a shows the mass
spectrum of the bradykinin (1,060 Da) acquired by accumulation of 26 single-shot
spectra from the same laser spot. Protonated bradykinin ion, [M+H]C, was observed
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Fig. 27.26 (a) The mass
spectrum of the ablated Au
clusters at the first laser shot.
(b) Visible laser
desorption/ionization of
super-DHB assisted by gold
nanoparticles. (c) No
observable matrix signal was
obtained without gold
nanoparticles using visible
laser

as the base peak with some contribution from metal ion adducts ([M+Na]C and
[M+Au]C). [DHB+Au]C was, however, not observed.

Comparison was also made with the platinum and silver nanoparticles prepared
with the same laser ablation method. Visible-MALDI mass spectra of bradykinin as-
sisted by platinum and silver nanoparticles are shown, respectively, in Fig.27.28b, c.
Although analyte ion signal was also observed from platinum nanoparticles, the ion
intensity was not as strong as that of Au nanoparticles at the same laser fluence. In
the case of silver, the mass spectrum was dominated by the silver ion adducts of the
matrix, [DHB+Ag]C, and the protonation of analyte was largely suppressed. The
abundance of [M+Ag]C ion appeared to be higher than [M+H]C.

The matrix-assisted visible laser desorption/ionization of angiotensin I from the
Au coatings of different initial thickness is shown in Fig. 27.29. The initial Au film
thickness was found to affect the optimization of laser fluence for the film ablation
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Fig. 27.27 Single-shot visible laser MALDI mass spectra of Au-coated bradykinin and matrix
mixture obtained at (a) 1st, (b) 2nd, (c) 5th, and (d) 14th laser shot. * denotes the location of
[M+H]C

and the generation of analyte ions. The optimum initial thickness was in the range
of 5 � 10 nm (see Fig. 27.29a, b), and for thicker coating ( 25 nm), higher laser
fluence was needed to produce the equivalent ablation effect as well as for the
desorption/ionization of analytes. As shown in Fig. 27.29c, the ion intensity was
also reduced probably due to larger average size of the nanoparticles formed from
the thicker Au film.
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a

b

c

Fig. 27.28 Visible-MALDI
mass spectra of bradykinin
assisted by (a) gold, (b)
platinum, and (c) silver
nanoparticles formed by laser
ablation on the metal films.
Accumulation of 26 laser
shots. The matrix was
super-DHB (9:1 mixture of
2,5-dihydroxybenzoic acid
and 2-hydroxy-5-
methoxybenzoic acid)

Thermometer Molecule and Wavelength Dependence The thermal property of
the Au-assisted visible laser MALDI was examined using 4-chlorobenzyl pyri-
dinium chloride (4CBP) as the thermometer molecule. This thermometer molecule
was synthesized according to the literature [73]. The pyridine containing benzyl
chloride was heated at 60 ıC for 5 � 6 h, and the white solid salts were collected
after the pyridine was evaporated. The pyridinium salts were used without further
purification.

The survival yield of the thermometer molecule, S , reflects the internal energy
gained from the neighboring matrix molecules either in the solid phase or gas
phase [74] and is given as

S D I.MC/
I.MC/C I.FC/

(27.6)
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a

b

c

Fig. 27.29 Visible laser
MALDI-MS of angiotensin I
assisted by Au nanoparticles
formed by laser ablation of
(a) 5 nm, (b) 10 nm, and (c)
25 nm Au film. The matrix
was super-DHB (9:1 mixture
of 2,5-dihydroxybenzoic acid
and 2-hydroxy-
5-methoxybenzoic acid)

where I (MC) and I (FC) are the abundances of molecular ion, MC, and the fragment
ion, FC of 4CBP, respectively. If comparison, the measurement was conducted with
three different laser wavelengths (355, 532, and 1,064 nm), and the thermometer
molecule was mixed with the matrix (super-DHB) at a molar ratio of �500. For
the case of visible (532 nm) and IR (1,064 nm) lasers, the mixture was coated with
�10 nm Au, and after 5–10 laser ablation shots, the laser fluence was slightly
reduced to acquire the mass spectra. For UV-MALDI, the same sample (with
Au coating) was irradiated with the UV laser (355 nm) at optimum laser fluence,
without laser ablation.

The mass spectra and the survival yield of 4CBP acquired using UV, visible,
and IR lasers are shown in Fig. 27.30a–c, respectively. The highest survival yield
for 4CBP was obtained with UV-MALDI as the UV laser excited the matrix
electronically (Fig. 27.30a, survival yield �0.9). For the Au nanoparticle-assisted
MALDI using 532 nm visible laser (Fig. 27.30b), the survival yield of 4CBP
exceeded 0.8 at the typical threshold laser fluence but is lower than that of the
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a

b

c

Fig. 27.30 The MALDI
mass spectra of thermometer
molecule (4CBP) using (a)
355 nm UV laser, (b) 532 nm
visible laser with the presence
of Au nanoparticles, and (c)
1,064 nm IR laser with the
presence of Au nanoparticles.
FC denotes the fragment ion
of 4CBP. S is survival yield
of the thermometer molecule

UV irradiation, indicating some heating effect produced by the gold nanoparticles.
In Fig. 27.30c, the mass spectrum was obtained with the IR laser of 1,064 nm
wavelength which is away from the surface plasmon resonance and is less energetic
to induce sufficient electronic excitation. Although the matrix radical ions were also
observed, it was of much lower abundance and of poor shot-to-shot repeatability.
The low survival yield (�0.65) of 4CBP also indicates considerable heating when
the IR laser was used. In sum, the results suggest that the excitation of matrix
molecules with the presence of gold nanoparticles is rather wavelength dependent,
and the heating effect produced by the nanoparticles could not solely contribute to
the observed ions.
SERS with Au Nanoparticles Formed by Laser Ablation In a separate exper-
iment, we demonstrated that the Au nanoparticles prepared by the laser abla-
tion method were also SERS-active by performing the Raman spectroscopy on
rhodamine 6G. About 0.5�L of rhodamine 6G (�1 mM) was deposited on the
glass substrate, and after being dried, the sample was coated with 10 nm Au using
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Fig. 27.31 The surface-enhanced Raman spectra of rhodamine 6G obtained from the samples (a)
with Au nanoparticles formed by laser ablation, (b) with un-ablated Au coating, and (c) without
Au coating

sputtering deposition. The Au-coated rhodamine 6G was irradiated by one ablation
laser shot with 532 nm laser in vacuum. The Raman spectroscopy was conducted
using micro-Raman monochromator spectrometer (NRS-2100, Jasco, Japan), and
the excitation source was a continuous-wave 488 nm argon laser. The operating laser
power was about 3 mW, and the exposure time was 10 s.

The Raman spectrum of Au-coated rhodamine 6G after laser ablation is shown
in Fig. 27.31a. The prominent peaks are at 1,195, 1,365, 1,539, and 1,651 cm�1.
Raman spectra obtained from those without laser ablation and without Au coating
are shown, respectively, in Fig. 27.31b, c. Although SERS signal was also observed
from the un-ablated Au coating (Fig.27.31b), as the Au film may form nanostructure
on the surface rather than a homogeneous layer, the intensity is much weaker
compared to that in Fig. 27.31a where Au nanoparticles were formed by the laser
ablation.
Ionization Mechanism Regarding the ionization mechanism for DHB, it is gen-
erally believed that in the case of UV excitation (e.g., using nitrogen laser or
frequency-tripled Nd:YAG laser), the main processes involve multiphotons photo-
ionization, and/or the exciton pooling, in which two or more excited matrix
molecules pool their energies to form radical ions [14]. For DHB, the ionization



1052 L.C. Chen et al.

potential (IP) is �8 eV, and the energy for first excited state is 3.466 eV [69].
For the visible laser (532 nm wavelength, 2.33 eV) employed in our experiment, at
least three or more photons are needed for multiphoton ionization and two photons
for excitation. Although the presence of Au nanoparticles increases the thermal
heating of the matrix molecules, which could lead to the phase evaporation and
molecular desorption, it remains questionable if the thermal process is sufficient for
the excitation and ionization of the matrix molecules.

As the gold nanoparticles were also SERS-active, the chemical and electromag-
netic field enhancements, which are the two prominent mechanisms for SERS, may
also play considerable roles in the excitation of the UV-absorbing DHB matrix
by the visible laser. For example, as the gold nanoparticles couple the photon to
surface plasmon efficiently, the induced electromagnetic field enhancement could
promote the nonlinear optical processes for the multiple photon excitation and
photoionization of the matrix molecules. The chemical enhancement, of which the
optical absorption band was broadened or red-shifted due to the interaction between
absorbate molecules and the conduction electrons on the metal surface, also allows
the excitation of matrix molecules by the visible laser. Besides nanoparticles, the
inhomogeneous Au film remnants, which were in the form of nanostructure left on
the ablated crater, could also contribute to similar assistant effects.

27.6 Discussion and Future Prospect

For the silicon based-substrate, the macroporous structure or grooves of �100 nm
(but not smaller) are required to produce good ion signal [27, 29]. Since the
nanorods, which is �15 nm in diameter, work equally well with the gold-coated
porous silicon, the macroporous feature is not essentially required in the case
of gold. Due to the inert nature of gold, the nanorod substrate can be kept in
the atmospheric environment and reused after proper cleaning, without significant
deterioration in performance.

Regarding the desorption/ionization mechanism, because the gold porous silicon
and nanorods essentially resemble the finely divided particles, it may function as
the two-phase matrix (inorganic particles in liquid suspension), in which the rapid
heating of the substrate and the resultant peak surface temperature leads to the
desorption/ionization of the residual solvent molecules that may subsequently assist
the formation of analyte ions [75, 76]. The observed alkali ion adducts in some of
the spectra also suggest that the ions were formed by the gas-phase cationization
which are likely thermal driven.

The sensitivity of the LDI was also found to be enhanced with the addition of
proton source. Besides citric acid and glycerol (which have been frequently used
in MALDI), we found that certain sugar alcohol (e.g., xylitol and mannitol) and
tartaric acid are also useful as proton donors. In the case where proton source was
added, they were excited by the nanostructure as their optical absorption is almost
negligible in the near-UV and visible region, and the ionization of analytes took
place probably in the gas phase. Regarding the desorption/ionization mechanism,
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it is usually assumed that the heating is the only process induced by the nanoparticles
or nanostructure upon photon absorption. However, photo heating and the peak
temperature might not be the exclusive mechanism for ion desorption, and localized
effect, such as enhanced electric field had also been proposed [76]. As seen
from the laser wavelength and polarization dependence, the optimum condition
of the desorption/ionization was achieved when the surface plasmon resonance is
excited. Certain degree of optical-field enhancement is also expected at the plasmon
resonance as we had obtained the surface-enhanced Raman spectrum of rhodamine
6G from the gold nanorods. However, it remains uncertain whether this is merely
due to the plasmon-enhanced optical absorption.

In the visible-MALDI experiment, we showed that with the presence of Au
nanoparticles, the UV-MALDI matrix could also be photoionized by the 532 nm
laser even though the photon energy is insufficient for free molecules. Since the
532 nm laser (2.33 eV) was employed in our experiment, at least three or more
photons are needed for direct photo/thermal multiphoton process and two photons
for excitation. Although the presence of Au nanoparticles increases the thermal
heating of the matrix molecules, which could lead to the phase evaporation and
molecular desorption, it remains questionable if the thermal process is sufficient for
the excitation and ionization of the matrix molecules. Thus, in addition to heating
effect, a combination of several processes could contribute to the observed ions. As
gold nanoparticles couple the photon to surface plasmon efficiently, the induced
electromagnetic field enhancement, which promotes nonlinear optical processes,
introduces the possibility of two or multiple photon excitation of the matrix
molecules. The chemical enhancement in the SERS, of which the optical absorption
band was broadened or red-shifted due to the interaction between absorbates and
conduction electrons on the metal surface, also allows the excitation of matrix
molecules by the visible laser.

Before ending this chapter, here are some updates on the works done by other
researchers in this interesting field. By tuning the laser wavelength to close to
the surface plasmon peak, the strong optical absorption has allowed Spencer and
co-worker to detect as little as 50 attomole of peptide from one single aerosol
that contains �2,000 gold nanoparticles of 5 nm diameter [77]. Also with gold
nanoparticles as laser absorbing matrix, Shibamoto et al. have detected ultra trace
amount of sample molecules, which is less than several hundred zeptomoles with
laser desorption/ionization [78]. Using gold nanorods, laser desorption/ionization
has also been performed with near-infrared laser (wavelength = 1,064 nm) that
excites the longitudinal surface plasmon resonance (LSPR) mode of the gold
nanorods [79, 80].

Finally, it is noted that the optical near-field enhancement is only active in
the vicinity of the nanostructure and is characterized by the penetration depth
corresponding to the size of the nanoparticles [81]; thus, a metallic tip sharpened
to sub-wavelength radius may be used as a scanning nano-probe to desorb the
biomolecules with nanometer resolution. The Au nanoparticles may also find
application in selective ionization, of which only the specific sides of the bio-sample
that are bound to the particles are ionized by the laser.
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10. F. Hillenkamp, J. Peter-Katalinić, MALDI MS (Wiley-VCH, Weinheim, 2007)
11. J.H. Gross, Mass Spectrometry (Springer, Berlin, 2004)
12. T.J.P. Naven, D.J. Harvey, Rapid Commun. Mass Spectrom. 10, 829 (1996)
13. H. Ehring, M. Karas, F. Hillenkamp, Org. Mass Spectrom. 27, 472 (1992)
14. R. Zenobi, R. Knochenmuss, Mass Spectrom. Rev. 17, 337 (1998)
15. X. Chen, James A. Carroll, R.C. Beavis, J. Am. Chem. Soc. 9, 885 (1998)
16. K. Dreisewerd, Chem. Rev. 103, 395 (2003)
17. K. Tang, S.L. Allman, R.B. Jones, C.H. Chen, Org. Mass Spectrom. 27, 1389 (1992)
18. D.S. Cornett, M.A. Duncan, I.J. Amster, Anal. Chem. 65, 2608 (1993)
19. C.J. Smith, S.Y. Chang, E.S. Yeung, J. Mass Spectrom. 30, 1765 (1995)
20. L.C. Chen, D. Asakawa, H. Hori, K. Hiraoka, Rapid Commun. Mass Spectrom. 21, 4129

(2007)
21. C. Yang, X. Hu, A.V. Loboda, R.H. Lipson, J. Am. Soc. Mass Spectrom. 21, 294 (2010)
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Hydrophilic, 851, 853, 867
Hydrophilic polymethylmethacrylate

chain, 674
Hydrophobic, 847, 849, 851, 853, 854, 867
Hydrophobic polystyrene chain, 674
Hydroxyl groups, 1040

I
I-c mode NSOM, 283, 284, 308, 311
Identity tensor, 58
Illumination and collection hybrid mode, 422
Illumination-collection (I-C) mode, 283, 416,

501, 502, 505, 510, 512–514, 516,
518, 520, 522, 604, 605

Illumination (I) mode, 282, 500, 501, 510, 513,
514, 516, 518, 521, 522

Immersion lithography, 600
i-mode near-field photoluminescence, 320
i-mode NSOM, 282–284, 302, 305, 308,

312, 321
i-mode UV-NSOM, 319
Impact parameter, 986
Impurity, 259, 262–264, 269, 272–275
InAs, 810–842
Incident light, 865
Incident photon-to-current efficiency, 736
Indium-tin oxide, 739
Induced absorption, 548
Induced polarization, 66, 68
InGaAs, 818, 820, 829, 837–840, 842
Inhomogeneous broadening, 487, 510
Inhomogeneous linewidth broadening, 421
Insulin, 1039
Integrability, 876
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Intensity profile, 984, 995
Interaction length, 952
Interaction picture, 206
Interaction space, 964
Interaction time, 1010
Interconnections, 879
Interdiffusion, 823, 824
Interface fluctuation QD, 463
Interference characteristics of the guided

modes, 340, 341, 351, 363
Interference filter, 1012
Interferrometric lithography, 673
Intermittent chaos, 183
Intermittent growth, 810, 826, 830,

832–834, 842
Interparticle interaction, 557, 558
Inter-sublevel transition, 646
Intra-QD scattering process, 430
Intuitive picture/understandings of optical near

field, 31, 39, 41, 50
Intuitive understandings of optical near

field, 24
Inverse Smith–Purcell effect, 970
Ion beam modification, 673
Ionization cross-section, 1007, 1010
Ionization efficiency, 988, 999, 1004, 1010
Ionization energy, 1006
Ionization mechanism, 1051

J
J-aggregate, 752, 754, 756, 759
Jahn-Teller, 694, 701, 702, 709, 716, 717, 725

K
Kadanoff–Baym–Keldysh nonequilibrium

Green’s function technique, 422
Klein–Gordon equation, 68
Klystron, 955
KOH solution, 983
K-spectra, 960

L
Langmuir-Blodgett, 849
LA phonon, 422
Laser ablation, 1042
Laser cooling, 978
Laser desorption/ionization (LDI), 021
Laser-driven grating linac, 948
Laser fluences, 1020
Lateral p-n junction, 311
Lateral resolution, 67, 102
Lattice mismatch, 810

Layered antiferromagnet, 722, 723
Le Chatelier’s principle, 13
Lift-off method, 994
Ligand-to-metal charge transfer, 700, 712
Ligand water, 697
Light-harvesting systems, 730, 731, 740, 759
Light hole, 788
Light-matter interaction, 77, 83
Lightning rod effect, 552, 553, 558
Lindblad’s master equation, 166
Linewidth, 1012
Linewidth broadening, 626
Local density-of-states, 444, 445, 454, 469,

472, 535, 544
Local interactions, 875, 876
Localization, 252, 258, 259, 264, 268–270,

272, 273, 275, 276
Localized, 262, 263, 269, 271
Localized exciton, 490
Localized light, 188
Localized phonon, 259, 263, 269, 271, 274
Localized photon, 113, 114, 116–118, 120,

123, 126–128, 131, 132, 135, 136,
139, 141, 142, 162, 164, 168,
171–173, 175, 177, 178, 182, 183,
253, 254, 275

Localized photon-exciton interaction, 118,
127, 132, 162, 170, 181

Localized plasmon resonances (LPRs), 846
Localized vibration mode, 259, 262, 276
Lollipop, 377
Longitudinal plasmon mode, 542
Longitudinal surface plasmon resonance, 1053
Longitudinal vector delta function, 61
Longitudinal vector field, 59
Longitudinal vector Green’s function for the

Helmholtz’ equation, 62
Longitudinal vector Helmholtz’ equation, 59
Long-wavelength approximation, 4
LO-phonon, 422, 504, 507, 778, 797
Lorentz force, 962
Low-power operation, 877, 879
Low-temperature (LT) phase, 923
Luminescence, 485, 487, 522
Luminescent nanodiamonds, 564, 565, 586
Luminescent nanoparticles, 564–566, 587
Lyophobic interaction, 745

M
Macro-PL spectrum, 434
Macro-scale observation, 912, 913
Macroscopic Maxwell equations, 66
Magnetic circular dichroism (MCD), 794
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Magnetic-force-microscope, 396
Magnetic-optical recording medium, 673
Magnetic recording, 672
Magnetic susceptibility, 698, 710
Magnetic trap, 978
Magnetic tweezer, 851
Magnetization reversal, 397
Magneto-optical effect (MOE), 26
Magneto-optical-effect-related boundary

charge factor, 27
Magneto-optical trap (MOT), 978
Magneto-optics, 798
Magnified-transcription, 912
Mark length, 362, 363
Markov approximation, 150
Massively parallel architecture, 883
Mass spectra, 1034
Mass spectrometry, 1018
Mass-to-charge ratio (m/z), 1018
Matrix, 1019
Matrix-assisted laser desorption/ionization

(MALDI), 1019
Matrix-to-analyte mixing ratio, 1020
Matter fields, 252, 254, 268
Maxwell’s boundary conditions (MBCs), 13,

22, 38, 43, 45, 52
Maxwell’s equation, 41
Mean field approximation, 258, 270
Mean temperature, 978, 987
Mechanical impact, 407
Melittin, 1037
Meniscus etching, 283, 284, 286
Meniscus forces, 851
Mesa length, 362, 363
Metal-alkyl bond dissociation, 608
Metal coating, 412
Metal-dielectric-metal coat, 303, 305
Metal film, 953
Metallic-core waveguide, 627–629, 634, 637
Metallic disk, 378–382
Metallic nanoarray, 863, 866, 867
Metallic sphere, 373, 375, 376, 378, 379
Metallic waveguide, 372, 373
Metallized tapered probe, 283
Metal nanoparticles (MNPs), 846–850, 854,

856, 861–865, 867, 868
Metalorganic chemical vapor deposition

(MOCVD), 504
Metalorganic vapor phase epitaxy (MOVPE),

486
Metal-to-metal charge transfer, 700, 719
Metastable, 713, 714, 717, 723, 725
Method of moments, 957
Methyl viologen, 732

M-face (10-10), 782
MgZnO, 777, 780, 789, 791
M-H hysteresis, 798
Microchannel plate (MCP), 992
Microcrystal, 696
Micro-photoluminescence (PL) spectroscopy,

647
Micropipette puller, 283, 284, 322, 323
Microscopic Maxwell equations, 66
Microslits, 957
Microtubules, 298, 306
Mie-extinction, 1022
Mie’s theory, 529–532, 540, 541, 607
Minimal-coupling Hamiltonian, 75
Misfit dislocation, 837, 838
Mixed-valence, 694, 701, 702, 718
Molecular beam epitaxy (MBE), 810, 811,

815, 823, 841
Momentum conservation, 949
Momentum transfer, 990
Monte-Carlo method, 817
Most probable speed, 988, 1008
Mott transition, 800
Mound formation, 785, 786
Multimode-SNOM, 513, 522
Multi-photon ionization, 1052
Multiple quantum wells (MQWs), 494, 496,

498, 499, 780
Multipolar QED, 195
Multipole Hamiltonian, 75, 77, 82
Multi-step chemical etching, 408
Mur’s boundary condition, 409

N
Nanobeak, 392–395, 397, 398
Nanodot coupler, 632, 634, 635, 637–639
Nano-fabrication, 252, 980
Nanohole, 810, 820–822, 839, 841, 842
Nano-imprint, 671, 673, 676, 677, 685,

690, 729
Nanomaterial, 253, 254
Nanometric aperture, 67
Nanometric protrusion, 67
Nanoparticles, 1021, 1022
Nano-patterning, 673, 678, 690
Nanophotonic code, 928, 930–939
Nanophotonic devices, 252, 253
Nanophotonic IC, 600, 603, 639
Nanophotonic matching, 913, 915, 916
Nanophotonics, 2
Nanophotonic switch, 193, 204, 213–215, 217,

218, 246, 247, 600, 639
Nanophotonic systems, 891, 904
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Nanorod, 614, 619, 620, 622, 624, 639
Nano-slit, 993, 1002
Nanostructure, 252, 253, 767, 768, 791, 804
Nanostructure fabrication, 252
Nanotriangle, 553
Nanowire, 768, 769, 782–787, 791, 792,

803, 804
Natural linewidth, 986
Naturally occurring QD, 477, 478
Natural photosynthesis, 730, 739
N-decyl-(s)-2-methylbutyl silane, 319
Near-field, 20

amplitude due to boundary electro-optical
effect, 30

amplitude due to boundary magneto-optical
effect, 28

amplitude of Rayleigh scattering, 24
intensity, 31, 33, 39, 55
interaction, 554, 556–558
observation, 20
optical chemical vapor deposition, 601
optical interaction, 253, 254
optical nutation, 191
optical recording, 367, 368, 370, 372,

373, 397
photoluminescence, 308, 311, 325
PL spectrum, 432, 435, 437
scattering, 540
transmission image, 542, 546–548
transmission measurement, 540, 543, 545

Near-field condition (NFC), 20, 21, 29, 33, 34,
38, 43, 48–50

for metallic material, 25
Near-field optical microscope/microscopy

(NOM), 12, 335, 535, 536, 538, 604,
620, 628, 634, 639, 689, 910

Near field optics (NFO), 12, 672, 673, 691
Near-field Raman spectroscopy, 312, 321
Near-field scanning optical

microscope/microscopy (NSOM),
282, 284, 297, 300, 303, 308, 311,
313, 326, 404, 445

Near-mode observation, 934, 939
Networks of optical near-field interactions, 877
Neuron, 306
Neutron powder diffraction, 719, 721–723, 725
NFO-CVD, 601–603, 605, 608, 611, 639
Nicotinic acid (NA), 1019
Nitrogen laser, 1019
0-nm aperture, 416
Noble metal nanoparticles, 528
Nonadiabatic, 253, 257
Noncontact-mode atomic force

microscope, 304

Non-demolition measurement, 981, 992
Nonlinear spectroscopy, 978
Nonpolarity, 782
Non-radiative field, 21
Nonradiative recombination, 490, 505,

513, 522
Nonradiative recombination center, 484, 501,

516, 521, 522
Nonradiative recombination process, 427
Nonradiative recombination time, 518
Nonrelativistic electron, 946
Non-thermal desorption, 1024
Normal illumination, 995
NSOM fluorescence measurement, 416
Numerical visibility, 933

O
Occupation probability, 231, 1013
One-dimensional (1D), 846–851, 855, 860,

861, 863
One-dimensional (1D) scanning, 910
One-exciton statek, 191, 193, 206, 214,

221–223, 226, 227, 229, 230, 233,
234, 237–240

One-shot-laser-pulse, 714, 716–719, 725
Open circuit voltage, 747
O polarity, 772, 774
Optical computing, 912
Optical data storage, 897
Optical density, 493, 495
Optical excitation transfer, 876, 877, 879, 881,

883–888
Optical far/near-field conversion, 628, 632,

638, 640
Optical-field enhancement, 1053
Optical field strength, 552, 558
Optical lattice, 978
Optical microscopy, 528, 529, 534, 535, 537,

541, 549
Optical near-field, 2, 12, 115, 188, 252, 253,

255, 257, 258, 264, 268, 275,
276, 368, 370–373, 376–385, 387,
389–394, 397, 537, 950, 1022

Optical near-field chemical vapor deposition
(NFO-CVD), 255

Optical near-field interaction, 66
Optical near-field microscopy, 99
Optical near-field problems, 66, 93
Optical parametric amplifier (OPA), 495
Optical polarization, 1036
Optical properties, 528–531, 535, 541
Optical recording, 368–370, 397
Optical Stark effect, 495
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Optical trapping, 851
Organic films, 685
Organic solar cell, 731, 745, 747, 750, 752
Oxygen plasma, 772, 773, 780

P
Parallel processing, 911–913, 922, 940
Parallel writing, 372
Paramagnetic (PM), 798
Patterned media, 671–674, 678–683, 685,

690, 729
PDMS, 861, 862, 866, 867
Pencil-shaped probe, 303, 327, 329, 331
Phase-change media/medium, 394, 673
Phase collapse, 710, 713–715, 725
Phase evaporation, 1052, 1053
Phase matching condition, 972
Phase separation, 674, 678
Phenaz-TMA, 857
Phenaz-TMA/AuNPs, 858–861, 868
Phonon, 82, 83, 253, 257–260, 262–265,

267–271, 273–276
Phonon reservoir, 204–210, 212, 213, 216
Phosphoric acid, 1030
Photo-bleaching, 522
Photocatalytic, 744, 745, 759
Photochemical, 253, 255
Photochemical reduction, 858, 859, 868
Photocurrent, 732, 733, 736–738, 747–750
Photodarkening, 358
Photodissociation, 252, 253, 255, 275, 276,

602, 605, 608, 609
Photoelectrochemical, 731, 732, 735, 736, 739,

747–750
Photoenhanced chemical vapor

deposition, 326
Photo-equilibrium, 720
Photoinduced phase transition, 923–925
Photolithography, 2, 982
Photoluminescence (PL), 486, 487, 490,

492, 497, 502–505, 507, 509, 511,
513, 514, 516, 518, 521, 522, 773,
815, 818–825, 830, 831, 833, 834,
838, 840

PL band, 507
PL decay time, 490
PL imaging, 413, 415
PL intensity, 505, 604, 605, 622, 626
PL lifetime, 492, 496, 507, 516, 518
PL linewidth, 510
PL mapping, 485, 500, 502, 505, 522

Photon, 252–259, 264, 265, 267–276
Photon buffer memory, 240, 242, 247

Photon energy, 949
Photon flux intensity, 999, 1004, 1010
Photon ionization, 1020
Photon-phonon coupling, 268, 272, 273,

275, 276
Photon-phonon interaction, 253, 264, 265,

270, 271
Photostability, 564–566, 570, 571
Photo-stationary, 720, 721, 724
��conjugated polymers, 756, 757
��core, 854
Piezoelectric constant, 488, 499, 522
Piezoelectric field, 485, 488, 491, 499,

500, 522
Piezoelectric polarization, 488, 499
� � � interaction, 854, 857, 867
��polarization, 790
��stacking, 854, 867
Planar near-field optical head, 371, 372
Plane wave basis, 114
Plasmonic optical fields, applications of, 559
Plasmon(s), 528, 534, 535, 544, 546, 549, 553,

554, 557-559
Plasmon induced desorption, 1024
Plasmon resonance, 529, 531, 605, 606,

632, 634
Plasmon wave function, 528, 529, 533,

534, 543, 546, 549, 552, 553,
558, 559

Plasmon waveguides, 628, 629, 846, 863
Platinum electrode, 1026, 1029
Platinum nanoparticles, 1046
Poisson’s equation, 34, 54
Polar and nonpolar, 782, 802
Polariton, 83, 92, 257–259, 264, 271
Polarization, 847, 864, 865, 868
Polarization control, 897
Polarization conversion, 917, 918
Polarization dependence/dependency,

932–934, 936–939, 1031, 1036
Polarization fields, 252
Polarization gradient cooling (PGC), 978
Polarized light, 789
Polarized PL, 788, 789, 791, 792
Poly(2-polyvinyl pyridine), 849
Poly(AuNRs), 847, 848
Polydiacetylene, 312
Polydihexylsilane (PDHS), 319, 325
Poly-L-lysine, 851
Polymerase chain reaction (PCR), 861
Polysilanes, 318
Population, 1010
Porous alumina, 1029, 1030
Porous silicon, 1021, 1026
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Porphyrin, 731–736, 738–747, 750–752,
754–756, 759

Porphyrin excited singlet state, 732, 733,
739–744, 747, 750, 751, 759

Porphyrin excited triplet state, 741
Porphyrin radical cation, 748, 749
Post-etching, 1026
Post-growth annealing, 810, 824, 841
Potential fluctuation, 484, 489, 493, 510, 522
Power conversion efficiency, 747, 759
Power–Zienau–Woolley transformation,

78, 195
PPhenaz, 852–854, 857
PPhenaz-TMA, 857
PPhenaz-TMA/DNA, 857, 858
p-polarization, 997, 1001, 1005
Principal quantum number, 646
Probe, 67, 68, 87, 88, 90, 93û104
Probe-free nanophotonics, 910–912, 940
Probe-sample system, 99, 100
Probe-scanning, 940
Probe tip, 254, 257–260, 275
Probe-to-probe method, 341, 346, 348
Projection operator, 4, 67–70, 87, 253
Propagating light, 256, 257
Protonated, 754, 756
Protonated ions, 1020
Protonation, 1039
Proton source, 1039, 1052
Protruded(ing) probe, 348
Protrusion-type double-tapered probe, 308
Protrusion-type probe, 284, 289, 292, 294,

296–298, 300–302, 305
Pseudo one-dimensional, 259, 260, 264,

269, 276
P-space, 199, 200
Pulsation, 879
Pulsed laser, 1020, 1021
Pump-probe measurements, 538
Pure silica fiber (PSF), 290, 313, 316, 322,

323, 325
Pure silica fiber probe, 284, 313, 326
Pure silica tapered probe, 325
Purple photosynthetic bacteria, 730
PVB, 851, 853
PVCz, 851–854
Pyramidal silicon probe, 350–352, 360–363,

981
Pyrene, 733, 734, 756

Q
Q-space, 199, 200
Quadrupole-dipole transform, 904

Qualitative innovations, 1
Quantization, 253, 261
Quantum chaos, 978
Quantum chaotic system, 183
Quantum coherence, 123, 157, 181
Quantum confined Stark effect (QCSE), 485,

491, 493, 499
Quantum confinement effect, 600, 620, 621,

624, 626, 780
Quantum correlation, 134, 143, 154, 168,

170, 182
Quantum disk, 484
Quantum dots (QD), 404, 444, 454, 455, 469,

484, 489, 512, 810–814, 816–818,
820–824, 826, 830, 832–842

Quantum efficiency, 788, 988, 1009
Quantum entangled state, 220, 236, 243, 245
Quantum fluctuation, 115, 168
Quantum information processing, 978
Quantum modulation of nonrelativistic

electrons, 948
Quantum structure, 768–770, 782, 802
Quantum well, 485, 489
Quantum wires, 318
Quasiparticle, 82, 83, 257, 258, 264, 267, 268,

270, 273
Quasi-particle representation, 113
Quasi-static picture, 12, 20, 21, 24, 34, 38,

50, 54
Quasi-steady state, 116, 135, 137, 138, 141,

142, 162, 181, 182
Quenching, 686–690

R
Rabi frequency, 979
Radiation damping, 386
Radiation gauge, 42
Radiative recombination, 490, 501, 512,

521, 522
Radiative recombination center, 516
Radiative recombination lifetime, 490
Radical ions, 1020, 1041, 1045
Radius of curvature, 1004
Radius of the apex, 378, 382–384
Raman active site, 556
Raman scattering, 774, 777, 797
Raman spectroscopy, 1050
Random alloy state, 478
Rayleigh’s far-field condition, 48–50
Rayleigh’s scattering, 20, 21, 23, 24
Real photon, 3
Reciprocal space diffractogram

(RSD), 783
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Recombination, 485, 491, 522
Recombination lifetime, 519
Recombination probability, 491
Recording density, 367, 368, 370, 371, 389,

390, 396
Recording medium, 368–372, 386–390, 394,

397, 398
Red detuning, 979
Reflection, 1022
Reflection high-energy electron diffraction

(RHEED), 771
Reflectivity, 1031
Regenerative amplifier (RGA), 495
Resonance enhancement, 552
Resonance wavelength, 380, 384–388, 391
Resonant diameter, 607
Resonant energy level, 647, 649, 651, 663,

667, 668
Resonant wavelength, 1006
Retardation effect, 18, 24, 26, 52, 54
Reversible, 719–721, 723–725
RF-molecular beam epitaxy

(RF-MBE), 486
Rhodamine dyes, 1020
Rhodamine 6G, 307, 1040, 1050
Rietveld analysis, 722
Rolling circle amplification (RCA), 861
Rotating wave approximation, 118, 148
RRS, 777

S
Salmonella flagellar filaments, 294, 296, 297
Saturation, 1009
Saturation intensity, 986, 1006
Saturation parameter, 1010
Sb, 827–830, 839
Sb-mediated growth, 810, 826, 827, 842
Scalar potential, 13, 34
Scanning electron microscopy (SEM), 918
Scanning nano-probe, 1053
Scanning near-field optical microscopy

(SNOM), 12, 14, 16, 29, 31, 33,
111, 282, 485, 501, 502, 505, 511,
513, 522, 858, 984

apertureless, 15, 32
Scattering light, 993, 997, 1003
Schäfer-Hubert effect, 29
Schrödinger equation, 66, 69, 75, 76
Schrödinger picture, 208
Schwarz-Hora effect, 949
Schwoebel barrier, 785
Screening, 485, 487, 493, 494, 498–500,

509, 522

Secondary ion mass spectroscopy (SIMS),
802, 803

Second-quantized representation, 196
Security, 876, 883, 891
Selection rules, 454, 462
Selective chemical etching technique, 342,

344, 347
Selective etching, 283, 284, 287, 289, 290, 294,

302, 303, 309, 316, 321, 325, 327
Selective resin coating (SRC), 292, 294, 311
Selective resin etching, 292
Self-assembled, 810
Self-assembled monolayer, 731–733, 735,

737–740, 750
Self-assembled QD, 810–812
Self-assembling diblockpolymer, 673
Self-assembling template lithography, 673
Self-assembly, 674, 847, 849, 851
Self-consistency, 252, 259
Self-formation, 809–811, 813, 815, 817,

819, 821, 823, 825, 827, 829, 831,
833–835, 837–839, 841, 843

Self-organization, 791
Self-quenching, 739, 752
Self size-limiting, 813, 815, 816, 820, 821
Semiclassical approach, 66, 67
Semi-classical approximation, 115, 132–134,

143, 153, 154, 160, 168, 170,
171, 181

Semiconducting nanoparticles, 750–752, 759
Semiconductor quantum dot, 404
Shadow evaporation, 987
Shape-engineered nanostructures, 876, 877,

904, 916
Sharpened UV fiber probe, 601, 602
Shear-force feedback, 282, 290, 298, 300, 305,

306, 311, 406
Shear-force feedback control, 601
Shear-force microscope, 605
Shear-force topographic image, 300, 301,

311, 325
Short circuit current, 747
Side-channel attacks, 883
Side-to-side, 848
Signal intensity in scanning near-field optical

microscopy, 32
Silanization, 851
Silica nanoparticle, 750–752
Silicon-on insulator (SOI) substrate, 982
Silver nanoparticles, 1046
Silver nanorod, 544
Single crystal, 696
Single dot, 396, 398
Single-exciton state, 432
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Single-molecule imaging, 448
Single-molecule level sensitivity, 554, 556
Single QD, 415
Single-QD PL spectroscopy, 421, 427
Single quantum dot (QD) spectroscopy,

420, 461
Single quantum well (SQW), 485, 504, 522
Single-tapered probe, 309, 313, 327, 409
Sisyphus cooling, 991
Size-dependent electron-phonon

interaction, 426
Size-dependent resonance, 611, 612
Size regulation, 606, 609
Skew, 879
Skin depth, 25
Slider, 371, 386, 387, 393, 394, 396, 397
Slit-shaped pyramidal Si probe, 352
Slit-type deflector, 981
Slit-type detector, 993
Smith-Purcell effect, 947
SnO2 electrode, 746–749
SNOM-luminescence mapping, 485
SNOM-PL, 500, 504, 508, 510, 511
SNOM-PL mapping, 512
Soft template, 849
Sol-gel method, 651
Solid immersion lens, 369
Solvent evaporation, 861
Somatostatin, 564, 590–593
Source-size effect, 991
Spatial distribution, 264, 269, 270, 273, 984
Spatial Fourier transformation, 119
Spatial profile, 991
Spatial resolution, 415, 993
Spatio-temporal behavior, 548
s; p � d exchange interactions, 793
Spectral energy shift, 429
Spectroscopic ellipsometry, 700, 712
Spherical Bessel function, 645, 646
Spherical gold nanoparticle, 527, 529, 531,

532, 540, 541, 555, 557, 563
Spherical Hankel function, 112
Spheroid, 530, 531
Spin and band engineering, 793
Spin on glass (SOG), 678
Spin-orbit coupling, 788
Spin-split impurity band, 801
Spiral pattern, 674, 675
s-polarization, 997, 1001, 1005
Spontaneous emission, 213, 216, 217, 230,

240, 245, 246, 498
Spontaneous force, 979
Spot size, 368–370, 382–384, 389, 392,

393, 397

SPP condenser, 632, 634–636, 639
Sputtering coating method, 412
Sputtering deposition, 1051
Squareness ratio, 680
Stacking growth, 835, 836
Staircase concatenation method, 337, 338, 340
Steep interface, 35
STEM, 817, 818, 820–822, 824, 825, 835, 836
Step, 812, 821, 829, 832, 839, 841
Stimulated absorption and emission, 216,

217, 246
Stimulated emission, 497
Stokes-like shift, 484, 485
Stokes shift, 622, 626
Strain, 810–813, 817, 818, 821, 824, 829, 832,

835–839, 842
Stranski-Krastanov (SK) growth mode, 776,

810
Sub-Doppler profile, 1012
Submillimeter wave, 947
Sub-nanoscale engineering, 978
Substable, 718, 719
Sulfuric acid, 1029
Summation, 880–883
Super-efficient exciton funneling, 887
Super-exchange interaction, 800
Superradiance, 115, 116, 142, 143, 146,

157–159, 161–163, 167, 169, 174,
181–183

Superradiant state, 115, 143, 146, 158, 162
Super-resolution, 12, 14, 16
Surface-enhanced Raman

scattering/spectroscopy (SERS),
846, 861, 863, 868, 1023, 1040

Surface ionization, 992
Surface migration, 813, 821, 826
Surface plasmon, 372, 373, 376, 377, 743
Surface plasmon polariton condenser, 632
Surface plasmon-polariton resonance,

1018, 1022
Surface segregation, 817, 829
Surfactant, 829
Survival yield, 1048, 1049
Susceptibility, 66, 67

T
Table lookup, 879, 880
Tamper resistance, 883, 884
Taper angle, 102–104
Tapered and metal-coated optical fiber, 404
Tapered probe, 282–284, 290–292, 294, 302,

304, 306, 322, 327
Teflon etching cell, 1026
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Temporal evolution, 269, 272
Ternary alloy, 484, 485
Tert-butyl groups, 739
Tetrahedral tip, 627, 629
Tetrakis(4-sulfonatophenyl) porphyrin, 754
Tetraphenylporphyrin, 739
Thermal heating, 1053
Thermally assisted magnetic recording, 370,

376, 377
Thermometer molecule, 1048
Threading-dislocation density, 484
Three-exciton state, 237–239
Threshold, 716, 717
Throughput, 284, 289, 301, 302, 306, 308, 326,

327, 331, 335–337, 341, 343–346,
349–352, 356, 357, 359, 360,
362–364, 407, 986, 995, 997, 1005

Time-convolution-less (TCL) formulation, 183
Time-correlated single-photon counting

method, 648, 653
Time-of-flight mass spectrometer (TOF-MS),

1021, 1032
Time of flight (TOF) measurement, 988, 1008
Time-resolved method, 546
Time-resolved PL, 490
Tiny aperture, 535
TIPL, 492, 498-500, 507, 509, 518, 519
TM plasmon mode, 627–629, 637, 639
Topographic artifact, 538, 540
Topographic image, 435
Total internal reflection (TIR), 111
Total-internal reflection (TIR) illumination,

993, 995
Traceable memory, 888
Tracking, 564, 571
Transfer-printing (TP), 846, 866–869
Transient image, 549, 558
Transient transmission change, 547–549
Transition dipole moment, 198
Transition wavelength, 984
Transit-time broadening, 1012
Transmission efficiency, 413, 447
Transmission electron microscopy

(TEM), 740, 754, 780, 837,
838, 855, 859

Transversal vector delta function, 61
Transversal vector field, 59
Transversal vector Green’s function for the

vector Helmholtz’ equation, 46, 62
Transversal vector Helmholtz’ equation, 59
Transverse photon, 77, 78
Transverse plasmon mode, 532, 542
Transverse plasmon resonance, 1031
Triethanolamine, 739

Triple-tapered probe, 303, 314, 316, 317, 319,
321, 327, 329, 331, 344–346, 349

TRPL, 490, 491, 497, 503–505, 507, 509, 513,
515, 516, 519, 522

True stable, 714
Tunnel photons, 535
Turning point, 986
Twin peaks, 996, 997
Two-dimensional (2D) mode, 772
Two-exciton state, 193, 213, 214, 221, 222,

224, 226–230, 234, 237, 238, 240,
456, 459

Two-level system, 113–117, 122, 123,
143–146, 153, 154, 156, 157, 159,
180, 181

Two-phase matrix, 1052
Two-step chemical etching, 412
Two-step photoionization, 988, 999, 1006
Type II quantum dot, 455

U
Ubiquitous devices, 876
Ultra-cold collisions, 978
Ultrahigh-density system integration, 875, 876
Ultrashort pulsed laser, 538
Uncertainty principle, 952
Unidirectionality, 189
Upconversion, 564, 566, 577–579, 581, 583,

585, 587, 593
Up-spin, 794
UV nanofabrication, 326
UV near-field optical microscopy, 313
UV near-field photoluminescence, 314, 318,

320, 321, 325
UV-NSOM, 313, 320
UV single-tapered probe, 314
UV triple-tapered probe, 313, 316, 318, 321

V
Vacuum evaporation, 283, 287, 292, 301, 303,

305, 318, 325
Vacuum microelectronics, 946
Van der Waals potential, 986
Vapor-phase axial deposition (VAD), 287, 289,

303, 316, 321, 330
Vector Helmholtz’ equation, 41, 43, 46, 57
Vector Laplace’s equation, 59
Vector potential, 77, 88
Virtual cloud, 3
Virtual photons, 3, 67, 68, 91, 92, 104
Visible laser desorption/ionization, 1025
Visualization of wave functions, 534, 535
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Volmer-Weber (VM) mechanism, 683
Volmer-Weber (VM) mode, 810
Volume damping effect, 533
V-pit hole, 801
V-shaped groove, 982

W
Wannier function, 197, 198
Wannier representation, 197
Wave equations, 529, 530, 539
Wave function, 444, 445, 454, 455, 461,

463–465, 468, 469, 480
Wavelength dependence, 1037
Wave vector of the plasmon, 543
Wedge-shaped antenna, 368, 377, 378, 380,

382, 385, 390, 392, 397
Wetting layer, 814, 815, 824, 826, 829, 832
Wide-bandgap ternary alloy, 491
Wurtzite, 788, 789
Wurtzite crystal phase, 484

X
XOR-logic gate, 230–232, 234, 239, 245, 247
X-ray crystal truncation rod (CTR) scattering,

828

X-ray photoelectron
spectroscopy, 698

XRD, 813

Y
Yukawa function, 4, 201, 246
Yukawa potential, 67, 86, 91, 92, 96
Yukawa-type function, 980, 985, 1003

Z
ZED-N50 solvent, 995
Zeeman effect, 794
Zeeman splitting, 794, 795
Zeeman sublevel, 978
Zeolitic water, 697
ZEP520A resist, 994
Zeptomoles, 1053
Zinc oxide, 768
Zincporphyrins, 748
ZMD-B rinse, 995
ZnCoO, 793, 794, 800
ZnO nanocrystallite, 600, 603, 605, 619
ZnO QDs, 651, 652, 668
Zn-polarity, 770, 772, 774, 791, 800,

801, 803
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