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Part I
Infections



Severe Influenza Infection: Pathogenesis,
Diagnosis, Management and Future Therapy

B. M. Tang and A. S. McLean

Introduction

Severe influenza infection is an important cause of acute lung injury. Although other
respiratory viruses (e. g., respiratory syncytial virus, human metapneumovirus) can
also cause considerable pulmonary damage, influenza virus remains the main cause
of respiratory failure in patients with suspected viral respiratory tract infection. In
addition, influenza virus is the only respiratory virus that has caused four pandemics
over the last 100 years, making it one of the most transmissible and virulent viruses
in the world. Here, we review the pathogenesis, diagnosis, current management and
future therapy of severe influenza infection.

Pathogenesis

Understanding the pathogenesis of severe influenza infection is the key to devel-
oping new therapeutic strategies. Although the basic process of a mild influenza
infection is well understood, our understanding of how a mild illness progresses
to a potentially lethal pulmonary infection remains poor. In this section, we will
review recent advances in the immunopathology of severe influenza infection.

Pulmonary epithelial cells are the first target of invasion by influenza virus. Like
most cells, epithelial cells constitutionally upregulate the interferon pathway in re-
sponse to infection by viruses. Types I and III interferon pathways are the natural
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defense mechanism against influenza virus. Upon infection, epithelial cells upreg-
ulate interferon regulatory factors (IRF), such as IRF-3 and IRF-7. This leads to
transcription and translation of a downstream interferon pathway, which in turn
produces a family of interferon-stimulated genes/proteins. This vast family of in-
terferon-stimulated genes/proteins (> 300) provides a wide spectrum of anti-viral
effects, ranging from inhibition of viral replication to sensing of influenza virus in-
side the host cells. This response is immediate and effective, making it a critical
part of the innate immune response against influenza virus.

Whilst essential, the interferon response alone is not sufficient to prevent virus
replication in severely infected cases. Multiple subsets of immune cells (e. g.,
macrophages, dendritic cells and neutrophils) are required to mount an effective
immune response. The failure of this immune response is the hallmark of severe
infection, which is characterized by multiple defects in immune cell recruitment,
activation or proliferation, as described below.

Alveolar macrophages are among the early responders to influenza virus. They
phagocytose infected cells containing influenza virus and initiate other cells of
innate and adaptive immunity. Failure of alveolar macrophages to mount an effec-
tive early response is associated with increased viral dissemination and increased
morbidity/mortality. Neutrophils are also early responders in severe influenza in-
fection. Similar to alveolar macrophages, failure of this early neutrophil response is
a prominent feature of severe influenza infection. Paradoxically, an exuberant or in-
appropriately exaggerated neutrophil response is also a feature of severe influenza
infection. For example, in severe H1N1 and H5N1 infection, the large influx of
neutrophils into the alveolar space is a classic feature [1]. During this massive
neutrophil influx, the neutrophils release a large amount of cytokines, extracel-
lular proteases and histones. This leads to a breakdown of the epithelial barrier,
accumulation of reactive oxygen species (ROS), flooding of alveolar spaces by in-
flammatory fluid and increased barrier to oxygenation, all of which contribute to
the clinical picture of acute lung injury commonly observed in patients with severe
influenza infection.

Other immune cells are also involved in this early phase of infection (and
contribute to pathogenesis). Monocytes, for example, traffic into the infected pul-
monary tissue and participate in a pro-inflammatory response. Not surprisingly,
inhibition of monocytes and preventing their subsequent participation in the pro-
inflammatory response has been shown to decrease the extent of acute lung injury in
animal models [2, 3]. Pulmonary dendritic cells are another important immune cell
subset that contributes to pathogenesis. In a murine model of influenza infection,
pulmonary dendritic depletion increased macrophage recruitment and enhanced
pro-inflammatory responses (tumor necrosis factor [TNF]-˛/interleukin [IL]-6 in-
creased 5–35 fold) [4]. In another murine model, pulmonary dendritic cells induced
T-regulatory cell responses that suppressed antigen-specific CD8 cells, thereby pre-
venting an effective immune response [5]. Hence, the pathogenic role of dendritic
cells seems to be to cause a dysregulated immune response, which either causes
excessive lung injury (by causing increased inflammation) or impairs the effective
clearance of influenza virus (by limiting CD8 cell response).
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In the later phase of the host response, adaptive immunity becomes the dom-
inant player. Here, activated CD8 T-lymphocytes cause lysis of the influenza-in-
fected epithelial cells, which facilitates virus clearance. Impaired CD8 responses
are a prominent feature of highly pathogenic influenza infection, such as the re-
cently reported H7N9 outbreak in China [6]. In addition to cell lysis, CD8 cells
also enhance the pro-inflammatory response, which could either contribute to host
defense or, in some cases, worsen lung inflammation and cause further pulmonary
damage.

Diagnosis

The detection of influenza virus is the first step in establishing a diagnosis. Rapid
antigen detection assays offer a low-cost approach with a short turn-around time.
However, a recent review demonstrated that such assays have an unacceptably low
sensitivity [7]. Nucleic acid amplification (e. g., multiplex viral polymerase chain
reaction [PCR]) has recently gained a much greater prominence due to its high sen-
sitivity and specificity. Currently, this is the most accepted gold standard for virus
detection in the initial evaluation of suspected influenza infection. However, there
are three important caveats regarding the clinical utility of nucleic acid amplifica-
tion assay:

(1) The reliability of such an assay is dependent on the fact that the viral genome
is known. An unknown viral genome, mutant strain or new pandemic influenza
virus will be difficult to detect.

(2) The sensitivity is affected by the way the sample is collected. Poor sample col-
lection, inability to access lower airway or reduced virus shedding (due to prior
anti-viral administration) all reduce detection sensitivity.

(3) Detection does not imply infection because the presence of influenza virus in
the upper airway may be a co-incidental finding or active infection. In fact, 18%
of exposed individuals show no clinical symptoms; therefore, the presence of
the virus does not always imply that it is the causative agent. Furthermore, de-
tection of an incomplete virus segment (by nucleic acid amplification) does not
constitute sufficient proof that active viral replication is present.

In addition to virus detection, clinicians need to identify which patients are more
likely to progress to severe disease or require admission to the intensive care unit
(ICU). Table 1 summarizes virus-related and host factors that may contribute to
progression to more severe disease. Some of these factors are clinically obvious
(e. g., age, pre-existing medical conditions). Other factors (e. g., genetic susceptibil-
ity) require highly sophisticated laboratory testing (e. g., high-throughput genome
sequencing), which are not yet available in the routine clinical setting.

Following the initial diagnostic work-up, the influenza infected patient needs to
be continuously monitored for signs of bacterial co-infection. Several studies have
shown that a significant proportion of influenza infected patients admitted to the
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Table 1 Risk factors for progression to severe influenza infection

Viral factors Host factors
Subtype of influenza virus (e. g., H7N9) Genetic susceptibility (e. g., IFITM3)
Viral load (e. g., high viral load increases
severity)

Pregnancy, obesity and extremes of age
(elderly and neonates)

Mutation in viral genome (e. g., PB2 gene
mutation enhances viral replication)

Pre-existing medical conditions (e. g., chronic
lung diseases, cancer, chemotherapy)

IFITM3: interferon-induced transmembrane protein 3

ICU develop bacterial co-infection as a complication [8]. The causative bacterial
co-pathogens are most likely to be Streptococcus pneumoniae or Staphylococcus
aureus. The basis for increased susceptibility is thought to be due to production
of type I interferon, which is increased initially in response to influenza virus in-
fection, but also decreases the synthesis of IL-1B, IL-23, IL-17 and IL-22, which
in turn inhibit the production of antimicrobial peptides [9]. Furthermore, the pro-
inflammatory milieu caused by the influx of neutrophils also contributes towards
increased susceptibility to bacterial super-infection. Other immune-related factors
also contribute towards increased susceptibility including reduced type 17 immune
response, impaired antimicrobial peptide (AMP) production by lung epithelia and
reduced phagocyte function [9].

Host response biomarkers should form an important part of the diagnostic eval-
uation of an infected patient. Biomarkers assist clinical evaluation by providing
additional information that is not available by conventional virus detection assay.
This additional information includes an improved ability to distinguish between co-
incidental ‘bystander’ virus and true infection, to predict clinical risk for further de-
terioration and to monitor treatment response. Table 2 summarizes the host response
biomarkers that have been recently investigated in the literature.

Gene expression biomarkers are the most recent development in biomarker re-
search. These biomarkers differ from conventional biomarkers (e. g., C-reactive
protein [CRP] or procalcitonin [PCT]) in that they are muchmore influenza specific,
due to the fact that many of them are interferon derived genes, which are upregu-
lated in response to respiratory virus infection. A recently published landmark study

Table 2 Host response biomarkers for influenza infection

Biomarkers Current evidence
Low antibody titer in serum Could indicate increased risk of death
HLA-DR expression in monocytes Suggests immune suppression
Procalcitonin (PCT) and C-reactive protein
(CRP) in blood

May have some role in excluding bacterial co-
infection

Mid-regional pro-adrenomedullin (MR-
proADM)

May predict mortality or the need for mechani-
cal ventilation

Gene expression biomarkers May distinguish between virus detection and
active infection
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showed that these biomarkers could address several important clinical questions si-
multaneously (whereas conventional biomarkers could address only one question
at a time) [10]. First, these biomarkers could assist clinicians to identify patients
most likely to have infection (bacterial and viral) in a heterogeneous population
of patients with undifferentiated respiratory illnesses. Second, among infected pa-
tients, the biomarkers could distinguish between bacterial and viral infection. Third,
among infected patients, the biomarkers could prognosticate and predict clinical
outcomes. In addition, the biomarkers could be easily measured in most clinical
settings due to the ease of sampling (only 2.5ml of whole blood is required) and
the wide availability of PCR machines (to measure gene-expression). Importantly,
because these biomarkers reflect changes in the immune pathway during influenza
infection, they provide additional diagnostic information not offered by conven-
tional pathogen detection assay (e. g., virus nucleic amplification). Although further
validation studies are necessary before these biomarkers can be widely adopted in
clinical practice, it is highly likely that they will be incorporated into the diagnostic
armamentaria of modern laboratories in the future.

Management

The management of severe influenza infection is mainly supportive. Standard mea-
sures should include those used for the management of acute respiratory distress
syndrome (ARDS). Therapeutic agents for severe influenza infection are limited,
with oseltamivir being the most commonly used anti-viral agent. A recent meta-
analysis showed that oseltamivir could reduce symptom duration and the risk of
developing lower respiratory tract complications (e. g., viral pneumonia) [11]. How-
ever, its efficacy is dependent on oseltamivir being administered in the early phase
of the illness. This may pose difficulty in the management of ICU patients, because
these patients often present in the late phase of their illness. Regardless of the tim-
ing of presentation, oseltamivir should be considered in all high-risk patients. The
current recommendation by the World Health Organization (WHO) indicates that
it should be administered in immunocompromised patients, patients with severe
comorbidities or underlying chronic lung diseases, age < 2 or > 65 years, morbid
obesity, nursing home residents, women who are pregnant or post-partum, and pa-
tients with signs of severe respiratory disease.

Low-dose steroids are best avoided, as suggested by a recently published meta-
analysis [12]. In this meta-analysis, the authors analyzed data from nine cohort
studies (n = 1,405) and 14 case-control studies (n = 4,700). They found increased
mortality associated with corticosteroid treatment in cohort studies (relative risk
[RR] 1.85; 95% confidence interval [CI] 1.46–2.33; p < 0.0001) and in case-con-
trol studies (odds ratio [OR] 4.22; 95% CI 3.10–5.76; p < 0.0001). This increased
mortality was consistent regardless of the quality of the included studies or the sam-
ple size of the individual studies. Other worrying findings are that corticosteroid
use was associated with a higher incidence of hospital-acquired pneumonia, longer
duration of mechanical ventilation and longer hospital stay. Therefore, the use of
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corticosteroids in severe influenza infection is not recommended in routine clinical
care and should be restricted to patients in the setting of clinical trials.

Future Therapy

Although conventional treatment for severe influenza infection is limited, novel
therapeutic agents have shown great promise. These novel agents consist of mainly
two classes: immune agents that modulate host response and anti-viral agents that
inhibit viral replication.

Immune Agents that Modulate Host Response

Host Factors that Control Viral RNA Replication
In order to replicate successfully, the influenza virus mRNA undergoes transcrip-
tion. Initiation of primary viral RNA transcription depends on the activity of host
RNA polymerase. Inhibition of this transcription process provides a therapeutic op-
portunity to halt the commencement of viral RNA replication. Inhibitors of this
process, such as CDK9 inhibitor, have undergone preclinical evaluation.

Host Signaling Pathways Influenced by Redox Balance
The influenza virus hijacks the host cell signaling pathway to benefit its own prop-
agation. Phosphorylation of the mitogen-activated protein kinase (MAPK) pathway
has been shown to facilitate viral nucleoprotein trafficking [13]. Therefore, inhibi-
tion of the MAPK pathway could potentially reduce spread of the influenza virus.
Of particular relevance to the intensivist is the fact that the activity of the MAPK
pathway is determined by the oxidative-reductive state of the host cell. N-acetyl-
cysteine, a well-established drug already commonly used in ICU patients, could
modulate the oxidative-reductive state of the host cell, thereby affecting influenza
virus propagation. A recent study has demonstrated the potential efficacy of this
agent in treating severe influenza infection in an animal model [14]. Other anti-
oxidant agents, such as p38 inhibitor or glutathione, are also potential new host-
based therapeutic agents that modulate the redox balance within the host cell. In
addition to the MAPK pathway, the PI3K pathway is also sensitive to the effect of
redox balance. PI3K is a signaling pathway implicated in influenza infection [15].
An in vitro study showed that inhibition of this pathway could reduce influenza
virus replication [16]. Importantly, PI3K inhibitors have already been approved as
anticancer drugs. Therefore, the possibility of extending their use as anti-influenza
agent offers a promising new avenue for future investigation.

Host Factors that Regulate Inflammation
Nuclear factor kappa B (NF-�B) is a family of transcription factors that initiate in-
flammation. Influenza virus benefits from the activation of the NF-�B pathway as
the virus exploits the pathway machinery to facilitate viral replication. NF-�B path-
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way inhibitors, such as acetyl-salicylic acid, could block influenza virus replication
and propagation. Other pathway inhibitors, such as SC75741, also decrease viral
replication. This agent has the unique feature of having a low potential in selecting
viral resistant variants, therefore making it unlikely to result in anti-viral resistance
[17]. Furthermore, SC75741 has recently been shown to reduce viral replication and
cytokine expression in highly pathogenic strains (e. g., H5N1 and H7N7), making
it a potential candidate for further investigation in severe influenza infection [18].

The cyclooxygenase (COX) pathway is another pro-inflammatory pathway
that has been implicated in influenza virus infection. Highly pathogenic influenza
strains, such as H5N1, strongly upregulate COX-2 mediated pro-inflammatory sig-
naling that causes hypercytokinemia during severe H5N1 infection. A non-steroidal
COX-2 inhibitor has been shown to inhibit H5N1 infection in human macrophages,
making it another potential agent for severe influenza infection [19].

Host Interferon Pathway
The interferon pathways (type I and type II) are the most potent defense of the
host cell against influenza virus infection. Activation of interferon pathways leads
to upregulation of more than 300 interferon-stimulated genes. Many of these in-
terferon-stimulated genes have potent anti-influenza activity, such as MX1 (anti-
influenza), ISG15 (inhibits influenza virus replication), OAS1, OAS2, OAS3 (de-
grades viral RNA), EIF2AK2 (inhibits viral replication),HERC5 (positive regulator
of anti-viral response) and IFIT2 (inhibits expression of viral mRNA). In addition,
these genes activate the adaptive immune response and induce programmed cell
death of virally infected cells.

Novel therapeutic strategies take advantage of this endogenous anti-influenza
defense by identifying trigger points that activate the interferon pathway. Several
molecular pathways are known to trigger the interferon pathway. For example,
Toll-like receptor (TLR) 3 and 7 are known to activate the interferon pathway in
lung epithelium and immune cells. In plasmacytoid dendritic cells, TLR7 activa-
tion produces massive interferon release at 1,000 times that of any other immune
cell in the human host. Ligands that selectively target TLR7 in plasmacytoid den-
dritic cells could be potential therapeutic targets. Other TLR ligands, such as CpG
oligodeoxynucleotides (TLR9), have been shown to protect against lethal influenza
infection in experimental settings [20]. In lung epithelium, TLR3 is the dominant
pathway leading to interferon pathway activation. A large number of TLR3 and
TLR9 agonists are currently in clinical trial phase for the treatment of autoim-
mune conditions, cancer and viruses. It is possible to extend the application of these
agents to treat severe influenza infection. Further investigation on these promising
new agents may open the door for developing new treatments in severe influenza
infection.

Host Factors Implicated in Virus Entry into Human Cells
Before influenza virus replicates in human cells, it needs to gain entry successfully
into the cells. The influenza virus harnesses host proteolytic enzymes to achieve
this process. One example of such an enzyme is the transmembrane protease serine



10 B. M. Tang and A. S. McLean

S1 (TMPRSS) that belongs to the type II transmembrane serine protease family.
This enzyme is located in the human airway epithelium and plays an important
role in permitting influenza virus to gain entry into the host cell. Consequently,
a protease inhibitor that binds to the TMPRSS molecule is a potential drug tar-
get in the treatment of influenza infection. Recent studies have identified three
TMPRSS molecules, namely TMPRSS2, TMPRSS4 and TMPRSS11D, as poten-
tial drug targets [21]. These molecules have been detected in multiple locations
within the human respiratory tract, including nasal mucosa, the trachea, the distal
airway and the lung. Aprotinin, a drug familiar to most intensivists, is a protease
inhibitor and has been shown to reduce influenza virus replication. In addition to
reducing viral replication, aprotinin has also been shown to reduce inflammatory
cytokines, suggesting a further benefit other than its impact on viral replication. So
far, findings with the TMPRSS molecule have been derived mainly from in vitro
models. Further studies in animal models and human clinical trials are needed in
the future.

Anti-Viral Agents that Inhibit Viral Replication

Neuraminidase
Neuraminidase is a glycoside hydrolase that removes a sialic acid residue of the
host cellular receptor recognized by influenza virus hemagglutinin. Therefore, it
is an essential component of a process that allows virus penetration through mu-
cosal barriers and subsequently to gain entry into the host cell. In addition, after
virus replication, neuraminidase detaches the virion from the infected cells, thereby
facilitating release and subsequent spread of the viral progeny. Consequently, neu-
raminidase is essential for viral infectivity to host cells. Therefore, inhibiting neu-
raminidase is the primary therapeutic strategy currently used in clinical practice.
Most clinicians will be familiar with two neuraminidase inhibitors, zanamivir and
oseltamivir.

Unfortunately, the true efficacy of these agents in treating patients with severe
influenza infection in the ICU is yet to be established. The vast majority of the clin-
ical trials on these drugs were performed in non-ICU patients. Furthermore, to be
effective, these drugs need to be administered during the very early phase of the dis-
ease. Consequently, the clinical utility of current neuraminidase inhibitors is limited
in ICU patients. To improve the clinical utility of these drugs, a recently developed
strategy has been used to increase the efficacy of the approved neuraminidase in-
hibitors. This strategy involved use of multivalent inhibitors and conjugating the
compounds to a biocompatible polymer. Using this innovative approach, recent
studies have shown that neuraminidase inhibitors significantly increase their antivi-
ral potency, to 1,000–10,000 times higher than their predecessors [22]. If proven in
clinical trials, these newer formulations could become extremely valuable in treat-
ing patients with severe influenza infection.
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Table 3 Drugs that block the two critical processes in hemagglutinin function

Virus interacting with cell surface Virus fusion with cell membrane
Carbohydrate-binding agents that recognize
glycosylation sites on hemagglutinin

Molecules that inhibit confirmation change in
hemagglutinin

Peptides against hemagglutinin Neutralizing antibodies directed against the
stem region of hemagglutinin

Decoy receptor or sialic acid-containing in-
hibitors
Neutralizing monoclonal antibodies directed
against the globular head domain of hemag-
glutinin

Hemagglutinin
Hemagglutinin is pivotal for the interaction between influenza virus and the sialic
acid on the surface of the host cells. In addition, it is required for the fusion be-
tween the viral envelop and the endosomal membrane of the host cell, which is
the final step in the virus’s entry into the host cell. Inhibiting hemagglutinin could
be achieved by two methods: (1) preventing the interaction between viral surface
molecules and the host cell surface receptor; and (2) blocking the fusion of the viral
envelop with the host cell membrane. Table 3 summarizes the recent development
in the new drugs that utilize the above two strategies.

M2 Ion Channel
The M2 protein is a proton channel inside the influenza virus. After gaining entry
into the host cell, the influenza virus activates the M2 protein by sensing a drop
in the pH value inside the enveloped vesicle (the endosome). The activation of the
M2 proton channel results in a proton flux from the endosome into the virion core.
Acidification of the virus interior leads to dissociation of the viral ribonucleopro-
tein complexes. Subsequent membrane fusion releases the ribonucleoprotein into
the cytoplasm. This release allows the virus to be imported into the nucleus to start
viral replication. Other important functions of the M2 protein are: formation of the
filamentous strains of the virus; release of the budding virion; and stabilization of
the virion budding site. Due to these important functions, inhibition of M2 protein
represents an ideal therapeutic target. A well-known licensed antiviral drug, aman-
tadine, is an M2 blocker that binds the N-terminal channel lumen of the M2 pore
resulting in repulsion of protons and subsequently prevent virus uncoating. Unfor-
tunately, this class of drug is not active against all strains of influenza virus (e. g.,
influenza B). In addition, the emergence of drug-resistant virus variants has been
reported. These drawbacks have significantly limited the use of M2 blockers.

Conclusion

Severe influenza infection remains an important clinical challenge for intensivists.
The potentially high morbidity and mortality of this condition has remained un-
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changed over the last few decades, due mainly to a lack of effective new therapies
with which to treat such patients.

However, we have gained a much better understanding of the mechanisms of
the disease in recent years. This improved understanding points to the pivotal roles
played by immune dysregulation in causing severe disease. Furthermore, our ability
to diagnose influenza infection, to stratify high-risk patients and to prognosticate
clinical outcomes has also improved thanks to recent advances in genomic sci-
ence. Importantly, a large number of novel therapeutic agents are currently under
investigation. These novel agents target multiple critical points of the host response
pathway. Agents that modulate the host response hold particularly great promise
since dysregulated immunity is the main driver towards more severe infection. In
the future, clinical trials will be an important next step to demonstrate the efficacy
of these novel agents.
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Implementing Antimicrobial Stewardship
in Critical Care: A Practical Guide

J. Schouten and J. J. De Waele

Introduction

Management of infections is an important issue in many health care settings, but
severe infections are most prevalent and antimicrobial use is most abundant in the
intensive care unit (ICU). Not surprisingly, antimicrobial resistance has emerged
primarily in the intensive care setting, where multiple facilitators for the develop-
ment of resistance are present: high antibiotic pressure, loss of physiological bar-
riers and high transmission risk. ‘Intensive care’ had higher proportions of treated
patients, combination therapy, hospital-acquired infections and parenteral adminis-
tration of antibiotics in a point prevalence survey on antimicrobial prescription by
the ESAC (European Surveillance of Antimicrobial Consumption) in 172 European
hospitals across 25 countries [1].

Antimicrobial prescription is a complex process influenced by many factors. The
appropriateness of antimicrobial use in hospitals varies among physicians, hospitals
and countries due to differences in professional background, clinical experience,
knowledge, attitudes, hospital antibiotic policies, collaboration and communication
among professionals, care coordination and teamwork, care logistics, and differ-
ences in sociocultural and socioeconomic factors [2].

One can imagine that changing professional practice is a major challenge. The
scientific literature is full of examples from which it would appear that patients
are not given the care that, according to recent scientific or professional insight as
summarized in guidelines, is desirable. A multitude of studies has shown that 30–
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40% of patients do not receive care according to guidelines and the findings for
antimicrobial prescribing are similar [3]. This renders changing ICU antimicrobial
use into a challenge of formidable complexity. Given that many influencing factors
play a part, the measures or strategies undertaken to improve antimicrobial use need
to be equally diverse.

Many interventions and programs have been designed to improve appropriate
antimicrobial use in terms of choice of drugs, dosing, timing, de-escalation and
discontinuation. Such interventions are collectively known as antimicrobial stew-
ardship programs. An ICU antimicrobial stewardship program can be thought of as
a menu of interventions that is adapted and customized to fit the infrastructure and
organization of ICUs [4].

In this chapter, we will review the rationale for antimicrobial stewardship pro-
grams and take a step by step approach on how to implement such programs in the
critical care setting and how to optimize compliance to relevant antibiotic steward-
ship recommendations in the ICU.

Rationale for Antibiotic Stewardship in Critical Care

Health care institutions have adopted antimicrobial stewardship programs as
a mechanism to ensure more appropriate antimicrobial use. Antimicrobial stew-
ardship programs can have a significant impact in the ICU, leading to improved
antimicrobial use and resistance patterns and decreased infection rates and costs,
due to the inherent nature of infections encountered and the high and often inap-
propriate antibiotic utilization in the ICU setting.

Stewardship programs are composed of two intrinsically different sets of inter-
ventions (Table 1). A first set of interventions describes recommended professional
care interventions that define appropriate antimicrobial use in individual patients,
regarding indication, choice of drug, dose, route or duration of treatment. For exam-
ple, these may address ‘de-escalation of therapy’ in individual ICU patients. A sec-
ond set of interventions describes recommended strategies to ensure that profession-
als apply these professional care interventions in daily practice. These include both
restrictive (e. g., formulary restriction) and persuasive (e. g., education, feedback)
strategies to improve appropriate antimicrobial use in patient care. The second set of
interventions is therefore used to ensure that the first set of interventions is appropri-
ately applied in patients [5]. These behavioral change interventions either directly or
indirectly (through interventions targeting the system/organization) target the pro-
fessional and, overall, restrict or guide towards the more effective professional use
of antimicrobials.

The literature shows that in the ICU both restrictive and persuasive antimicrobial
stewardship interventions – or improvement strategies – can ensure that profession-
als appropriately use antibiotics [6]. The evidence for antimicrobial stewardship
programs in the ICU setting is, however, mostly based on quasi-experimental stud-
ies with or without times-series analysis and/or control groups and – with the excep-
tion of studies on procalcitonin (PCT) – there are no randomized controlled trials
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Table 1 Antibiotic stewardship interventions: what are the recommendations and how can we
ensure adherence?

What? How?
Prescribe empirical antibiotics according to
local guidelines

Audit and feedback

De-escalate broad-spectrum antibiotic therapy,
once cultures become available

Reminders

Perform sequential PCT measurements and
withdraw therapy if PCT < 0.5 µg/l

Daily review by clinical pharmacist and infec-
tious disease physician

Administer antibiotics within an hour in sepsis
and septic shock

Computerized decision support system

Perform TDM for selected antibiotics Academic detailing
Perform appropriate cultures before start of
therapy

Prior authorization from infectious disease
physician for restricted antibiotics

. . . . . .

PCT: procalcitonin; TDM: therapeutic drug monitoring

available. While the impact of antimicrobial stewardship programs on appropriate-
ness of antibiotics, utilization and costs is fairly consistent across studies, there
is no convincing evidence that there is an effect on individual patient outcomes.
The absence of such direct evidence does not imply that antimicrobial stewardship
strategies are not beneficial in the ICU setting: effects may especially affect future
patients by reducing emergence of resistance [6, 7]. As an example of a persuasive
intervention, audit and feedback by an antimicrobial stewardship program pharma-
cist to reduce broad-spectrum antibiotic prescribing was shown to be effective in
an interrupted time interval analysis in a single center ICU, reducing both cost and
development of Gram-negative resistance to carbapenems [8].

Restrictive strategies, such as formulary restrictions and prior authorization of
rescue antibiotics by a pharmacist, infectious disease physician or clinical microbi-
ologist, are considered effective at reducing antibiotic use and curbing development
of resistance. However, there is a concern of a ‘squeezing the balloon’ phenomenon
for this type of approach: restriction of certain classes of antibiotics may result
in a reduction in their use and resistance rates, but it may also result in a shift to
a higher usage of other antibiotics, thus negatively affecting the resistance rates
for those alternative antibiotics. Restriction may be effective in an outbreak setting
where there is a strong relationship between increased resistance and the use of
a particular class of antibiotics, rather than a longterm solution [9].

Education, distributing evidence-based guidelines and using computer decision
support systems or a combination of any of these interventions, generally have
a positive impact on appropriate prescribing patterns. However, results on clinically
relevant outcomes or resistance patterns are variable [10].

The ICU is – more than any department in the hospital – a meeting place where
medical specialists need to work together to provide optimal patient care. This is es-
pecially a challenge in the treatment of patients with infections as infectious disease
physicians, microbiologists and clinical pharmacists, relying on their own expertise,



18 J. Schouten and J. J. De Waele

all advise the ICU physician on the optimal use of antibiotics. Recent evolution
in the organization of ICUs, increasingly reverting from an open to a closed for-
mat (where intensivists are primarily responsible for patient care and provide 24/7
cover) may contribute to a reluctance of ICU physicians to accept outside interfer-
ence.

An ICU antimicrobial stewardship program may exhibit some very ICU-specific
goals and strategies, but an ICU is still located within the walls of a hospital and
a large number of its admissions come through the wards. Resistance patterns in the
ICU mimic those in the wards and antibiotic use patterns are usually similar. ICU
physicians should thus be actively involved in hospital antibiotic stewardship teams
and the responsibilities of infectious disease physicians, microbiologists and phar-
macists within the ICU should be clearly defined in an antimicrobial stewardship
program. Influencing the use of antibiotics in the ICU can be a challenging path for
infectious disease physicians, clinical pharmacists and clinical microbiologists.

A Systematic Approach Towards Improving Antibiotic
Prescribing in the ICU

Step 1. HowDo YouMeasure Appropriate Antibiotic Prescribing
in the ICU: Developing Quality Indicators for Your Unit

It is not only important to define what ‘appropriate antimicrobial use in ICU pa-
tients’ is but also how it can be validly and reliably measured. The development
of so-called quality indicators can help to define and measure recommended pro-
fessional performance in individual patients. A quality indicator is ‘a measurable
element of practice performance for which there is evidence or consensus that it
can be used to assess the quality, and hence change the quality of care provided’
[11]. While quality indicators for hospital stewardship programs have been well
described, they may not all be so relevant for the ICU setting (e. g., antibiotic in-
travenous-oral switch therapy) or they may represent recommendations that are
particularly relevant in an ICU setting (e. g., adequate measurement of antibiotic
concentration levels: percentage of patients in whom a level was performed timely
and for the correct indication)

As an example, a bundle of six quality indicators was developed to define and
measure appropriate antimicrobial use in the ICU setting (Table 2; [12]). European
experts specified – in a Rand modified Delphi procedure – that six professional per-
formance interventions were crucial in antimicrobial use in ICU patients: (1) the
clinical rationale of starting antibiotics should be documented in the chart; (2) ap-
propriate microbiological cultures should be performed according to local and/or
international guidelines; (3) the choice of empiric therapy should be in accordance
with local and/or international guidelines; (4) diagnosis should be reviewed accord-
ing to microbiological results; (5) de-escalation therapy should be considered in
patients with microbiological diagnosis according to the susceptibility pattern of
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Table 2 Evidence-based recommendations to increase the appropriate usage of antibiotics in ICU
patients: a 5-day bundle

1st The clinical rationale for antibiotic start should be documented in the medical
chart at the start of therapy

Appropriate microbiological culture according to local and/or international
guidelines should be collected

The choice of empirical antibiotic therapy should be performed according to
local guidelines

2nd Review of the diagnosis based on newly acquired microbiological cultures

De-escalation therapy (the narrowest spectrum possible) according to available
microbiological results

3rd–5th Review of the diagnosis based on newly acquired microbiological cultures

De-escalation therapy (the narrowest spectrum possible) according to available
microbiological results

Interruption of treatment should be considered according to local and/or interna-
tional guidelines

From [21] with permission.

the isolate; and (6) short duration of therapy, according to international guidelines,
should be considered in patients with a definitive diagnosis.

Comparable sets of quality indicators, oriented at national or local settings and
culture, have been developed. To evaluate the effectiveness of an antimicrobial stew-
ardship program, ideally, these qualitative data are reported together with quantita-
tive data: antibiotic usage data and local patterns of resistance to the most relevant
causative microorganisms, specific for the ICU. Regular (e. g., quarterly) feedback
on the use of restricted (or rescue) antibiotics, such as carbapenems, glycopeptides,
linezolid, colistin – expressed in defined daily dose (DDD)/100 patient days – may
add to awareness of intensive care physicians and will facilitate discussions at ICU
patient meetings.

Step 2. Stewardship Interventions

Stewardship interventions aim to improve antimicrobial prescribing so that patients
receive the appropriate antibiotic for the indication, at the right time, with the ap-
propriate dose and dosing interval, via the appropriate route and for the appropriate
duration. These interventions intend to alter the behavior of individual prescribers
and, as a final goal, to improve patient outcomes and ecological outcomes (curb the
development of antimicrobial resistance).

Many studies have assessed strategies to improve professionals’ prescribing
practices, patient outcomes and microbial outcomes [6, 13–16]. They all conclude
that any stewardship intervention – whether it is restrictive, persuasive or struc-
tural – can ensure that professionals appropriately use antimicrobials. Although
the effects were overall positive, there were substantial differences in improvement
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between studies that compared similar stewardship interventions. If any behav-
ioral stewardship intervention can improve antimicrobial use, how can you then
choose – from the menu of potentially effective interventions – those that lead to
improvement in a very specific setting (such as an ICU)?

Step 3. Understanding Key Drivers
of Current Antibiotic Prescribing Behavior

Looking at change models and theories derived from various disciplines and scien-
tific areas, the essential principle for successful behavior change is to link the choice
of intervention as closely as possible to the results of an analysis of barriers [17].
Extensive assessment of an inventory of barriers and facilitators to change may lead
to a tailored mix of interventions that is most likely to be effective.

So, to select those behavioral stewardship interventions that might work best in
your own ICU from all the potentially effective interventions available in the litera-
ture, key drivers of current prescribing behavior must be understood: “It is not only
microbes that we need to investigate: equally important is a better understanding of
our own actions” [1].

Determinants of a prescribing practice are factors that may hinder or help im-
provements in that practice. The assessment of these determinants, both barriers
and facilitators, should inform the choice of behavioral stewardship interventions,
e. g., education should be chosen as a strategy to address a lack of knowledge with
prescribers, or reminders if ‘forgetting to apply the recommended prescribing prac-
tice’ is the problem. An understanding of the determinants for change is crucial to
the selection of effective interventions. In daily practice, however, the chosen inter-
ventions to improve health care are mostly based on implicit personal beliefs about
human behavior and change [16]. For example, Charani et al. concluded, in their re-
view on optimizing antimicrobial prescribing in acute care, that although qualitative
research showed the influence of social norms, attitudes and beliefs on antimicro-
bial prescribing behavior, these behavioral determinants were not considered when
developing improvement interventions [17].

For most changes in health care, a wide range of determinants influences whether
appropriate care is provided or not. Flottorp et al. synthesized using a systematic
review various frameworks and taxonomies of factors that help or hinder improve-
ments in health care [18]. They developed an overview of 57 potential determinants
categorized in seven domains. This can be a helpful stewardship tool to facilitate
an inventory of factors that influence a specific prescribing practice in a specific
hospital or ward. The following categories of determinants are distinguished:

1. guideline factors (e. g., the clarity of the recommendation, the evidence support-
ing the recommendation);

2. individual health professional factors (e. g., awareness and familiarity with the
recommendation, or the skills needed to adhere);

3. patient factors (perceived demands of the patient, particular disease);
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4. professional interactions (e. g., opinions and communication among profession-
als or referral processes);

5. incentives and resources (e. g., availability of necessary resources, or extent to
which the information system influences adherence);

6. capacity for organizational change (e. g., capable leadership, or the relative pri-
ority given to making necessary changes); and

7. social, political, and legal factors (e. g., payer or funder policies).

There are various recommended antimicrobial prescribing practices, e. g., optimize
antimicrobial dosing or de-escalation of antimicrobial therapy. The relevance and
importance of determinants can vary across different recommendations. Therefore,
when various prescribing practices need to be improved in daily practice, it is
necessary to consider each determinant in relationship to each separate recommen-
dation.

Flottorp et al. [18] developed various worksheets that can be used to help priori-
tize the prescribing practices that warrant stewardship team efforts and a worksheet
to help measure determinants. Stewardship teams that aim to measure determi-
nants of a specific antimicrobial prescribing practice can apply various methods
to identify factors that help or hinder improvement of that practice: semi-structured
interviews with individual professionals involved in the prescribing practice, group
interviews, questionnaires, and observation.

Step 4. The Selection and Development of Effective Behavioral
Stewardship Interventions: InterventionMapping

To systematically link behavioral stewardship interventions to the various determi-
nants, a structured approach should be followed. An important example of a theory-
based approach is the InterventionMapping approach [19]. Intervention mapping is
a protocol for the design of intervention programs, which guides developers through
a series of steps that assists them in theory-based and evidence-based program de-
velopment. Following a needs assessment and a specification of determinants, the-
ory-based methods are selected from the literature, translated into practical strate-
gies, operationalized into plans, implemented and evaluated.

For a more pragmatic approach, Flottorp et al. also developed tools that can be
used to support the selection of tailored behavioral stewardship interventions, i. e.,
a worksheet and a ‘definitions questions examples’ checklist to help the stewardship
team to select and develop one or more tailored behavioral stewardship interven-
tions in a pragmatic way [18].

Once one or more tailored behavioral stewardship interventions is selected, it is
important to check whether the effectiveness of this intervention can be further en-
hanced. On the one hand, it is important to look at change theories relevant to the
implementation of change in health care practice, as they should enable intervention
developers in health care to design better interventions and programs to improve pa-
tient care. So, if, for example, an educational stewardship intervention was selected
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to address a lack of knowledge, educational theories would suggest that profession-
als should be involved in finding solutions for the prescribing practice problem, and
that personal targets for improvement and individual learning plans related to the
recommended practice should be defined.

On the other hand, it is important to determine whether systematic reviews of
the effectiveness of the interventions chosen have been published, for example by
checking the Prospero database or the Cochrane Effective Practice and Organiza-
tion of Care (EPOC) website (http://epoc.cochrane.org/). EPOC focuses on state-of-
the-art reviews of interventions (i. e., various forms of continuing education, quality
assurance projects, financial, organizational, or regulatory interventions) designed
to improve professional practice and the delivery of effective health services. Until
now they have published over a hundred systematic reviews in the Cochrane Li-
brary. One of the reviews included is a review by Ivers et al. ‘Audit and feedback:
effects on professional practice and health care outcomes’ [20]. They conclude that
the effect of using audit and feedback varied widely across the included studies,
ranging from little or no effect to a substantial effect on professional behavior
and on patient outcomes. Multivariable meta-regression indicated that effectiveness
could, among others, be augmented when it is delivered by a supervisor or col-
league, it is delivered in both verbal and written formats, and when it includes both
explicit targets and an action plan. All these success ingredients could be included
in a feedback stewardship intervention if, of course, feedback was selected as a tai-
lored intervention to address a lack of awareness and to make people conscious of
problems in current care routines.

There is no behavioral change intervention – or magic bullet – that works in
all circumstances: the challenge lies in systematically building an intervention on
the careful assessment of determinants and on a coherent theoretical base, while
linking determinants to interventions, taking the lessons regarding the effectiveness
of various behavioral interventions into account.

Practical Application

In a single ICU setting, using relatively simple methods these challenges can be met.
A point prevalence study in your ICU once a year will provide a good impression of
which areas of care are most in need of improvement. A point prevalence study can
be carried out together with infectious disease physicians/clinical microbiologists
and the clinical pharmacy.

Once the stewardship recommendation that needs to be tackled most urgently is
known, a well-structured group discussion focused on barriers and facilitators that
influence appropriate performance of the recommendation can lead to surprising in-
sights. Based on these insights and the supporting literature linking specific barriers
to effective interventions, these can be selected and carried out.

It is clear that there is no one-size-fits-all approach possible here. Rather, a more
tailored approach is advocated, sometimes leading to multifaceted interventions.
Also, it is of importance to pace the work: Rome was not built in one day. PDSA

http://epoc.cochrane.org/
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(Plan-Do-Study-Act) cycles can be used to target one relevant aspect of antibiotic
care at a time, preferably going for the ‘low hanging fruit’ first.

A Practical Example

Until recently there has been little attention to the decision-making in the final phase
of antibiotic therapy. As it is clear that the duration of antibiotic therapy is an im-
portant determinant of acquiring multidrug resistance (MDR), limiting antibiotic
exposure at the end of the therapy is probably as important as making the correct
empirical choice.

Although many guidelines recommend a duration of 7 days for many common
ICU infections, in real life the duration of therapy is often longer. Therefore, du-
ration of antibiotic therapy is certainly an attractive target if we want to reduce
antibiotic exposure in critically ill patients. Multiple studies in different types of
infections have demonstrated that prolonged duration – 10–14 days of antibiotic
therapy or longer – is not necessary for most infections in the ICU, including hos-
pital-acquired pneumonia.

A small audit on 40 patients in two ICUs (ICU A and ICU B) shows that the average
duration of antibiotic therapy is > 10 days.

Barrier Analysis
In both ICUs a focus group session is performed with ICU physicians, their junior
doctors, an infectious disease physician or clinical microbiologist and a clinical
pharmacist.

In ICU A, ICU physicians indicate that they forget to discuss antibiotic therapy
during ward rounds and do not feel it is an important part of their daily work.

In ICU B, ICU physicians indicate that often the patient may be improving but
not yet fully recovered from organ dysfunction; traditional biomarkers do not offer
much support to guide antibiotic therapy; and cultures from samples collected in the
days after the start of antibiotic therapy may suggest persisting infection leading to
prolongation of antibiotic therapy. Clinical criteria to discontinue antibiotic therapy
are not helpful either so they feel left in the dark as to when to stop antibiotic
therapy. They feel afraid that re-infection might occur if they withdraw antibiotic
therapy early.

Choosing an Intervention
It is clear that in both ICUs a different strategy to reduce antibiotic duration is
warranted. Whereas in ICU A an educational strategy may be used to fill the aware-
ness/knowledge gap and provide reminders to change routine behavior, this is dif-
ferent in ICU 2. ICU 2 may benefit from using PCT, which has been shown to be
of value in aiding antibiotic discontinuation decision-making. A recent pragmatic
multicenter study from the Netherlands found that PCT-guided therapy can reduce
antibiotic therapy in critically ill patients.
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Pitfalls
Apart from choosing the intervention, it is important to optimize the delivery of the
intervention. For ICU A, the literature suggests that education is more effective if
personal targets for improvement and individual learning plans are established.

Other pitfalls in this context include failing to consider prior adequate antibiotic
therapy after de-escalation in calculating the total duration of therapy, and ignoring
the impact of exposure to small(er)-spectrum antibiotics. Predetermined duration
of therapy upon initiation of the antibiotic, automatic stop orders and computerized
physician order entry (CPOE) systems may provide easy tools to achieve this goal.
Similarly, as antibiotics are often continued in the ward after a patient has been
discharged from the ICU, clear instructions about the envisaged duration of therapy
are mandatory.

Conclusion

In conclusion, antibiotic stewardship programs are an indispensable tool for im-
proving antibiotic prescription in the critically ill patient. In the era of increasing
antibiotic resistance the importance of this approach will only increase. Implemen-
tation of the different components of antibiotic stewardship programs is, however,
very important, and often overlooked by critical care physicians. There is no su-
perior behavioral change intervention – or magic bullet – that works in all circum-
stances: the challenge lies in systematically building an intervention based on the
careful assessment of determinants and on a coherent theoretical base, while linking
determinants to interventions, and taking the lessons regarding the effectiveness of
various behavioral interventions into account.
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Part II
Sepsis



Microvesicles in Sepsis: Implications for the
Activated Coagulation System

G. F. Lehner, A. K. Brandtner, and M. Joannidis

Introduction

The intimately linked inflammation and coagulation systems are considered to play
a key role in the pathogenesis of the sepsis syndrome. The overwhelming systemic
inflammatory host response to infection is frequently complicated by devastating
coagulation disturbances leading to disseminated intravascular coagulation (DIC).
A typical feature of sepsis is the release and elevated levels of different cytokines
[1]. Several of these cytokines are capable of promoting the release of extracellular
vesicles, such as microvesicles, from cells [2].

Microvesicles carry a wide range of receptors and signaling molecules on their
surface. The composition and density of these molecules is dependent on the type
and level of activation of the cells releasing the microvesicles. Levels of microvesi-
cles are elevated in a broad range of diseases including malignancies, autoimmune
diseases, metabolic and anaphylactic syndromes as well as in septic conditions
[3]. The level of circulating microvesicles can reflect the extent of cellular stress
or indicate progression of pathologies. Vesiculation induced by cellular stress and
apoptosis creates a pool of bio-effectors, which likely mediate various transcellu-
lar communication mechanisms in homeostasis or orchestrate the observed host
response in disease [4].

Microvesicles in Sepsis

Several studies have analyzed the amount of circulating microvesicles in sepsis
to elucidate their role in the pathophysiology of this syndrome or to test them as
potential biomarkers. A frequently used method to determine counts of distinct mi-
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crovesicle subtypes is quantification by flow cytometry. Techniques that use solid-
phase capturing-assays or functional assays to determine levels and characteristics
of microvesicles are also employed. The origin of the microvesicles can be deter-
mined by labeling microvesicles with antibodies directed against epitopes that are
specific for the parental cell. The determination of a total microvesicle count is
difficult, maybe even impossible at present. Some studies try to use exposed phos-
phatidylserine (e. g., annexin V+ or lactadherin+ microvesicle) as a surrogate for
the total microvesicle amount. However, there is evidence that not all microvesicles
carry phosphatidylserine on the surface [5, 6]. Thus, this approach might underes-
timate the actual microvesicle count. Nevertheless, it is a common measure used to
approximate total microvesicle counts [7].

The following section provides an overview of the most relevant findings con-
cerning counts of different microvesicle subtypes in septic populations compared to
controls, i. e., mostly healthy volunteers or intensive care unit (ICU) patients with-
out infection. Reflecting the fundamental difficulty of microvesicle quantification,
published data on microvesicles in sepsis are often contradictory.

Total Amount of Microvesicles

With the intention of quantifying microvesicles in septic patients, two studies found
higher counts of annexin V+ microvesicles in patients with severe sepsis compared
to healthy controls [8, 9]. Similarly, Oehmcke et al. reported higher levels of phos-
phatidylserine equivalents (annexin V+ microvesicles) in septic patients, although
the increase in annexin V+ microvesicle count was not statistically significant [10].
In contrast, Forest et al. reported a lower level of annexin V+ microvesicles in pa-
tients with infections fulfilling at least one of the systemic inflammatory response
syndrome (SIRS) criteria compared to controls without infection [11].

No significant differences in annexin V+ microvesicles were detected in stud-
ies by Mostefai et al. [12]. These latter findings are in accordance with data from
animal models in which there was no difference in annexin V+ microvesicles in
septic rats [13] or in a mouse endotoxemia model [14]. Remarkably, Zhang et al.
[15] reported increased counts of all microvesicle subtypes analyzed in a study in
septic patients compared to healthy controls, using lactadherin positivity to deter-
mine phosphatidylserine harboring microvesicles, which is considered to be more
sensitive in flow cytometry analysis [7].

Platelet-derivedMicrovesicles

Several studies have reported increased levels of platelet-derived microvesicles in
patients with severe sepsis or septic shock [8, 9, 12, 16]. In contrast, three studies
did not detect a significant difference in counts of platelet-derived microvesicles
[11, 17, 18]. Joop et al. even reported decreased counts of CD61+ microvesicles
[9] in septic patients, analogous to findings by Mortaza et al. in septic rats [13].
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Interestingly, Woth et al. observed increased counts of one specific platelet-derived
microvesicle subtype (CD42A+/annexin V+) only in patients with mixed fungal
sepsis [8].

Erythrocyte-derivedMicrovesicles

Most studies did not report alterations in counts of erythrocyte-derived microvesi-
cles (e. g., CD235a+ microvesicles) [11, 12, 16, 18, 19]. Intriguingly, only the
subtype of annexin V negative erythrocyte-derivedmicrovesicle (CD235a+/annexin
V�) was increased in a study by Joop et al. [19]. Higher counts of erythrocyte-de-
rived microvesicles were also detected in septic rats in a study by Mortaza et al.
[13].

Leukocyte-derivedMicrovesicles

Overall, leukocyte-derived microvesicles can be analyzed using a common leuko-
cyte marker (e. g., CD45). Two studies using this marker revealed opposite results –
elevated levels in septic rats [13] and lower levels in humans when compared to ICU
controls without infection [12]. However, in humans, Mostefai et al. reported ele-
vated counts of CD62L+ microvesicles, a marker also known as L-selectin, which
is considered a surrogate of leukocyte activation [12].

Two studies tried to measure counts of lymphocyte subsets (CD4+, CD8+, CD20
or CD38). Their numbers, however, were either not altered or below the detection
limit [16, 19]. No differences were found in monocyte-derived microvesicles (i. e.,
CD14+ or CD11b+ microvesicles) [9, 12, 16]. Several studies detected increased
counts of granulocyte-derived microvesicles, such as CD66b+ [16, 19], and neu-
trophil-derived [20, 21] microvesicles. Only Mostefai et al. found no significant
differences in counts of granulocyte-derived microvesicles [12].

Endothelial-derivedMicrovesicles

The first study reporting counts of endothelium-derived microvesicles in septic pa-
tients was published in 2000 by Nieuwland et al. [16]. These authors reported a non-
significantly increased number of endothelium-derived microvesicles (CD62E+) in
patients with meningococcal sepsis compared to healthy controls [16]. In a study
conducted in our lab, markedly increased levels of endothelium-derived microvesi-
cles were only detected in a few patients, who were characterized by presence of
liver injury, coagulation abnormalities and a highly proinflammatory state as well
as increased levels of soluble markers of endothelial activation (i. e., soluble E-se-
lectin) [17]. Joop et al. reported equal or even lower counts of endothelium-derived
microvesicles (CD144+) compared to healthy controls in a population of septic pa-
tients with multiple organ dysfunction syndrome [19]. Similar results were found
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by Mortaza et al. investigating endothelium-derived microvesicle compositions in
septic rats [13].

By contrast, several other studies have reported increased counts of endothe-
lium-derived microvesicles [12, 15, 22, 23]. However, in these studies endothelium-
derived microvesicles were defined with antibodies and combinations that are not
specific for endothelial cells and therefore might also include, e. g., leukocyte-de-
rived microvesicles [24].

Recently, we published a study in which the most comprehensive set of
commonly used antibodies was applied [17]. We reported endothelium-derived
microvesicle counts determined with sensitive but not endothelium-specific (e. g.,
CD31+/CD41�) and less sensitive but endothelium-specific (e. g., CD144+,
CD62E+, CD106+) markers [17]. As mentioned above, counts of microvesicles la-
belled with endothelium specific markers were low in the general septic population,
despite using high-sensitivity flow cytometry [17]. Conversely, in accordance with
other earlier studies, a higher and significantly increased number of a not endothe-
lium-specific microvesicle subtype (CD31+/CD41�) was identified [17]. However,
our findings also indicate that a relevant number of these CD31+/CD41� mi-
crovesicles may not originate from endothelial cells but rather from leukocytes
[17].

To summarize, markers chosen for analysis of microvesicles vary greatly from
study to study. Despite that, the overall pattern found across several studies seems
to suggest increased counts of granulocyte-derived microvesicles (e. g., CD66b+
microvesicles) and subtypes of platelet-derived microvesicles (e. g., CD41+ mi-
crovesicles). However, conclusive results cannot be obtained for all microvesicle
subtypes from the aforementioned studies. This might, at least partially, be due
to methodological differences and probably also to the heterogeneity of the an-
alyzed populations as well as the heterogeneity of the sepsis syndrome itself. In
particular, the findings regarding endothelium-derived microvesicle determinations
with low levels are inconsistent. When it comes to endothelium-derived microvesi-
cles, the difficulty selecting appropriate markers for microvesicle detection becomes
evident. On the one hand, several studies that use sensitive but not endothelium-spe-
cific markers reported markedly increased endothelium-derivedmicrovesicle counts
in septic patients compared to healthy controls. On the other hand, in studies that
defined endothelium-derived microvesicles with endothelium-specific markers, no
or only moderate alterations in endothelium-derived microvesicle counts were de-
tected in septic populations in general, although it seems that single patients with
marked increases in such endothelium-derived microvesicle subtypes exhibited cer-
tain specific features, such as a pronounced activation of the coagulation system
[16, 17].

In conclusion, despite these partly incongruent results concerning microvesicle
counts in general septic populations, the investigation of microvesicles provides
an additional perspective on the pathophysiology of this complex syndrome and
might help to further stratify an overall sepsis syndrome into several distinct sepsis
entities.
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Interactions BetweenMicrovesicles and the Coagulation System
in Sepsis

In addition to the significant role of microvesicles in intercellular communication,
their coagulation-active properties were one of the first observations in microvesi-
cle research. Direct interaction of microvesicles with the coagulation system is
predominantly mediated via two major mechanisms: i) the expression of tissue
factor and ii) the exposure of anionic polyphosphates on their surface [25]. In
1999, Peter LA Giesen and colleagues first described a “blood-borne tissue-factor”
which is expressed on circulating cells, but is also detectable on tissue factor-posi-
tive membrane vesicles, both facilitating intravascular thrombus formation without
prior vascular injury [26]. The initial observation of granulocyte-derived, tissue fac-
tor-bearing microvesicles was particularized to monocytes and endothelial cells as
the primary cellular sources [27]. In an in vitro experiment, platelet-derived mi-
crovesicles were able to activate monocytes and induce the release of tissue factor-
expressing microvesicles. In homeostasis, the transcription of tissue factor in en-
dothelial cells and hematopoietic cells is low. Small concentrations of this ‘soluble’
form of tissue factor are detectable in healthy individuals without initiating throm-
bus formation. This observation supports the assumption of an encrypted version
of tissue factor and complementary inhibition of free tissue factor by circulating
tissue-factor pathway inhibitors (TFPI) that can be activated upon specific local or
systemic stimuli [27–29].

The second direct interaction of microvesicles with the coagulation system is
conveyed by expression of polyanionic molecules, represented by phosphatidylser-
ine exposure on the membrane of microvesicles, capacitating them to activate the
coagulation cascade also via the intrinsic pathway by direct activation of prothrom-
binase [25]. On cellular membranes, the expression of phosphatidylserine is mainly
coupled to phenotypical changes upon induction of apoptosis. These polyanionic
molecules are recognized by neighboring cells as a stimulant for phagocytosis,
a procedure required to maintain tissue homeostasis [30]. The initial paradigm, that
phosphatidylserine expression on microvesicles is a result of vesiculation or apoptic
processes, is opposed by the finding that the extent of phosphatidylserine exposure
seems to be dependent on the primary stimulus for microvesicle release [31]. Proin-
flammatory agents stimulate the secretion of microvesicles by activated or injured
cells. Exposure of procoagulant and simultaneously proinflammatory molecules is
also enhanced [32, 33]. Thus microvesicles may have the potential to maintain piv-
otal roles in disease outcomes [15, 16, 34].

Endothelial cells were found to inherit a central role in regulating the pro- and
anticoagulant balance in homeostasis. Aggressive secretion of proinflammatory cy-
tokines in intensive host responses to infectious diseases alters the cellular structure
as well as the composition of endothelial surface molecules. Responsive changes
towards a proinflammatory and procoagulant phenotype of endothelial cells are
associated with sepsis-induced vascular injury [35]. In vitro secretion of microvesi-
cles by endothelial cells can be provoked by a number of cytokines and biological
effectors such as tumor-necrosis factor alpha (TNF-˛) [36], bacterial lipopolysac-
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charides [37], thrombin [38], angiotensin II [39], uremic toxins [40] and other
stimuli [32]. Microvesicles are able to foster the interplay between coagulation
and inflammation via transmission of signaling molecules as biological vectors in
a paracrine fashion. A central element of the microvesicle-transmitted signaling
concept is that different stimuli induce the generation of different arrays of released
vesicles [41].

As stated above, endothelial cells can be activated by thrombin, which may be
generated by local coagulation processes. Thrombin induces the endothelial release
of a soluble ligand of the TNF family, called TRAIL (TNF-related apoptosis-induc-
ing ligand, ApoL2), which has the potential to induce apoptosis; TRAIL itself can
bind to other endothelial cells, thus inducing the release of procoagulant, tissue fac-
tor-bearing endothelial microvesicles following activation of nuclear factor kappa B
(NF-�B) [42].

Simultaneous to the enhanced pro-inflammatory and procoagulant signaling, nat-
ural anticoagulant mechanisms of endothelial cells, such as thrombomodulin, acti-
vated protein C and endothelial protein C receptor expression are downregulated
by pro-inflammatory cytokines. Correspondingly, fewer microvesicles positive for
these anticoagulant markers can be detected in acute sepsis [43]. Matsumoto et al.
reported a significant negative correlation between the ratio of thrombomodulin-
positive endothelial microvesicles to tissue factor-positive endothelial microvesi-
cles and the overt diagnostic algorithm for DIC as defined by the International
Society of Thrombosis and Hemostasis (ISTH-DIC score). This indicates the im-
portant protective effects of presumably endothelial-derived microvesicles positive
for anticoagulant molecules ([23]; Fig. 1). Elevated levels of presumably endothe-
lial-derived microvesicles were associated with early onset of septic shock-induced
DIC and have been proposed as biomarkers [35]. Microvesicles exposing phos-
phatidylserine on their surface can also be generated by platelets, erythrocytes and
leukocytes, thus potentially contributing to a prothrombotic state (Fig. 1). However,
current evidence suggests that the expression of tissue factor on the microvesicle
membrane seems to be limited to endothelial and monocytic vesicles [32].

Potential Diagnostic and Therapeutic Applications

As released microvesicles seem to be specific to the underlying stimulus, the idea
of correlating microvesicles as biomarkers for diseases or their progression is ap-
pealing. To date, microvesicle compositions have been tested for their predictive
value in a broad range of clinical disciplines. In the context of coagulation disor-
ders, identification of patients prone to DIC by their microvesicle profile would be
of high clinical relevance. A recently published observational study investigated the
predictive value of a multi-parameter score to distinguish patients with septic shock
disposed to develop DIC. The score, composed of counts of CD105+ microvesicles,
platelet count and prothrombin time, enabled a 72.9% discrimination of the study
population. The score reached a negative predictive value of 93.1% and a positive
predictive value of 31% [44].
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Therapeutic interventions targeting tissue factor-bearing microvesicles comprise
intravenous administration of tissue factor antibodies [45], inactivated FVIIa [46]
or recombinant TFPI. These approaches initially showed good results in rodent and
avian studies, reducing overall mortality, systemic inflammation and fibrin depo-
sition as well as attenuating sepsis-induced renal and respiratory failure [45–47].
However, in humans, inhibition of the tissue factor:factor VIIa complex with recom-
binant TFPI had no significant effect on overall mortality in a randomized phase III
clinical study [48].

Recent research on microvesicles has focused on the identification of key players
of the inflammation-mediated secretion process of vesicles. As such, the proinflam-
matory cytokine, interleukin (IL)-33 has been identified as inducing endothelial
expression of tissue factor and release of tissue factor-bearing microvesicles, pro-
viding a potential new therapeutic target [49].

The concept of depletion of circulating endothelium-derived microvesicles by
hemofiltration was tested by Abdelhafeez et al. in an ex vivo model in which a sig-
nificant reduction of detectable endothelium-derived microvesicles was shown in
a circuit model simulating continuous venovenous hemofiltration [50]. The clinical
relevance of this interesting approach, however, has to be further investigated.

Conclusion

The functional importance of microvesicle properties on systemic regulation of
hemostasis and their role in intercellular communication has been subject to basic
research and clinical investigations since their discovery. Although publications on
this topic have been increasing exponentially recently, no specific target amenable
to therapeutic interventions in humans has yet been identified. A great challenge in
sepsis research is to specify the functional properties of the involved variables and
pathological mechanisms. Although direct measurement of microvesicles is feasi-
ble, precise characterization and quantification remains challenging and functional
tests to define the effects of microvesicles in our patients are still to be developed.
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Mesenchymal Stem/Stromal Cells for Sepsis

C. Keane and J. G. Laffey

Introduction

Sepsis is a major public health concern, accounting for more than $20 billion (5.2%)
of total US hospital costs in 2011 [1]. The reported incidence of sepsis is increas-
ing [1], likely reflecting aging populations with more comorbidities that potentially
impair immunity, and greater recognition of the condition. Conservative estimates
indicate that sepsis is a leading cause of mortality and critical illness worldwide.
Sepsis has a mortality of 40%, is responsible for more than 250,000 deaths in the
United States annually, and has been implicated as a causative factor in up to 50%
of all in-hospital deaths [2]. Furthermore, there is increasing awareness that patients
who survive sepsis often have long-term physical, psychological, and cognitive dis-
abilities with significant health care and social implications.

The most common sources of sepsis are, in descending order, pneumonia, intra-
abdominal, urinary tract and soft tissue infections [3]. Blood cultures are posi-
tive in only one third of cases, and up to a third of cases are culture negative
from all body sites. The most commonly isolated Gram-positive bacterial pathogens
are Staphylococcus aureus and Streptococcus pneumoniae, and the most common
Gram-negative pathogens are Escherichia coli, Klebsiella spp, and Pseudomonas
aeruginosa [4]. While Gram-positive infections had been reported as surpassing
Gram-negative infections in recent years, a recent study encompassing 14,000 ICU
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patients in 75 countries found that 62% of positive isolates were Gram-negative
bacteria, vs 47% Gram-positive and 19% fungal [5].

Sepsis: A Therapeutic Failure

Despite extensive research, there is no direct treatment for sepsis, other than antimi-
crobial therapy, and new therapies are urgently needed. Most research on sepsis to
date has focused on suppressing the initial hyper-inflammatory, cytokine-mediated
phase of the disorder. Unfortunately, over 40 clinical trials of agents that block cy-
tokines, pathogen recognition, or inflammation-signaling pathways have universally
failed to improve outcomes, suggesting that inhibition of a single mediator is insuf-
ficient to restore a balanced and effective immune response. The timing of potential
interventions is also important. Broad immunosuppressants, such as steroids, may
reduce the early inflammatory response, but ultimately aggravated immune paraly-
sis and worsened outcome [6].

The lack of success to date with standard ‘pharmacologic’ approaches suggests
the need to consider more complex therapeutic approaches, aimed at reducing early
injury while maintaining host immune competence, and facilitating tissue regen-
eration and repair. Mesenchymal stem/stromal cells (MSCs) might fit this new
therapeutic paradigm for sepsis, and consequently are attracting considerable at-
tention. MSCs are multipotent cells derived from adult tissues that are capable of
self-renewal and differentiation into chondrocytes, osteocytes and adipocytes. The
origin of MSCs in multiple adult tissues, coupled with their relative ease of isolation
and expansion potential in culture make them attractive therapeutic candidates.

Rationale for Mesenchymal Stem/Stromal Cells in Sepsis

Sepsis is a syndrome of life-threatening physiologic, pathologic, and biochemical
abnormalities resulting from a disordered immune response to microbial infection.
MSCs offer substantial potential as a novel therapeutic approach to sepsis for sev-
eral reasons. First, they possess several favorable biological characteristics, which
make them potentially feasible as candidates for acute critical illnesses such as sep-
sis. These characteristics include their convenient isolation, ease of expansion in
culture while maintaining genetic stability, minimal immunogenicity and feasibil-
ity for allogenic transplantation. MSCs are considered immune privileged as they
constitutively express low levels of cell-surface HLA class I molecules and lack
expression of HLA class II, CD40, CD80 and CD86. Consequently, MSCs cause
relatively little activation of the innate and adaptive immune responses, and can
therefore be used as an allogeneic therapy. Second, MSCs exert potent immune
modulatory effects, which may be highly relevant given the role of the immune re-
sponse in sepsis. While previous strategies to simply inhibit this response have been
unsuccessful, the more complex, ‘immunomodulatory’ properties of MSCs may
prove more effective. Importantly, MSCs may be able to ‘reprogram’ the immune
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response to reduce the destructive inflammatory elements while preserving the host
response to pathogens. Third, MSCs may augment repair processes following sep-
sis. The resolution of sepsis is hindered by damage to the epithelial barrier. MSCs
may restore epithelial and endothelial function, in part via secretion of paracrine
factors to enhance injury resolution in these tissues. Fourth, sepsis frequently oc-
curs in association with a generalized process resulting in dysfunction and failure
of multiple organs. MSCs have been demonstrated to decrease injury and/or restore
function in multiple organs. Fifth, MSCs may directly enhance bacterial killing,
via a number of mechanisms, including enhancement of phagocytosis, increased
bacterial clearance [7], and anti-microbial peptide secretion [8]. Sixth, MSCs have
an encouraging safety record, and are being assessed in clinical studies for a wide
range of disease processes, with a substantial body of evidence attesting to their
safety in patients.

Efficacy of MSCs in Preclinical Sepsis Studies

The therapeutic potential of MSCs for sepsis has been established in multiple rele-
vant models of early bacterial pneumonia [7, 9–12] and early abdominal sepsis [7,
11, 13, 14], the two most common causes of sepsis ([3]; Table 1). In early pulmonary
sepsis, our group and others have demonstrated that human bone-marrow-derived
MSCs decrease the severity of E. coli pneumonia, decreasing lung bacterial load,
improving lung function and increasing survival [12, 15]. In early abdominal sepsis,
bone-marrow-derived murine MSCs reduced inflammation and improved survival
in a mouse model of sepsis induced by cecal ligation and puncture (CLP), a highly
clinically relevant model of polymicrobial sepsis [11]. MSCs reduced inflammation
and multiorgan injury, while decreasing bacterial load and improving survival in
mice even when administered six hours after induction of polymicrobial sepsis in
the CLP model [7]. In a mouse CLP model, mouse bone-marrow-derived MSCs
attenuated sepsis-induced kidney injury through diminished inflammation and en-
hanced macrophage phagocytosis [13, 14]. In a genome-wide expression microar-
ray analysis of animals post CLP, MSCs decreased transcription of genes relating
to inflammation, upregulated genes relating to repair and microvasculature integrity
and normalized transcriptional pathways responsible for maintaining mitochondrial
function and cellular bioenergetics [16], which is consistent with the possibility of
mitochondrial transfer between MSCs and cells of the host organs [17].

Mechanisms of Action of MSCs of Relevance to Sepsis

Effects on the Immune System

MSCs interact with a wide range of immune cells and exert multiple effects on
the innate and adaptive immune responses. MSCs decrease the proinflammatory
cytokine response [10, 18], while increasing concentrations of anti-inflammatory
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agents, including interleukin (IL)-1 receptor antagonist, IL-10, and prostaglandin
E2 [11]. MSCs reduced the infiltration of neutrophils and monocyte/macrophages
to target organs, including liver, lung, intestine and kidney, and improved the func-
tion of these organs in preclinical sepsis models [7, 11, 13, 14, 19, 20]. MSCs also
suppressed T cell proliferation, natural killer cell function and inhibition of dendritic
cell differentiation [21], although the implications of this in sepsis are not well un-
derstood. MSCs have been shown to prevent neutrophil apoptosis and degranulation
in culturewithout inhibiting their phagocytic or chemotactic capabilities [22].MSCs
also regulate B cell [21] and monocyte function via poorly defined mechanisms.

Specific Antimicrobial Effects

MSCs may directly attenuate bacterial sepsis via a number of mechanisms. MSCs
enhance macrophage phagocytosis, favoring maturation into a novel ‘M2-like’
macrophage phenotype [15], with enhanced anti-inflammatory properties and im-
proved phagocytic activity [23]. MSCs also enhanced neutrophil phagocytosis and
bacterial clearance in a murine CLP model, an effect abrogated by neutrophil
depletion [14]. MSCs also exert direct antimicrobial effects via the secretion of
antimicrobial peptides, such as LL-37 [8, 12].

Resolution and Reparative Effects

MSCs may augment repair processes following injury [24–26] via diverse mecha-
nisms, which mainly appear to be paracrine. The resolution of sepsis is hindered by
damage to the capillary endothelial barrier, which results in hypovolemia and tissue
edema. MSCs can enhance endothelial function, in part via secretion of paracrine
factors [27]. MSC production of specific resolution mediators, such as lipoxin A4,
may play a key role in the injury resolution process [28].

HowDoMSCs Exert Their Effects?

Contact-dependent Effects

Cell-cell contact appears to be an important mechanism by which MSCs modulate
immune effector cells. In a mouse model of endotoxin-induced systemic sepsis, Xu
et al. reported that the paracrine effect of MSCs in reducing lung inflammation, in-
jury and edema was enhanced by direct cell-to-cell contact [29]. Islam et al. [17]
demonstrated that MSCs can attach to alveolar epithelial cells via connexin-43-
containing gap junctions, and transfer mitochondria to the endotoxin injured cells,
thereby enhancing cellular ATP levels, restoring epithelial cell function and increas-
ing animal survival [17]. CLP studies need to be conducted to assess these effects
in more sepsis-related conditions.
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MSC Secretome

The MSC ‘secretome’ contains multiple immunomodulatory mediators, including
prostaglandin E2 [11], transforming growth factor (TGF)-ˇ [30], indoleamine 2,3-
dioxygenase [31], IL-1-receptor antagonist [32], tumor necrosis factor (TNF)-˛-
induced protein (TSG)-6 [18], and IL-10 [10]. Németh et al. reported that MSCs
attenuated septic injury secondary to CLP, at least in part, through secretion of
prostaglandin E2, which reprogrammed host macrophages to increase IL-10 pro-
duction [11]. Endotoxin-induced stimulation of the Toll-like receptor (TLR)4 ex-
pressed by the MSCs resulted in increased production of cyclooxygenase-2 and
prostaglandin E2. Krasnodembskaya et al. demonstrated that MSCs secrete the anti-
microbial peptide LL-37, suggesting a direct role for MSCs in combating pathogen-
mediated sepsis [8].

MSC-derivedMicrovesicles

MSCs, like most cell types, release small cellular particles, termed microvesicles,
which carry with them cytoplasmic and membrane constituents, including mito-
chondria [17] and gene products (i. e., mRNA and miRNAs) [33]. MSC-derived
microvesicles decreased injury in models of acute lung [33] and kidney [34] in-
jury. MSC-derived microvesicles decreased the severity of E. coli induced severe
pneumonia in a murine model [33].

Insights Regarding MSC Therapeutic Potential
from Clinical Studies

Recently, MSCs have been tested in clinical trials in several conditions, taking ad-
vantage of their reparative, anti-inflammatory and immunoregulatory activities. The
Cellular Immunotherapy for Septic Shock (CISS) trial was a dose escalation safety
study utilizing allogeneic bone marrow MSCs for patients diagnosed with septic
shock within 24 hours of critical care admission. Doses assessed for safety and tol-
erability were 0.3, 1.0, and 3.0 million cells/kg. A historical cohort that met CISS
eligibility criteria was also enrolled to compare the incidence of adverse advents
with the CISS interventional arm (NCT02421484). Preliminary results are due to
be published at the time of writing. This key safety study should pave the way for
later phase septic shock trials and ultimately to a large phase III randomized efficacy
trial.

Of relevance to sepsis, a phase I trial of MSCs in acute respiratory distress syn-
drome (ARDS) has been completed [35] and a phase II study is underway in the
US (NCT02097641). As MSCs contribute to tissue and immune system homeosta-
sis under physiological conditions, their use in graft versus host disease (GVHD) is
pertinent to sepsis due to the acute and chronic phases occurring in both patholo-
gies. MSCs have been studied for the prevention [36] and treatment [37] of GVHD
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for over 15 years, with many additional completed [NCT01222039] and currently-
enrolling trials [NCT01765634, NCT01765660], using specific MSC cell popula-
tions, varying dosage regimes, and evaluating the safety and efficacy of these cells,
all of which is allowing us to better design future sepsis trials.

Translational Challenges and Knowledge Gaps

There is considerable enthusiasm for the translation of MSCs to clinical testing for
patients with severe sepsis, based on a strong biologic rationale, an understanding of
potentially key mechanisms of action, and an encouraging safety record for MSCs
from clinical studies and use in other disease states. However, a number of barri-
ers to translation exist, which will need to be addressed if we are to optimize the
chances of successful clinical efficacy studies.

Mechanisms of Action

Our understanding of the key mechanisms of action of MSCs, particularly as they
relate to sepsis, remains incomplete. A diverse array of paracrine mediators, such
as prostaglandin E2 [11], keratinocyte growth factor [33], and LL-37 [8], have been
demonstrated to possess therapeutic effects in preclinical sepsis models. In contrast,
key effects of potential relevance in sepsis, such as modulation of macrophage phe-
notype and function, appear to be contact-dependent. The microvesicular fraction
of the MSC secretome is effective in preclinical models of sepsis, via mechanisms
involving mitochondrial and DNA transfer [33]. The precise micro-environmen-
tal conditions may profoundly influence MSC behavior [38]. Furthermore, there is
growing evidence that MSCs represent a heterogeneous population of cells and that
different MSC subtypes exist [39]. Dissecting out the relative importance of these
different mechanisms of action, and determining which are of more importance in
sepsis, is key to maximizing the therapeutic potential of these cells.

MSC Dosage Regimens

The intravenous route of MSC administration has been used in the majority of pre-
clinical studies. The potential of local application, e. g., intra-peritoneal in the case
of abdominal sepsis or intra-pulmonary, in the case of pneumonia, deserves further
consideration. The optimal dose – or doses – of MSCs for critically ill patients with
sepsis remains to be determined. Extrapolation from animal studies and from human
studies of MSC administration in other disease states may be used as a guide, but
is limited in terms of direct relevance to patients. In other studies in disease states,
such as post-myocardial infarction, doses of 0.5–5 million cells/kg have been ad-
ministered [40]. The CISS phase 1 study in sepsis tested the safety of doses up
to 3 million cells/kg. Clearly, the optimal dose of stem cells may differ substan-
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tially in different disease states. In addition, the dose may be influenced by other
factors, such as the stage of illness, type of MSCs, route of cell delivery, viabil-
ity and purity of MSCs and condition of the patient. Timing of MSC delivery is
also potentially important. Most preclinical studies have demonstrated that MSCs
are effective when administered in the early phase of injury. However, recent data
from our group suggest that MSCs may be effective after the injury has become es-
tablished [24]. The demonstration that MSCs are effective when administered later
in the course of the injury is important in terms of their clinical translation poten-
tial.

In vitro Cell Expansion

In vitro culture and passage of these cells is necessary, because the numbers of cells
that can be directly isolated from tissues is insufficient to achieve a therapeutic ef-
fect. Repeated passaging can alter the MSC phenotype, and may give rise to more
restricted self-renewing progenitors that lose their differentiation potential, and may
result in loss of efficacy [41]. Repeated passage in culture may also give rise to chro-
mosomal damage and even malignant transformation [42]. The demonstration that
thawed cryopreserved banked MSCs (used in clinical studies) may be less effec-
tive than ‘fresh’ MSCs (used in preclinical studies) may explain inconsistencies in
results between clinical and preclinical studies [43].

MSC Safety Concerns

There is a substantial and growing body of evidence attesting to the safety of MSC
therapy in humans. Nevertheless, a number of potential concerns exist. An acute
concern is the potential for acute infusional toxicity, due to the potential for clump-
ing of the MSCs and their potential to act as microemboli. This has not been
a significant issue in non-critically ill patients. Encouragingly, the recent phase I
study of MSCs for critically ill patients with ARDS did not report any infusional
toxicities [35]. A longer term concern is that MSCs could promote tumor formation
either via direct malignant transformation of the MSCs themselves or via indirect
effects that facilitate tumor formation by other cells. Reassuringly, there have been
no reports of increased tumorigenesis in patients who have received MSCs in clini-
cal trials to date.

Conclusion

The therapeutic potential of MSCs for sepsis is clear from preclinical studies. The
mechanisms of action of MSCs are increasingly well understood and include sta-
bilization of blood vessels, effective tissue and immune system homeostasis under
physiological conditions and a more active role in tissue repair following injury.
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Clinical evidence of MSC benefit in human sepsis is awaited, but early phase stud-
ies are in progress. Important knowledge gaps will need to be addressed if we are
to truly realize the therapeutic potential of MSCs for our patients with sepsis.
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Part III
Fluids



Fluid Balance During Septic Shock:
It’s Time to Optimize

X. Chapalain, T. Gargadennec, and O. Huet

Introduction

During septic shock, acute circulatory failure results in an imbalance between cel-
lular oxygen demand and delivery. Fluid infusion represents one of the cornerstones
of resuscitation therapies and is a major tool to increase oxygen delivery during cir-
culatory failure. However, a paradigm shift is currently occurring as concerns have
been raised about the potential adverse effects of fluid therapy. Fluid overload is one
of the major adverse effects reported. It is usually defined as a fluid accumulation
> 10% of baseline weight and it is an independent factor of worse outcome in inten-
sive care unit (ICU) patients [1]. It is now suggested that fluid administration should
be conducted cautiously during resuscitation in order to avoid an unnecessary in-
crease in fluid intake. To minimize unnecessary fluid resuscitation, use of factors
predictive of volume responsiveness should be assessed before any fluid challenge
[2, 3].

Fluid responsiveness depends on patient’s preload status and does not have a con-
stant linear relationship. The relationship between preload and changes in left ven-
tricular stroke volume follows the Frank-Starling curve (Fig. 1). This curve can be
divided into two sections: the ascending section can be considered as a linear rela-
tionship so that every fluid challenge is followed by an increase in cardiac output.
The second section is nearly flat so that fluid challenges do not increase cardiac out-
put and are responsible for unnecessary fluid intake. The precise shape of the curve
depends on myocardial contractility properties.

In ICU patients, changes in hemodynamic status are often due to multiple causes:
acute inflammatory states, hypovolemia, impaired cardiac function. Therefore, it is
almost impossible to guide fluid resuscitation by only using the results of clinical
examination (mottled skin, cyanosis, toe coloration time). It is now recommended
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SVI

LVEDV

Theoretical curve
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2Systolic dysfunction
Diastolic dysfunction

Fig. 1 Frank-Starling curve. This figure shows the theoretical relation between SVI (stroke volume
index, ml/m2) and LVEDV (left ventricular end-diastolic volume, ml). In the steep portion of the
Frank-Starling curve (square n°1), an increase in LVEDV with fluid challenge will increase SVI
and cardiac output. In the flat portion (square n°2), an increase in LVED will not influence SVI.
Patients with left ventricular systolic dysfunction (light blue curve) have a limited increase in
stroke volume in response to a fluid challenge. In patients with diastolic dysfunction (mid-blue
curve), ventricular function is highly dependent upon preload: the Frank-Starling curve is shifted
up and to the right

that hemodynamic parameters (especially cardiac output and stroke volume) be
measured in order to assess a patient’s hemodynamic status prior to fluid challenge.
Among the hemodynamic parameters, ‘static’ parameters (e. g., blood pressure,
central venous pressure [CVP], heart rate) or ‘dynamic’ parameters (e. g., pulse
pressure variation [PPV] or stroke volume variation [SVV]) can be used. ‘Dynamic’
parameters are based on changes of cardiac preload in response to cyclic respiratory
changes in pleural pressure during mechanical ventilation. Numerous parameters to
assess fluid responsiveness have been studied [4–6], and ‘dynamic’ parameters are
now considered as the gold standard in the decision making process for fluid resus-
citation [7]. However, few clinicians actually use preload indicators to evaluate fluid
responsiveness and to decide whether or not to perform a fluid challenge. A recent
study reported that clinical practice in terms of assessment of fluid responsiveness
is highly variable: 42.5% of fluid challenges were performed without evaluation of
‘dynamic’ markers and 35.5% using ‘static’ markers of preload [8].

A fluid optimization strategy during circulatory failure can be summarized as
follows:

(i) before fluid challenge, assess dynamic parameters to evaluate a patient’s likely
fluid responsiveness,
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(ii) if the patient is likely to be fluid responsive, perform a fluid challenge, usually
with an infusion of 500ml of crystalloids [8],

(iii) assess volume responsiveness (defined for example by an increase in left ven-
tricular stroke volume of more than 10 or 15%).

Although this strategy seems to be obvious from a good clinical practice perspective
there are currently no clinical data to confirm that it has a positive impact on patient
prognosis. This may explain why this strategy has not been widely translated into
clinical practice.

Impact of Increased Fluid Balance During Septic Shock

During sepsis, different phases of hemodynamic resuscitation have been described
with different risks, goals and challenges: resuscitation, optimization, stabilization
and de-escalation phases. During the resuscitation phase of septic shock, to respond
to the inflammatory insult, current guidelines concerning fluid resuscitation suggest
that aggressive fluid administration is the best initial therapy [3]. Then, in the op-
timization phase, the goal is to maintain tissue perfusion and avoid effects of fluid
overload. During this phase, ‘liberal’ or uncontrolled fluid therapy can induce an
increased positive fluid balance with tissue fluid overload.

Some pathophysiologic mechanisms can be identified to explain the harmful ef-
fect of fluid overload [9]. One of them can be outlined as follows: during sepsis,
the increase in endothelial permeability induced by glycocalyx shedding and devel-
opment of gaps between endothelial cells induces interstitial leakage. During the
resuscitation phase after aggressive fluid therapy, the increase in the microcircula-
tory and macrocirculatory blood pressure induces a release of natriuretic peptides
acting simultaneously with nitric oxide to cause an increase in vascular permeability
and capillary leakage. The pathogenic effects of interstitial fluid overload are well
described [1]. Theoretically, all organs can suffer from fluid overload in addition
to ischemia and reperfusion insults, but adverse effects are particularly pronounced
in encapsulated organs. In the kidneys, fluid overload increases interstitial edema
and decreases glomerular filtration and renal blood flow. In the liver, fluid overload
induces cholestasis and impairs liver synthetic functions. In the lung, pulmonary
edema induced by fluid overload leads to impaired gas exchange.

These experimental data explain why a positive fluid balance may have a critical
impact on prognosis in ICU patients. In a clinical setting, epidemiologic and experi-
mental studies confirm these findings. An association between positive fluid balance
in ICU patients and increased morbidity and mortality has been demonstrated in ob-
servational studies [6, 12], particularly for patients with acute respiratory distress
syndrome (ARDS) [13]. It has, therefore, been suggested that a restrictive fluid
therapy strategy should be considered in order to decrease fluid overload during the
optimization phase in septic shock patients [14]. However, it is uncertain that such
strategies will benefit every patient [15]. It seems obvious that fluid therapy has to be
tailored to the patient’s needs and a thoughtful approach can help to avoid the dele-
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Fluid balance

Worse outcomes

‘Restrictive’ fluid therapy

‘Optimized’ fluid therapy

‘Liberal’ fluid therapy

Fig. 2 The concept of “optimized” fluid therapy. This illustration shows theoretical (black curve)
distribution of worse outcomes according to fluid balance in septic shock. “Optimized” fluid ther-
apy (dark blue circle) is a theoretical state where optimized goal-directed therapy aims to optimize
tissue perfusion. This distribution differs among patients according to their comorbidities, ages
and organ dysfunction. Some patients may be more vulnerable to a liberal strategy (gray curve)
others will be more vulnerable to restrictive strategies (light blue curve)

terious effects of an increased fluid balance [16]. This paradigm between ‘liberal’
or ‘restrictive’ strategies can be illustrated by the U-shaped curve shown in Fig. 2.
Therefore, there seems to be a place for fluid optimization in clinical practice. Con-
sidering the four resuscitation phases described above, it is important to know when
to start or stop giving fluids. This approach cannot be considered without accurate
fluid responsiveness evaluation provided by hemodynamic monitoring.

Assessing Fluid Responsivenesswith ‘Dynamic’ Parameters

It has recently been acknowledged that ‘dynamic’ hemodynamic parameters are
more accurate than ‘static’ ones. Dynamic parameters are based on heart-lung in-
teractions and cyclic changes in pleural pressure during mechanical ventilation [17].
During inspiratory cycles, the variations in intrathoracic pressure induce a decrease
in systemic venous return and right ventricular (RV) filling pressure resulting in
a diminution of the RV stroke volume. Due to the blood transit time through the
pulmonary circulation, the consequences of decreased RV stroke volume occur in
the left ventricle during the expiratory phase. These cyclic changes in left ventricu-
lar (LV) filling pressure induce changes in LV stroke volume and aortic blood flow.
The aortic blood flow is proportional to the LV stroke volume and the magnitude
of the cyclic changes in aortic blood flow is an indicator of preload dependency. At
the bedside, the variations in aortic blood flow can be analyzed using the PPV and
changes in LV stroke volume can be analyzed using the SVV.

The superiority of dynamic parameters (SVV, PPV) compared to static param-
eters has been demonstrated in the decision-making process of whether or not to
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perform a fluid challenge [5]. Their use is now recommended in clinical practice in
order to decrease unnecessary fluid intake and decrease fluid overload [2]. In a study
using invasive blood pressure monitoring, a 13% change in PPV was predictive of
fluid responsiveness if the patient was in sinus rhythm and was not spontaneously
breathing under conventional mechanical with a tidal volume > 8ml/kg (sensitivity
94%, specificity 96%, area under the curve [AUC] 0.98) [4]. A recent meta-analysis
pooled 22 studies about PPV in patients with sinus rhythm and without spontaneous
breathing [18]. In this analysis, a 12% PPV cut-off was predictive of fluid respon-
siveness with a sensitivity of 88% and a specificity of 89%. These results were
also validated using aortic blood flow variation. Use of beat-to-beat flow analysis
by esophageal echocardiography showed that a respiratory variation in aortic blood
flow peak velocity greater than 12% was able to predict fluid responsiveness with
100% sensitivity and 89% specificity [6].

SVV derived from pulse contour analysis can also predict fluid responsiveness.
Using 29 studies (685 patients), Marik and coworkers [19] performed a pooled anal-
ysis of SVV accuracy. In this meta-analysis, SVV had good accuracy (AUC 0.84)
for predicting volume responsiveness with a threshold variation at 11.6˙ 1.9%.
SVV had greater accuracy for predicting fluid responsiveness than the ‘static’ pa-
rameters analyzed (CVP, global end diastolic volume index, LV end-diastolic area
index).

However all these ‘dynamic’ parameters have limitations that are frequently en-
countered in ICU patients: mechanical ventilation with a tidal volume <8ml/kg
[20], spontaneous breathing, high heart rate/respiratory rate ratio (HR/RR < 3.6)
and arrhythmia [20]. In 2011, among 12,000 patients undergoing surgery, only 39%
met all the criteria (21% were ventilated with tidal volume < 8ml/kg and 13% were
spontaneously breathing) [21]. These data were confirmed in a study including 400
patients: 50% were ventilated with tidal volumes < 8ml/kg and 9% had a heart
rate/respiratory rate (HR/RR) < 3.6 [22]. Finally, there is a ‘gray zone’ where it is
impossible to predict fluid responsiveness. The gray zone is the interval between
PPV values of 9 and 13%; between these two values clinicians cannot predict fluid
responsiveness. Among 413 ventilated surgical patients, Cannesson and coworkers
demonstrated that such values were encountered in approximately 25% of patients
[22]. These data were confirmed by two studies reporting a large proportion of pa-
tients (between 40 to 60%) considered to be in the gray zone [23, 24]. Thus, using
only dynamic parameters in the decision making process whether or not to perform
a fluid challenge seems to be insufficient, and new hemodynamic challenges have
been developed in order to overcome these limitations.

Recent Advances in Fluid Responsiveness Assessment

To assess patient hemodynamic status, three methods have been described as alter-
natives to heart-lung interaction based parameters: the passive leg raising (PLR) ma-
neuver, the mini-fluid challenge and end-expiratory occlusion [7]. The comparison
between the accuracy of these methods and ‘dynamic’ parameters is summarized in
Table 1.
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Table 1 Sensitivity and specificity of ‘dynamic’ and alternative fluid responsiveness parameters

Indices Monitoring methods Cut-off (%) AUC Specificity (%) Sensitivity (%)
PPV Arterial waveform PPV > 13 0.98 94 96
SVV PCA, TTE, TEE, TT,

PAC
SVV > 12 0.84 82 86

MFC PCA, TTE, TEE, TPTD 4SV >10
OR
4VTI > 10

0.9 78 95

PLR PCA, TPTD, EDM, PAC CI > 10 0.95 91 85
EEO PCA, TPTD CI > 5 0.972 100 91

PPV: pulse pressure variation; SVV: stroke volume variation; MFC: mini-fluid challenge; PLR:
passive leg raising; EEO: end-expiratory occlusion; PCA: pulse contour analysis; TTE: transtho-
racic echocardiography; TEE: transesophageal echocardiography; TPTD: transpulmonary ther-
modilution; PAC: pulmonary artery catheter; EDM: esophageal Doppler monitoring; AUC: area
under the curve; VTI: velocity time integral

Passive Leg Raising

PLR was first described a decade ago [25], but since then the technique has been
refined. PLR mimics rapid fluid infusion by mobilizing the non-stressed blood vol-
ume contained in the splanchnic circulation. By tilting the bed of a patient to a semi-
recumbent position [26], about 300ml of blood is mobilized and has a significant
effect on cardiac preload. Measuring changes in cardiac output before, during and
after PLR, with a device that can detect short-term and transient changes, enables
assessment of fluid responsiveness. A 10% increase in cardiac output during the ma-
neuver is predictive of a positive response to a fluid challenge [27]. PLR is reliable
in patients with circulatory failure, under mechanical ventilation or spontaneously
breathing, with arrhythmia or in sinus rhythm. Fluid responsiveness prediction per-
formance is excellent with cited AUCs of between 0.84 and 1.00. A recent meta-
analysis concluded that PLR has a good sensitivity/specificity ratio for identifying
fluid responders (sensitivity 85%, specificity 91%, AUC 0.95) [28]. This meta-anal-
ysis confirmed that a 10% cardiac output increase was the cut-off to predict fluid
responsiveness. Nevertheless, it seems important to stress that even though PLR
seems to be a feasible method of assessing fluid responsiveness, it needs to be per-
formed using a rigorous protocol otherwise the measures are biased by confounding
factors [29].

Mini-fluid Challenge

The mini-fluid challenge consists of administering a bolus of a small colloid vol-
ume (100ml in 1 minute) and comparing hemodynamic parameters before and after
the bolus. Muller et al. showed that an increase in the velocity time index (VTI)
greater than 10% after a mini-fluid challenge was predictive of fluid responsiveness
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with good reliability (AUC= 0.90) [30]. Likewise, Mallat et al. in a study enrolling
49 patients (mostly in septic shock) demonstrated that an increase in stroke volume
assessed by transpulmonary thermodilution > 9.5% was predictive of fluid respon-
siveness [31]. These data are in agreement with previous data about perioperative
hemodynamic optimization using stroke volume optimization with iterative fluid
challenges [32–36]. The reliability of the mini-fluid challenge to predict fluid re-
sponsiveness is as good as that of SVV or PPV (AUC: SVV= 0.84 and PPV= 0.94
[19, 37] versus 0.90 for mini-fluid challenge [30, 31]). The mini-fluid challenge has
fewer limitations than SVV and PPV. Guinot et al studied the mini-fluid challenge
in spontaneously breathing patients under regional anesthesia and reported an AUC
of 0.93 for prediction of fluid responsiveness [38]. Similar findings were reported
in a study enrolling arrhythmic patients [39].

End-expiratoryOcclusion

End-expiratory occlusion is based on heart-lung interactions and consists of a res-
piratory pause of 15 seconds at the end of the expiration phase during mechanical
ventilation. As each insufflation sees intrathoracic pressure increase it is followed
by a decrease in thoracic venous return. Therefore, when performing an end-expi-
ratory occlusion, an increase in venous return and cardiac output is observed. A 5%
increase in cardiac output for the last 5 seconds of the end-expiratory occlusion
is predictive of a 500ml fluid infusion responsiveness with 91% sensitivity, 100%
specificity and an AUC of 0.97 [40, 41]. End-expiratory occlusion has also been
validated in patients with arrhythmia and in spontaneously breathing patients and is
also reliable in patients with altered pulmonary compliance [42].

Options for Hemodynamic Monitoring During Septic Shock

For many years, monitoring devices have evolved in operating rooms and the ICU.
This evolution has been marked by decline in the use of the pulmonary artery
catheter (PAC) and an increase in the use of less invasive monitoring devices. Bed-
side hemodynamic assessment helps clinicians to evaluate a patient’s hemodynamic
status and response to therapeutic interventions. Different monitoring devices are
available and have their own limitations. These limitations must be appreciated in
order to properly analyze the hemodynamic measurements provided by the device.

Pulse Contour Analysis and Transpulmonary Thermodilution

Transpulmonary thermodilution provides intermittentmeasurement of several hemo-
dynamic parameters, including cardiac index, cardiac output, extravascular lung
volume, and stroke volume.Transpulmonary thermodilution devices require a central
venous catheter and a thermistor-tipped arterial catheter to obtain a thermodilution
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Fig. 3 Thermodilution
curves representing changes
in arterial blood temper-
ature obtained after cold
boluses according to the
Stewart-Hamilton Equation.
Q: cardiac output; V: injected
volume; Tb: blood temper-
ature; Ti: Temperature of
injectate; K: correction co-
efficient; Tb(t)dt: change in
blood temperature as a func-
tion of time
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curve according to the Stewart-Hamilton equation (Fig. 3). Obtaining this curve
needs three to five cold boluses (15 to 20ml) and calibration should be performed at
least four times daily and more frequently in very instable patients or in the presence
of arrhythmia. Some monitoring devices combine transpulmonary thermodilution
and pulse contour analysis (PCA) and continuously assess several parameters (es-
pecially cardiac index and stroke volume) using mathematic algorithms. Cardiac
output measurements with transpulmonary thermodilution were compared to those
obtained using a PAC [43], with acceptable agreement between the two monitoring
devices. However, a recent analysis stressed that hemodynamic parameters (espe-
cially cardiac index) obtained by transpulmonary thermodilution without calibration
poorly tracked cardiac index changes after therapeutic interventions [44] because
of changes in arterial compliance. Transpulmonary thermodilution with PCA has
been used to evaluate the response to hemodynamic ‘challenges’ (such as mini-fluid
challenge, end-expiratory occlusion or PLR) in several studies [28, 31, 42].

Furthermore, transpulmonary thermodilution is the only technique that provides
measurement of extravascular lung water (EVLW) and extravascular lung water in-
dex (EVLWI). EVLW is an estimation of the fluid accumulated in the extravascular
space, especially in interstitial and alveolar spaces. An EVLW <10ml/kg is consid-
ered as a normal value. Some recent data stress that EVLWI may be an independent
predictor for survival among septic patients [45]. However, these data remain de-
scriptive and no interventional studies have yet shown that fluid therapy based on
EVLWI improves outcomes.

Esophageal Doppler Monitoring and Echocardiography

Transthoracic echocardiography (TTE), transesophageal echocardiography (TEE)
and esophageal Doppler monitoring (EDM) provide a beat-to-beat assessment of
cardiac output according to aortic velocity measurements. Most perioperative stud-
ies use EDM or TEE to optimize patients during surgery and improve postoperative
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outcomes [46]. Among 46 ICU patients, EDM and PACmeasurements showed good
correlation [47]. EDM is able to track hemodynamic parameters induced by thera-
peutic interventions [48] like a fluid challenge. Aortic velocity analysis has already
been used for bedside assessment of the ‘hemodynamic’ challenges cited above
with good accuracy [28, 30].

Hemodynamic Management of ICU Patients: Time to Optimize

After the initial resuscitation phase, patients remaining unstable will need hemo-
dynamic optimization to maintain tissue perfusion and improve organ dysfunction.

Check fluid assessment conditions

«Dynamic» indices

PPV (Pulse pressure variation)
OR

SVV (Stroke volume variation)

Mini-fluid challenge (MFC)
OR

Passive leg raising (PLR)
OR

End expiratory occlusion (EEO)

Fluid challenge Fluid challengeConsider other optimization
therapies:

1. Dobutamine if CI <2.5
2. Norepinephrine if CI >2.5

1.  Tidal volume <8 ml/kg?
2.  Spontaneous breathing?
3.  Ratio HR/RR <3.6?
4.  Pulmonary compliance <30
 ml/cmH20?
5.  Arrhythmia?

No No

No Yes

Yes Yes

Alternative fluid assessment

«Gray zone»

PPV >13 %?
OR

SVV >13 %?

MFC: increasing SV >10 %?
OR

PLR: increasing CI >10 %?
OR

EEO: increasing CI >5 %?

Fig. 4 Example of optimized goal-directed therapy protocol in septic shock. CI: cardiac index;
HR: heart rate; RR: respiratory rate; EEO: end-expiratory occlusion; PLR: passive leg raising;
MFC: mini-fluid challenge
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Therefore, hemodynamic monitoring devices could be useful to detect whether or
not a patient will require fluid infusion or a vasopressor to maintain a sufficient
perfusion pressure to the organs. However, although this approach seems sound,
the proportion of clinicians using hemodynamic devices and hemodynamic opti-
mization protocols remains small. This can be explained by the constraint that goes
along with the use of these devices, but also by the lack of belief in their usefulness
at the bedside. Unlike perioperative fluid management, there is no clinical evidence
demonstrating the efficiency of a hemodynamic goal-directed protocol in ICU pa-
tients. We believe that a goal-directed protocol could help clinicians to optimize
tissue perfusion during sepsis, avoid fluid overload and therefore increase patient
survival. In Fig. 4, we suggest an algorithm for bedside assessment of fluid respon-
siveness based on the most recent literature. This algorithm includes both the use of
fluid challenge and the use of catecholamines. Indeed, optimizing a patient’s hemo-
dynamic status during acute circulatory failure, such as in septic shock, cannot be
achieved by only considering fluid administration. Thus, combining vasopressors
with fluid infusion is also key for optimal fluid balance management. Assessing
a patient’s requirements for fluid or vasopressor agents using a goal-directed ap-
proach with monitoring devices should be tested in a randomized controlled trial in
order to demonstrate to clinicians the usefulness of this approach.

Conclusion

For several years, studies have highlighted an independent association between fluid
overload and mortality. In the light of these studies, it has been recommended that
fluid administration to ICU patients needs to be considered carefully, and a restric-
tive approach has been suggested to avoid fluid overload. Although it makes sense
to precisely control ICU patients’ fluid intake, the weakness of this approach lies in
its generalization, as it is not tailored to the patients’ individual fluid requirements.
Instead of a general restrictive approach, an individual tailored approach should be
considered in order to optimize patients’ hemodynamics during circulatory failure.
To optimize fluid balance, the clinician has several options. ‘Dynamic’ parameters
(PPV or SVV) can be used but their limitations make their use reliable in only
a few ICU patients. In the light of these limitations, alternative methods, such as
PLR, end-expiratory occlusion and mini-fluid challenge have been developed and
shown to be reliable in general ICU populations. The next step for hemodynamic
management in the ICU should be to test a hemodynamic goal-directed approach in
order to better control fluid management and eventually improve patient outcome.
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How to Use Fluid Responsiveness in Sepsis

V. Mukherjee, S. B. Brosnahan, and J. Bakker

Introduction

Fluids in critically ill patients are mostly given to increase tissue perfusion. How-
ever, clinical practice shows that the administration of fluids is based on weak
physiologic principles [1]. As a result, patients often receive large amounts of in-
travenous fluids in an effort to normalize their systemic hemodynamics. Careful
titration is essential as both under-resuscitation and overtreatment can result in poor
outcomes, including respiratory failure and increased mortality [2].

Fluid responsiveness is defined as an increase in stroke volume upon administra-
tion of intravenous fluids. As described by Starling over a century ago, increasing
filling of the ventricle increases preload resulting in increased cardiac output but
only until a certain tipping point where increasing any further can actually raise cen-
tral venous pressure (CVP) rapidly resulting in a decrease in cardiac output (Fig. 1;
[3]).

Frequently, static parameters of fluid status such as blood pressure and CVP
have been used as indicators and predictors of successful fluid resuscitation. These
measures, however, perform no better than chance in patients who are critically
ill [4, 5]. Recently, functional hemodynamics with bedside maneuvers that rapidly
change preload have been proposed to better assess fluid responsiveness. In this
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Fig. 1 Alternative presen-
tation of the Frank-Starling
curve with opening of the
venous return valve (inde-
pendent variable) on the X-
axis and cardiac output and
central venous pressure on
the Y-axis. Reproduced from
[3]
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chapter, we will discuss the goals of fluid resuscitation in patients with sepsis, and
the clinical use of the principles behind fluid responsiveness.

Goals of Fluid Resuscitation

The primary goal of fluid resuscitation is to increase the venous return, resulting
in a global increase in blood flow and/or pressure so that tissue perfusion and thus
oxygenation may improve [1].

This goal may be accomplished by:

1. the increase in cardiac output as a result of the increase in venous return results
in better regional and finally microcirculatory perfusion;

2. an increase in blood pressure brought about by the increase in cardiac output so
that perfusion pressure improves and thus results in optimization of microcircu-
latory perfusion.

The results of this fluid administration should not be limited to improvement in
cardiac output, but should ultimately result in improvement of oxygen delivery to
the tissues. This can be assessed by the following parameters:

a. Decrease in lactate levels: a decrease in lactate levels during treatment is uni-
versally associated with improved survival [6]. In addition, lactate-guided re-
suscitation has been shown to improve mortality in patients with septic shock
[7]. However, there is emerging evidence that hyperlactatemia in sepsis may
have a more complicated cause than simply tissue hypoperfusion [8]. For exam-
ple, sepsis is often accompanied by a hypermetabolic state causing exaggerated
skeletal muscle aerobic glycolysis that leads to lactate production even in the
non-hypoperfused state [9]. Hence, in later stages of sepsis, caution should be
taken before using fluid resuscitation to decrease lactate levels [8].

b. Recently, the venous-arterial carbon dioxide difference [Pv�aCO2] has been
studied as a marker for tissue hypoperfusion [10]. In addition, as a reflector of
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increased CO2 production from anaerobic metabolism, the ratio of Pv�aCO2 and
the arteriovenous oxygen content difference (Ca�vO2) could predict the presence
of anaerobic metabolism thus making the interpretation of increased lactate lev-
els easier. Thus, increased lactate levels in the presence of an increased Pv�aCO2

or increased Pv�aCO2/Ca�vO2 could make hypoperfusion as a cause more likely
[10].

c. Peripheral perfusion can be used as a marker of regional and microcirculatory
perfusion. Quick bedside clinical signs, such as increased capillary refill time
and degree of skin mottling, can reflect peripheral and visceral organ hypoper-
fusion [11, 12].

Given that sepsis is a form of distributive shock, most critically ill, septic patients
are hypovolemic at presentation and could benefit from an initial fluid bolus. On
completion of this bolus, assessment should be made to see whether the hypoperfu-
sion has resolved. If not, assessing fluid responsiveness helps to decide upon further
fluid resuscitation. There are three categories of measurements that can be used to
determine fluid responsiveness: static parameters, dynamic indices and peripheral
perfusion parameters.

What Is Volume Responsiveness?

In general, as per the Frank-Starling principle, fluid infusion increases the stressed
volume and hence venous return, which may increase cardiac output. While a spe-
cific value of CVP does not indicate fluid responsiveness, following these values
over time can be a useful guide to estimating right ventricular (RV) filling pres-
sures [13]. In addition very low or high values point to the likelihood of a positive
response to a fluid bolus [14, 15].

It should be recognized that normal physiology places most mammals on the
ascending limb of the Frank-Starling curve. Therefore, while a fluid bolus would
increase preload and cardiac output, this does not necessarily mean that we are
hypovolemic. It is important to acknowledge the difference between hypovolemia
and fluid responsiveness in this context.

Of note, there is a close correlation between increases in cardiac output induced
by altering preload and that obtained by volume expansion [4]. Thus, assessing the
degree of cardiac output or stroke volume change with preload altering maneuvers
may help identify patients who are severely hypovolemic and need fluid resuscita-
tion.

Frequent reassessment is necessary; if fluid administration is excessive, the fill-
ing pressures increase resulting in pulmonary edema. Therefore, close attention
must be paid to both filling pressures (left ventricular [LV] end-diastolic pressure)
and cardiac output (heart rate and stroke volume).
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What Is Volume Unresponsiveness?

Volume unresponsiveness is an abnormal state, and signifies that the patient’s heart
is operating on the flat part of the Frank-Starling curve [16]. Further fluid admin-
istration under these circumstances does not increase stroke volume, but could be
detrimental and cause elevated filling pressures and result in tissue and pulmonary
edema. This can be hazardous – patients with large amounts of extravascular lung
water (EVLW >15ml/kg) have twice the mortality of those without (65% if EVLW
>15ml/kg, 33% if EVLW <10ml/kg) [17]. Hence, close attention should be paid
to such patients, and aggressive fluid administration should be avoided.

As shown in the FENICE study, global fluid challenge practices are highly vari-
able and potentially dangerous. For example, the most common indication for fluid
resuscitation was hypotension, which is an inaccurate marker of cardiac output. Ad-
ditionally, predictors of fluid responsiveness and safety limits are rarely used [18].

Methods of Assessment of Fluid Responsiveness

There are multiple ways that a clinician can assess whether a patient is fluid respon-
sive (Box 1). Numerous articles have proven that static measures of preload, filling
pressures, pulmonary artery occlusion pressure (PAOP) are poor estimators of true
volume responsiveness and only really provide information if they are extreme val-
ues [5, 19]. Perhaps the best known example of this is CVP, which is frequently
used as a measure of intravascular volume. CVP has only been found to be useful
at extremes. When a CVP is extremely low or high it probably represents a volume
state; however anything in the middle has too many variables to adequately predict
fluid status [14, 15].

Given these limitations of static pressures, we will review only dynamic mea-
sures of volume status in the hope of being able to predict and change fluid strategy
earlier, prior to the patient moving to a maladaptive state. It should be noted that
a dynamic measure, as the name suggests, involves an action and thus is not only
more time intensive to measure but also subject to operator variability. Therefore,
even though dynamic measures are a better predictor of volume status, the overall
feasibility of using the measure, including the time needed to perform the measure-
ment and the ease of preforming the measurement, makes use in clinical practice
less accessible and often less frequent.

Mechanical ventilation and active breathing affect preload and filling pressures
in the heart and so must be taken into account when interpreting these values. Ad-
ditionally ventilator settings that cause overdistention of the lung can also impact
volume responsiveness. These clinical parameters therefore can be used to help pre-
dict volume responsiveness but if not fully understood can confound values. This
makes it important to note the context in which each dynamic parameter was vali-
dated so that its use is applied appropriately [20, 21].

To explore dynamic parameters, you must either actually increase blood vol-
ume or simulate the increase in venous return by using the internal volume. The
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most common techniques include simply giving a fluid bolus and a passive leg raise
(PLR) maneuver. Other techniques can be used to predict fluid responsiveness, most
of which use the differences in venous return during the respiratory cycle.

Box 1. Somemethods of Assessing Whether a Patient Is Fluid Responsive

Static Macrocirculatory Hemodynamics:
� Mean arterial pressure (MAP)
� Central venous pressure (CVP)
� Pulmonary artery occlusion pressure (PAOP)

Dynamic parameters:
� Response to a fluid challenge
� Superior/inferior vena cava collapsibility
� Pulse pressure variation (PPV) and stroke volume variation (SVV)
� End-tidal CO2 variation (etCO2)
� End-expiratory occlusion test

Fluid Challenge

The most basic way to measure whether expanding blood volume improves hemo-
dynamics is to expand the blood volume and then observe various clinical markers.
This is most readily accomplished by giving crystalloid or colloid at a quick rate.
Rates vary but most frequently a bolus of 500ml in 30min is used. The major issue
with giving fluid is that the challenge is non-reversible and once fluids are given
they cannot be readily ungiven. Therefore, if the fluid administration was in fact
detrimental, there is no way to readily reverse this. Additionally, since fluid status
should be almost continuously assessed as clinical pictures change, continuing to
challenge with fluids can be detrimental.

Passive Leg Raise

A PLR maneuver may be the most widely accepted indicator of volume respon-
siveness. PLR is a dynamic test and similar to infusing a bolus of fluids. The PLR
works by displacing approximately 300ml of blood volume from the lower extrem-
ities to the thoracic compartment. By increasing thoracic blood volume, this directly
increases preload, which makes this measure unique. The advantage of PLR over
a fluid challenge is that the PLR is temporary, as there is no irreversibility. PLR use
is limited by the operator’s ability to correctly preform the test because clinically it
is often implemented incorrectly [21, 22].
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PLR responsiveness should be assessed by a direct measurement of cardiac out-
put and not just monitoring of blood pressure. Simply using blood pressure greatly
limits the reliability as even arterial pulse pressure measurement can be affected by
compliance and pulse wave amplification. Direct measures of cardiac output such
as arterial pulse contour analysis (PCA), end-tidal carbon dioxide (etCO2), echocar-
diography, esophageal Doppler, or contour analysis of the volume clamp-derived
arterial pressure are better measurements of volume status. All of these methods
have fewer outside influences and, therefore, provide the most accurate assessment
of the efficacy of PLR [22, 23]. PLR can accurately predict volume responsiveness
even in the setting of cardiac arrhythmias and spontaneous, invasive and noninva-
sive ventilation modes.

Ultrasound Assessment of the Inferior (IVC)
and Superior (SVC) Vena Cavae

There are several different methods that use the IVC to assess patient volume re-
sponsiveness, including IVC dispensibility, IVC collapsibility, and IVC diameter.
The first two methods are dynamic, the other static. Each is affected by several fac-
tors that influence a patient’s hemodynamics. There are currently studies looking
at using SVC measurements over IVC measurements, as the SVC has fewer added
variables and assumptions because it is the same body compartment as the heart
[24, 25].

IVC Distensibility
IVC distensibility is best described in patients who are synchronous and passive on
a mechanical ventilator. As the lungs are insufflated with positive pressure there is
a reduction in preload. This reduction is enhanced when the pressure in the pul-
monary veins is lower. The larger the reduction in preload the more the distention
seen in IVC, meaning the more likely the patient is to be volume responsive [26].

The biggest limitation of IVC distensibility is the required use of a relatively
high tidal volume with a relatively low positive end-expiratory pressure (PEEP). In
addition, truly respiratory passive patients are relatively infrequent [27].

IVC Collapsibility
IVC collapsibility is a method similar to IVC distensibility but it assesses the
amount of collapse observed in the IVC during active breaths. Basically, it is the
physiologic opposite because the patient is now lowering intrathoracic pressure by
making a respiratory effort, as opposed to increasing the thoracic pressure when
receiving a positive pressure breath. The heart will partly fill from the IVC and the
more volume it takes to support the augmentation of the preload, the more collapse
will be seen in the IVC [28–30].

There are limitations to this measure including anything that would affect the bal-
ance of forces between the lungs and the right side of the heart as well as anything
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affecting abdominal pressures. Examples include cardiac remodeling, pulmonary
hypertension, pericardial effusions, lung compliance and abdominal hypertension.

IVC Diameter
The measurement of IVC diameter is in essence a static measure and is roughly
equivalent in its utility to CVP as they are physiologically similar. Both represent
a reservoir that preload can either fill from or back up into. Therefore, almost all
the same limitations of CVP should be applied to IVC diameter; however the IVC
is additionally confounded by the abdominal pressures.

A meta-analysis of IVC diameter concluded that the maximal IVC diameter dur-
ing expiration is lower in patients with hypovolemic states than those in euvolemic
states, however it failed to establish clear cut-offs which could be used to distinguish
these states [31, 32].

Stroke Volume Variation and Pulse Pressure Variation

Stroke volume variation (SVV) can be measured by a variety of methods including
echocardiogram and continuous cardiac output monitors. SVV is the change be-
tween the maximal and minimal stroke volumes divided by the average value over
a period of time. SVV occurs in normal patients who are breathing spontaneously,
as the change in intrathoracic pressure causes arterial pulse pressure to decrease dur-
ing inspiration and rises during expiration. This change is reversed when a patient
is placed on positive pressure ventilation. Positive pressure ventilation increases the
intrathoracic pressure causing arterial pressure to rise during inspiration and fall
during expiration.

Pulse pressure variation (PPV) is obtained from the peripheral arterial pressure
waveform. PPV and SVV are the same physiologically and only vary in the way
they are measured and in their limitations from the ability to perform the measure
and the technical differences in performing the measurements [33–35].

Given the way that both SVV and PPV are measured, neither are accurate in pa-
tients with arrhythmias. SVV is only validated with larger tidal volumes. Similarly
the compliance of the lung can also affect SVV. Furthermore, increased RV pres-
sure will minimize the effect of respiration on SVV so special consideration should
be placed in patients with pulmonary hypertension or RV failure, and conversely
the right ventricle can be more responsive with pericardial effusions or constrictive
pericarditis [36, 37].

End-tidal CO2 Variation

etCO2 has been shown to correlate with cardiac output in patients. Physiologically,
etCO2 is a good surrogate for cardiac output because the lungs receive nearly all
the cardiac output, therefor the efficiency in which the CO2 is removed from the
system correlates to the cardiac output. In a patient with a relatively stable metabolic
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rate this amount of CO2 produced overtime does not change. Therefore, since the
amount of CO2 is stable, if the exhaled amount changes then it is the cardiac output
that varied.

It should be remembered that the production of CO2 can be affected by things
such as fever, seizures, feeding, and infection to name a few. Additionally, the ability
of a person to offload the CO2 produced is related to their lung function meaning
that a person with obstructive disease or low diffusing capacity may have a lower
etCO2 with each breath so that the etCO2 cut-offs will not be an absolute number but
rather a trend for each patient [38, 39]. Therefore, there will never be an equation
that can take etCO2 and relate it to cardiac output because it will vary by subject
and by conditions.

End-ExpiratoryOcclusion Test

The end-expiration occlusion test can only be used in an intubated patient. The mea-
surement works because when a mechanical ventilation breath is delivered, there is
an increase in intrathoracic pressure, which decreases venous return. If the respira-
tory cycle is held at end-expiration, venous return is delayed and diminished. Once
the hold is stopped, venous return is allowed and what is physiologically similar to
a fluid bolus is experienced. The fluid bolus causes an increase in preload and if the
patient is fluid responsive, stroke volume will increase.

The hemodynamic effects of an end-expiratory occlusion test can be monitored
in various ways including arterial pulse pressure or the pulse contour-derived car-
diac output. Because the maneuver occurs over 15 s it thus last for several cardiac
cycles, which limits the impact of arrhythmias. The main limit of the end-expiratory
occlusion test is the requirement for intubation and the ability to hold the patient’s
breath for 15 s. Although the test has been validated in patients with acute respi-
ratory distress syndrome (ARDS) [40], more studies are needed to better define
response cut-offs [40].

Microcirculatory Parameters

Even with normalization of macrocirculatory parameters, microcirculatory perfu-
sion may remain impaired. This could be related to endothelial malfunction and gly-
cocalyx rupture leading to microthrombi, endotoxin-mediated microvascular dys-
function, and dysregulation of vasomotor tone [41]. Fluid resuscitation can improve
microcirculatory flow by increasing flow velocity in vessels that have sluggish flow,
and by recruiting non-perfused vessels resulting in increased vascular density and
improved oxygen delivery. Recent studies have shown promise with fluid adminis-
tration targeting microcirculatory parameters and peripheral perfusion parameters,
such as capillary refill time, peripheral perfusion index and tissue oxygenation sat-
uration. This approach may lead to more appropriate fluid administration, a lower
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incidence of organ failure and shorter hospital length of stay, and serves as a com-
plement to macro hemodynamic-targeted fluid resuscitation [41].

The final goal of fluid resuscitation is to improve tissue perfusion. While current
guidelines aim for normalization of macro hemodynamic parameters to achieve this
goal, this does not necessarily improve oxygen delivery and flow at the cellular
level [42]. For example, studies have shown that microcirculatory indices of perfu-
sion are not dependent on changes in cardiac output [43]. More importantly, fluid
administration improved microcirculatory flow only in the early stages of sepsis
[44]. Even in the volume responsive patient, increasing cardiac output with fluids
may still be associated with reduction in oxygen delivery to the cells [42, 45].

Should Fluid Unresponsiveness Be an Endpoint
When a Patient’s Clinical Problem Persists

Fluid resuscitation is most frequently initiated in patients with hypotension and
oliguria and the effectiveness of the response is most often assessed by the effect on
blood pressure, urine output, heart rate, filling pressures and, in a few, the change in
lactate [18]. Generally, it is believed that when the problem persists and the patient
is still fluid responsive, additional fluids are indicated. There is however not much
evidence for this. In the first place, following initial resuscitation the half-life of
a fluid bolus is very short [46, 47]. Second, in patients with a clinical problem fre-
quently treated with a fluid bolus, the fluid bolus did not improve microcirculatory
perfusion even in the responders [43]. Only in patients with abnormal microcircula-
tory perfusion at baseline did fluid resuscitation result in improved microcirculation
and resolution of the clinical problem [45]. Taken even further, Van Genderen et al.
[48] showed that not using fluid resuscitation in patients with a clinical problem but
normal peripheral circulation seemed to be safe and was associated with a decrease
in organ failure when compared to the control group in whom fluid resuscitation
was allowed. Also, the early use of norepinephrine instead of fluids to correct se-
vere hypotension was associated with improved global blood flow and improved
tissue oxygenation [49].

It could thus be that fluid resuscitation should only be used when a patient is
fluid responsive and the microcirculation is abnormal. However, more studies are
needed before this can be considered a sound clinical recommendation.

Conclusion

Fluid resuscitation should be initiated when the clinical problem one is trying to
solve is likely to respond to an increase in cardiac output and, to some extent,
blood pressure, brought about by an increase in venous return. Dynamic param-
eters of fluid responsiveness are more reliable to predict the increase in cardiac
output following a fluid bolus then static parameters. Whether the patient should
be fluid resuscitated to the un-physiologic state of fluid unresponsiveness while
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the clinical problem persists is not clear. Some evidence suggests that earlier use
of vasopressors to correct hypotension improves tissue perfusion. Restricting fluid
administration in septic shock patients with persisting clinical problems but with
normal peripheral perfusion seems to be safe.
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Use of ‘Tidal Volume Challenge’ to Improve
the Reliability of Pulse Pressure Variation

S. N. Myatra, X. Monnet, and J.-L. Teboul

Introduction

Fluid loading is usually the first step in the resuscitation of patients with acute cir-
culatory failure. Fluid responsiveness is defined as the ability of the left ventricle to
increase its stroke volume in response to fluid administration [1]. Fluids are admin-
istered with the aim of increasing cardiac output and oxygen delivery. Thus giving
fluid is not beneficial if cardiac output does not increase. According to the Frank-
Starling principle, increasing preload increases the left ventricular (LV) stroke vol-
ume if the ventricle is functioning on the steep portion of the Frank-Starling curve.
Once the left ventricle is functioning on the flat portion of the curve, further fluid
loading has little effect on the stroke volume. In a normal heart, both ventricles
generally operate on the steep portion of the Frank-Starling curve and the patient is
fluid responsive, unless large fluid volumes have already been administered (Fig. 1).
In this case, the ventricles may operate on the flat part of the curve (Fig. 1). A failing
heart operates on the flat portion of the curve, except for very low preload values
and thus the same increase in cardiac preload induced by volume expansion may
result in a negligible increase in stroke volume (Fig. 1).

Studies have shown that only about 50% of unstable critically ill patients will
actually respond positively to a fluid challenge [1]. Uncorrected hypovolemia may
result in inappropriate administration of vasopressor infusions, which may in turn
affect tissue oxygenation, leading to organ dysfunction and death [2, 3]. On the
other hand, excessive fluid loading is associated with increased complications, mor-
tality and duration of intensive care unit (ICU) stay [4, 5]. Thus, it is important to
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Fig. 1 Frank-Starling curves
in a normal and failing heart.
The same increase in cardiac
preload induced by volume
expansion may result in a sig-
nificant increase (normal
heart) or a negligible increase
(failing heart) in stroke vol-
ume, depending upon the
shape of the curve
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identify fluid responders to know who can benefit from fluid administration and to
avoid fluid overload in those who are not fluid responsive. However, identifying
which patients will respond to volume expansion presents a daily challenge in ICUs
today.

Dynamic changes in arterial waveform-derived variables during mechanical ven-
tilation, such as systolic pressure variation (SPV), pulse pressure variation (PPV)
and stroke volume variation (SVV), have proven to be superior to traditionally used
static indices, such as central venous pressure (CVP) and pulmonary artery occlu-
sion pressure (PAOP), to predict fluid responsiveness [1, 6–8]. Of these indices, PPV
and SVV are commonly used in clinical practice, with PPV being more reliable and
having a higher level of evidence [7, 9, 10].

Heart-lung Interactions During Mechanical Ventilation:
Physiological Principles Underlying PPV and SVV

The PPV is calculated as the difference between the maximal and the minimal pulse
pressure value over one ventilator cycle divided by their average value [6]. It can
be automatically calculated by newer hemodynamic monitors. The SVV is derived
from the arterial pressure waveform analysis and is automatically calculated by
calibrated and uncalibrated pulse contour analysis cardiac output monitors. The
principle mechanisms underlying how these parameters work are based on heart-
lung interactions during mechanical ventilation [11].

Intermittent positive-pressure ventilation produces cyclic changes in the loading
conditions of both the ventricles. The intrathoracic and transpulmonary pressures
increase during inspiration leading to variable changes in the loading conditions
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of both the ventricles. Increase in intrathoracic pressures during mechanical in-
sufflation decreases venous return and in turn decreases the right ventricular (RV)
preload, whereas an increase in transpulmonary pressure increases RV afterload re-
sulting in decreased RV stroke volume, which will be at its lowest at the end of
inspiration [11–16]. At the same time, an increase in the intrathoracic and transpul-
monary pressures results in decreased LV afterload and a transient increase in LV
preload due to squeezing out of alveolar blood, leading to increased LV stroke vol-
ume, which will be at its maximum at the end of inspiration [11]. The reduction in
RV stroke volume during inspiration leads to decreased LV filling after a lag period
of two to three heart beats due to the pulmonary transit time [17]. This leads to
decreased LV stroke volume, which will be its lowest during expiration.

Thus, intermittent positive-pressure ventilation produces cyclic changes in LV
stroke volume, which is maximum during inspiration and lowest during expiration.
The magnitude of change in LV stroke volume, or of its surrogates, such as pulse
pressure, will be magnified when the patient is preload-dependent. Therefore, a high
PPV value should be associated with preload responsiveness and a low PPV value
with preload unresponsiveness (Fig. 1). A threshold value greater than 12–13% has
been reported to be highly predictive of volume responsiveness [7, 9, 10].

Comparison of Dynamic Changes of Arterial Waveform-derived
Variables During Mechanical Ventilation (SPV, PPV and SVV)

Since the earliest studies about PPV and SVV [6, 17], both indices have been con-
sistently shown to be reliable predictors of fluid responsiveness. The first systematic
review by Marik et al. [7] comparing PPV, SPV and SVV for prediction of fluid re-
sponsiveness in mechanically ventilated patients showed that the areas under the
receiver operating characteristic curves (AUC) were 0.94, 0.84, and 0.86, respec-
tively. The AUC for PPV was significantly greater than that for either the SPV or
the SVV (p < 0.001). Another meta-analysis [9] comparing SVV and PPV as di-
agnostic indicators of fluid responsiveness in mechanically ventilated critically ill
patients showed AUC values of 0.84 for SVV and 0.88 for PPV. A recent meta-anal-
ysis [10] that included only ICU patients ventilated with tidal volumes > 8ml/kg,
showed that PPV predicted fluid responsiveness accurately with an AUC of 0.94.
A comparison of the predictive value of variables used to determine fluid respon-
siveness in these three systematic reviews [7, 9, 10] is given in Table 1. Among
PPV, SVV and SPV, PPV has been most extensively studied and is more reliable.
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Table 1 Comparison of predictive value of variables used to determine fluid responsiveness in
mechanically ventilated patients in three systematic reviews

Systematic
review/meta-
analysis

Publication
year

Types of
studies

Patient type Variable AUC (95% confi-
dence interval)

PPV 0.94 (0.93–0.95)

SPV 0.86 (0.82–0.90)

SVV 0.84 (0.78–0.88)

LVEDA 0.64 (0.53–0.74)

GEDV 0.56 (0.37–0.67)

Marik et al. [7] 2009 29 studies
685 patients
variable tidal
volume

ICU and
OR patients

CVP 0.55 (0.48–0.62)
PPV 0.88 (0.84–0.92)Hong et al. [9] 2014 19 studies

850 patients
variable tidal
volume

Only ICU
patients SVV 0.84 (0.79–0.89)

Yang and Du
[10]

2014 22 studies
807 patients
tidal volume
> 8ml/kg

Only ICU
patients

PPV 0.94 (0.91–0.95)

AUC: area under the curve; ICU: intensive care unit; OR: operating room; PPV: pulse pressure
variation; SPV: systolic pressure variation; SVV: stroke volume variation; LVEDA: left ventricular
end-diastolic area; GEDV: global end-diastolic volume; CVP: central venous pressure

Limitations with the Use of PPV to Predict Fluid Responsiveness

The PPV works on heart-lung interactions and has several limitations for use in pre-
dicting fluid responsiveness, which are enumerated in Table 2. Recent studies [18–
20] have questioned the applicability of PPV and SVV in the ICU. Tests like passive
leg raising (PLR) [21–23] and end-expiratory occlusion [24–26] can reliably pre-
dict fluid responsiveness and have been proposed as alternatives to be performed in
these situations. PLR can help overcome most of the limitations of PPV. However,
it requires continuous cardiac output monitoring and cannot be used in patients
with neurotrauma or those requiring immobilization [27, 28]. The end-expiratory
occlusion test is not suitable for patients who are not intubated, whereas PLR can
be reliably used in these patients. A mini-fluid challenge [29] may also be used
as an alternative to PPV, but requires a very precise technique for monitoring car-
diac output. Using respiratory variations in the diameters of the superior [31] and
inferior [30] vena cavae diameter obtained from transesophageal or transthoracic
echocardiography to predict fluid responsiveness has share the same limitations as
PPV, except that they can be used in patients with cardiac arrhythmias. Although
alternative tests have been proposed, few attempts have been made to improve the
reliability of PPV itself in situations where it is currently not recommended for use
[32].
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Table 2 Limitations with the use of pulse pressure variation (PPV) to predict fluid responsiveness

Limitations Mechanisms for failure Type of error
1 Spontaneous breathing

activity
Irregular variations in intrathoracic pressure
and thus the variation in stroke volume
cannot correlate with preload dependency

False positive
(may occasion-
ally be false
negative depend-
ing on the type of
breathing)

2 Cardiac arrhythmias The variation in stroke volume is related
more to the irregularity in diastole than to
the heart-lung interactions

False positive

3 Mechanical ventilation
using low tidal volume
(< 8ml/kg)

The small variations in intrathoracic
pressure due to the low tidal volume are
insufficient to produce significant changes
in the intrathoracic pressure

False negative

4 Low lung compliance The transmission of changes in alveolar
pressure to the intrathoracic structures is
attenuated

False negative

5 Open thorax No change in intrathoracic pressure during
the respiratory cycle

False negative

6 Increased intra-abdomi-
nal pressure

Threshold values of PPV will be elevated False positive

7 Low HR/RR ratio < 3.6
(severe bradycardia or
high frequency ventila-
tion)

If the RR is very high, the number of car-
diac cycles per respiratory cycle may be too
low to allow variation in stroke volume

False negative

HR: heart rate; RR: respiratory rate

Using a ‘Tidal Volume Challenge’ to Overcome the Limitations
Associatedwith PPV During Low Tidal Volume Ventilation

Several studies have shown that PPV does not reliably predict fluid responsiveness
during low tidal volume ventilation [25, 33–37]. De Backer et al. [33] showed that
PPV was a reliable predictor of fluid responsiveness, provided that the tidal vol-
ume was at least 8ml/kg predicted body weight (PBW). During low tidal volume
ventilation, PPV may indicate a non-responsive status even in responders as the
tidal volume might be insufficient to produce a significant change in the intratho-
racic pressure [38, 39]. However, Freitas et al. [40] showed that PPV was a reliable
marker of fluid responsiveness in septic patients with acute respiratory distress syn-
drome (ARDS) during low tidal volume ventilation using a lower cut-off value of
6.5%.

Among the limitations with use of PPV during controlled mechanical ventilation
in the ICU, the use of low tidal volume is the most common. Today the indications
for use of low tidal volume in ICU are expanding [41, 42]. Two multicenter studies
[18, 19] showed that the number of ICU patients in whom PPV was suitable for use
was very low, with as many as 72–87% of the patients on controlled mechanical
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ventilation being unsuitable for use of this parameter, because of use of low tidal
volume ventilation. Two recent studies [43, 44] that used the ‘gray zone’ approach
to investigate the clinical value of PPV, included several patients ventilated with
low tidal volume. Biais et al. [44], in a subgroup analysis, showed that the gray
zone was larger in patients ventilated with a low tidal volume than in patients with
a tidal volume of at least 8ml/kg PBW. These studies may mislead one to conclude
that PPV has limited clinical value [32].

The ‘tidal volume challenge’ is a novel test proposed to improve the reliability of
PPV during low tidal volume ventilation [45]. The test involves transiently increas-
ing tidal volume from 6ml/kg PBW to 8ml/kg PBW for one minute and observing
the change in PPV (�PPV6–8) from baseline (PPV6) to that at 8ml/kg PBW (PPV8).
In a recent study testing the tidal volume challenge [45], 30 sets of measurements
were recorded in 20 patients with acute circulatory failure receiving low tidal vol-
ume ventilation using volume assist-control ventilation and without spontaneous
breathing activity. Fluid responsiveness was defined as an increase in thermodilu-
tion cardiac output > 15% after giving a fluid bolus after reducing tidal volume back
to 6m/kg PBW. As expected, the PPV6 could not predict fluid responsiveness, with
an AUC of 0.69. Importantly, there was a significant increase in PPV (�PPV6–8),
following the tidal volume challenge only in fluid responders. The �PPV6–8 dis-
criminated responders from non-responders with an AUC of 0.99 (sensitivity 94%
and specificity 100%) with a cut off value of 3.5% [45]. The tidal volume challenge
thus improved the reliability of PPV in predicting fluid responsiveness in patients
receiving low tidal volume ventilation. Similar results were also seen using SVV
(�SVV6–8) obtained from a pulse contour analysis cardiac output device with an
AUC of 0.97 (sensitivity 88% and specificity 100%) with a cut off value of 2.5%
[45]. The change in PPV after giving a fluid bolus (�PPVfb) also accurately con-
firmed fluid responsiveness with an AUC of 0.98 (sensitivity 94% and specificity
100%) with a cut off value of 1.5%.

How to Perform and Interpret the Tidal Volume Challenge

This test is performed to assess fluid responsiveness in patents in shock, venti-
lated using low tidal volume without spontaneous breathing activity. The PPV is
noted from the bedside monitor at baseline (tidal volume 6ml/kg PBW). The tidal
volume is then transiently increased from 6ml/kg PBW to 8ml/kg PBW for one
minute. The PPV is recorded at 8ml/kg PBW and the tidal volume is reduced
back to 6ml/kg PBW. The �PPV6–8 after performing the tidal volume challenge
is recorded. A �PPV6–8 greater than 3.5% predicts fluid responsiveness with high
accuracy.

PPV is unreliable in patients with low lung compliance, especially in patients
with ARDS [38]. In these patients, airway pressure transmission is reduced, such
that the cyclic changes in intrathoracic pressure may be attenuated even with marked
changes in alveolar pressure [46]. Monnet et al. [25] showed that the predictive
value of PPV was related to compliance of the respiratory system and if compli-
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ance was < 30ml/cmH2O, PPV was less accurate in predicting fluid responsive-
ness. In our study, although the median compliance of the respiratory system was
< 30ml/cmH2O (25 [23–33]) during low tidal volume ventilation, it increased to
> 30ml/cmH2O (32 [24–40]) after the tidal volume challenge. Thus, the tidal vol-
ume challenge may help identify responders even when compliance of the respira-
tory system is low in patients receiving low tidal volume ventilation with recruitable
lungs. This needs to be confirmed in an adequately powered study. Whether this ap-
proach will also work in patients who do not increase compliance of the respiratory
system after giving a tidal volume challenge needs to be tested. Whether PPV will
be reliable during spontaneous breathing attempts after giving a tidal volume chal-
lenge or in other situations where use of PPV is limited also needs to be tested.

Advantages of Using the Tidal Volume Challenge

Use of a tidal volume challenge increases the reliability of PPV to predict fluid re-
sponsiveness during low tidal volume ventilation, which is now common practice in
the ICU. It is a simple test that can be performed easily at the bedside. Importantly,
observing the changes in PPV (obtained from a simple bedside hemodynamic mon-
itor) during this test does not require a cardiac output monitor, making this test
applicable even in resource-limited settings. The �PPVfb accurately confirms fluid
responsiveness. Thus, a combination of�PPV6–8 with �PPVfb can help predict and
thereafter confirm fluid responsiveness when continuous cardiac output monitoring
is unavailable.

Limitations of the Tidal Volume Challenge

The tidal volume challenge may not be able to overcome the other limitations as-
sociated with the use of PPV, such as spontaneous breathing, cardiac arrhythmias,
open chest, and raised intra-abdominal pressure and needs to be evaluated in these
settings. Alternative techniques, such as PLR or end-expiratory occlusion, when
applicable, may be considered in these situations.

Conclusion

The PPV is a dynamic parameter that can be easily recorded from a bedside monitor
and reliably predicts preload responsiveness. In addition, it does not require contin-
uous cardiac output monitoring or any other tools or maneuvers to be performed.
One of the major limitations with its use in patients receiving controlled mechanical
ventilation is that it is unreliable during low tidal volume ventilation, which is now
widely practiced in ICU patients. Discarding this useful parameter would, however,
be like throwing the baby out with the bathwater. This major limitation can be eas-
ily overcome by using the ‘tidal volume challenge’ a simple bedside test, following
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which PPV can reliably predict fluid responsiveness. Whether this test may also
have the potential to overcome other limitations associated with the use of PPV
needs to be further studied. Alternative methods to assess preload responsiveness
may be required to overcome the other limitations with the use of PPV.
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Distribution of Crystalloids and Colloids
During Fluid Resuscitation:
All Fluids Can be Good and Bad?

I. László, N. Öveges, and Z. Molnár

Introduction

Early fluid resuscitation remains the cornerstone of the treatment of severe hy-
povolemia, bleeding and septic shock. Although during these circumstances fluid
administration is a life-saving intervention, it can also exert a number of adverse
and potentially life-threatening effects; hence fluid therapy by-and-large is regarded
a “double-edged sword” [1]. Unfortunately, for the three fundamental questions of:
‘when’, ‘what’ and ‘how much’, there are no universally accepted answers. Nev-
ertheless, not giving enough volume may result in inadequate cardiac output and
oxygen delivery (DO2) and hence severe oxygen debt; while fluid overload can
cause edema formation both in vital organs and in the periphery, hence impairing
tissue perfusion. Despite broad acceptance of the importance of using appropriate
parameters to guide treatment during resuscitation, current practice seems rather
uncoordinated worldwide as was recently demonstrated in the FENICE trial [2]. In
addition to using appropriate hemodynamic parameters to guide fluid resuscitation,
the type of the infusion fluid should also be chosen carefully.

Fundamentally, crystalloids or colloids are suitable for fluid resuscitation. The-
oretically, colloids have better volume expansion effects, therefore they restore the
circulating blood volume and hence DO2 faster than crystalloids do. The natural
colloid, albumin, is very expansive compared to crystalloids, but the cheaper syn-
thetic colloids have several potential adverse effects. Ever since colloids appeared
on the scene the ‘crystalloid-colloid debate’ started, which seems like a never-end-
ing story. At present, the gigantic pendulum that swings our opinion between ‘good’
and ‘bad’ based on current evidence, points more to the latter where synthetic col-
loids are concerned.
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According to Starling’s ‘3-compartment model’, crystalloids, with their sodium
content similar to that of the serum, are distributed in the extracellular space, while
colloids should remain intravascular because of their largemolecular weight. There-
fore, theoretically one unit of blood loss can be replaced by 3–4 units of crystalloid
and one unit of colloid solution [3]. This theory has a long history and has been
widely accepted worldwide since the 1960s [4]. However, several clinical trials in-
cluding thousands of critically ill patients seemed to disapprove this principle as
there were no large differences in the volumes of crystalloids versus colloids needed
to stabilize these patients.

Understanding physiology, especially the role of the recently discovered mul-
tiple functions of the endothelial glycocalyx layer, may cast a different light on
these controversies. The purpose of this chapter is to highlight several issues, which
should be taken into account when we are interpreting the results of recent clinical
trials on crystalloid and colloid fluid resuscitation.

Starling’s Hypothesis Revisited in the Context of the Glycocalyx

Fundamentally, there are three infusion solutions that can be administered intra-
venously: water, in the form of 5% dextrose; crystalloids, containing sodium ions in
similar concentration to that of the plasma; and colloids, which are macromolecules
of either albumin or synthetic colloid molecules, such as hydroxyethyl starches
(HES), dextrans or gelatin solutions.

According to the classic Starling view, the main determinants of fluid transport
between the three main fluid compartments of the intracellular, interstitial and in-
travascular spaces are determined mainly by the two semipermeable membranes:
the endothelium and the cell membrane (Fig. 1). Water and glucose molecules can
pass freely from the vasculature to the cells, hence they are distributed in the total
body water. Sodium containing crystalloids can pass the endothelium but not the
cell membrane, hence these are distributed in the extracellular space, proportionally
to the volume of the interstitial and intravascular compartments to the total extracel-
lular fluid volume (Fig. 2). Colloids, because of their large molecular weight should
remain intravascularly (Fig. 3).

The filtration rate per unit area across the capillary wall is mainly determined
by hydrostatic and colloid osmotic pressures as indicated by the classic Starling’s
equation:

Jv D Kf..Pc � Pi/ � �.�i � �c//

where Jv is the fluid movement; (Pc �Pi)� � (� i � �c) is the driving force; Pc is
the capillary hydrostatic pressure; Pi is the interstitial hydrostatic pressure; � i is the
interstitial oncotic pressure; �c is the capillary oncotic pressure; Kf is the filtration
coefficient; and � is the reflection coefficient.

However, there is some evidence that in most tissues lymphatic flow would
be insufficient to handle the extravasation of the amount of fluid as predicted by
Starling, a phenomenon also termed the “low lymph flow paradox” [5, 6]. It has
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Intracellular space (24 L) Interstitial space (12 L) Intravascular (4 L)

Cell membrane Endothelium

Crystalloid

5% D

Colloid

Fig. 1 Fluid distribution in the three main fluid compartments. In a normal (70 kg) adult, the total
body water is about 60% of the total body weight, approximately 40 L, divided into intracellular
(� 24 L), interstitial (� 12L) and intravascular (� 4L) spaces separated by the endothelium and
the cell membrane. According to Starling’s classic ‘3 compartmental model’ fluid distribution is
mainly determined by these semipermeable membranes. Therefore, colloids stay in the intravas-
cular compartment, crystalloids are distributed in the extracellular space, and water, in the form of
5% dextrose (5%D), is distributed in total body water

Fig. 2 Crystalloid dis-
tribution between the
3 compartments in nor-
mal subjects. Crystalloid
solutions can pass the en-
dothelium freely, but not the
cell membrane because of
their sodium ion content,
hence they cannot enter the
intracellular (IC) compart-
ment. Therefore, they are
distributed in the intravascu-
lar (IV) and the interstitial
(IS) compartments. The
rate of distribution between
these two compartments is
determined by how each re-
lates in volume to the total
extracellular fluid volume
(12 + 4 = 16L in our example
in Fig. 1). Accordingly, for
every unit of infused crystal-
loid, one fourth will remain
intravascularly and three
fourths interstitially
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Fig. 3 Colloid distribution
in normal subjects. Theoret-
ically, due to their molecular
weight, colloids should re-
main in the intravascular
space. IV: intravascular; IS:
interstitial; IC: intracellular
spaces
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been proposed that it is the endothelial glycocalyx layer that plays a pivotal role
as a primary molecular filter and also provides an oncotic gradient, which was
not included in Starling’s hypothesis [7]. A web of membrane-bound glycopro-
teins and proteoglycans on the luminal side of endothelium has been identified to
form the glycocalyx layer. This compartment consists of many highly sulfated gly-
cosaminoglycan chains providing a negative charge for the endothelium. Due to
these electrostatic properties, the subglycocalyx space produces a colloid oncotic
pressure that may be an important determinant of vascular permeability and thus
fluid balance [8]. The structure and function of the endothelial glycocalyx varies
substantially among different organ systems, and it is also affected by several in-
flammatory conditions [9].

In a recent experiment on isolated guinea pig heart, Jacob et al. observed a very
interesting phenomenon [10]. They perfused the coronaries with colloid free buffer,
isotonic saline, albumin and HES solution, and measured extravascular transudate
and edema formation. The experiment was then repeated when the glycocalyx was
stripped from the vessel wall by treating it with heparinase. With intact glyco-
calyx, the net transudate, measured as hydraulic conductivity, was found to be
9.14 µl/min/g tissue for colloid free perfusion, which was dramatically reduced to
1.04 µl/min/g when albumin was added in physiological concentration to the per-
fusate. It was also attenuated by HES supplementation but to a significantly lesser
degree, to 2.67 µl/min/g. The observation that adding colloids to the perfusate re-
duced extravasation, seemingly confirms Starling’s hypothesis, but interestingly,
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this effect did not correlate with the colloid osmotic pressure: albumin, which is
a much smaller molecule than HES, had significantly better effects in preventing
transudate formation. This phenomenon is termed the “colloid osmotic pressure
paradox”, and cannot be fully explained by Starling’s hypothesis and equation. One
of the possible explanations is that the charges exposed by molecules forming the
glycocalyx are mainly negative, whereas albumin carries molecules such as argi-
nine and lysine with positive charges. There is some experimental evidence that
these arginine groups are responsible for the effects of albumin on vascular perme-
ability. By contrast, HES molecules are uniformly negatively charged, which may
explain the significant difference in hydraulic conductivity observed by Jacob and
coworkers [10].

These authors also suggested modifying the Starling equation to:

Jv=A D Lp..Pc � Pt/ � .�e � �g//

where Jv / A is the filtration rate per unit area; Lp the hydraulic conductivity of
the vessel wall; Pc �Pt the difference in hydrostatic pressure between the capillary
lumen (c) and tissue (t); �e the colloid osmotic pressure in the endothelial surface
layer; and �g the colloid osmotic pressures directly below the endothelial surface
layer in the glycocalyx.

Nevertheless, under normal circumstances, when the glycocalyx is intact, the
Starling concept is still valid and fluid transport is determined by the ‘Starling
forces’ (Fig. 4a), and the volume-replacement ratio should be several times higher
for colloids compared to crystalloids. Indeed, several experimental studies mainly
in bleeding-resuscitation animal models reported the volume-replacement ratios

Table 1 Experimental studies

Trial Modell Type of Fluids VRR Comments
Kocsi
(n = 13)
[12]

Controlled
bleeding on
pigs

Voluven
(6% HES)

1:1 The 1:1 blood loss:colloid VRR main-
tained baseline GEDV throughout the
experiment

Simon
(n = 25)
[11]

Controlled
animal study
in septic
shock in pigs

– RL
– HES 700/6:1
– HES 130
– HES
700/2.5:1

1:11.12
1:3.08
1:2.97
1:3.78

In comparison to RL, all HES solutions
were more effective at maintaining
plasma volume

Ponschab
(n = 24)
[13]

Bleeding-
resuscitation
pig model

Balanced crys-
talloid, in 1:1
or 1:3 replace-
ment ratio

1:1.08
1:2.85

High volume (1:3) caused more
pronounced cooling and impaired co-
agulation

Fodor
(n = 25)
[14]

Bleeding-
resuscitation
in rats

– Blood
– HES 6%
– NaCl 0.9%

1:1 No difference between colloids and
crystalloids on pulmonary function.
However, detailed invasive hemody-
namic assessment was not performed

VRR: volume-replacement ratio; GEDV: global end diastolic volume; HES: hydroxyethyl starch;
RL: Ringer’s lactate
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for colloids as predicted by Starling’s hypothesis [11–14]. These are summarized
briefly in Table 1. The explanation could be that, in animal models, because of
the relatively short experimental time, and because most models investigated hy-
povolemia, bleeding and resuscitation, the glycocalyx has no time for degradation.
Nevertheless, these studies had different aims than to test Starling’s hypothesis, and
this should be performed in the future.

The glycocalyx has a pivotal role not just in regulating endothelial permeabil-
ity but in several others functions: it modulates shear force induced nitric oxide

πe πeπg

a b

Pi

10
0 

μm

PiPc Pc

ECs
GC

WBC

RBC

PLT

πe πeπg πg

Fig. 4 Schematic transection of a capillary. a In normal subjects, the glycocalyx (GC) is intact
and Starling’s concept is more-or-less valid so that fluid transport is mainly determined by the
Starling equation (see text). b In several critical illness conditions, both the glycocalyx and the en-
dothelium become damaged. During these conditions, the regulating functions of the endothelium
and glycocalyx are partially or totally lost. These will affect fluid transport across the vessel walls
with excessive fluid and protein extravasation, will cause leukocyte adherence and platelet adhe-
sion, further impairing capillary blood flow, and the complex function of the endothelium and the
microcirculation. ECs: endothelial cells; RBC: red blood cells; PLT: platelets; WBC: white blood
cells; Pi: interstitial hydrostatic pressure; �e: colloid osmotic pressures in the endothelial surface
layer; �g: colloid osmotic pressures directly below the endothelial surface layer in the glycocalyx
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(NO)-synthesis and dismutation of oxygen free radicals in the endothelial cells and
controls coagulation and inflammation by preventing platelet adhesion and leuko-
cyte adherence to the vessel walls [15]. It is, therefore, not surprising that whenever
the glycocalyx layer is damaged, important pathophysiological changes take place,
which can have serious effects on the function of the affected organ, or organs.

The Glycocalyx in the Critically Ill

There is mounting evidence that the glycocalyx becomes impaired or destroyed in
several critical illness conditions, including inflammation (both infectious and non-
infectious), trauma, sepsis, ischemia-reperfusion injuries, but also persistent hypo-,
and hypervolemia [16]. During these conditions, the regulating functions of the en-
dothelium and glycocalyx are lost, which can have serious effects on permeability
and hence fluid transport across the vessel walls with excessive fluid and protein
extravasation (Fig. 4b), but other functions like leukocyte adherence and platelet
adhesion are also affected. There is experimental evidence that during these con-
ditions, the interstitial space becomes overwhelmed with colloid molecules [10].
Although albumin seemed to be somewhat more able to interact with these condi-
tions than HES, nevertheless it could not prevent colloid extravasation, which was
also enforced by increasing hydrostatic pressures. These experimental findings are
in agreement with the results of our clinical study, in which patients with septic
shock and acute respiratory distress syndrome (ARDS) were administered either
HES (molecular weight of 250 kDa) or gelatin (30 kDa) to treat hypovolemia. We
used detailed hemodynamic monitoring and observed no difference in the volume-
replacing effects of these colloids, and no change in the extravascular fluid volume,
despite the huge difference in their molecular weight and colloid osmotic pressure
[17]. This was possibly due to the very severe and long-standing (several days)
condition of these patients, when it is highly likely that the glycocalyx was already
severely damaged, hence ‘size’ (i. e., molecular weight) no longer mattered.

These observations are important when we try to interpret the results of recent
large clinical trials comparing crystalloids and colloids in the critically ill.

Volume-replacement Effects of Crystalloids and Colloids
in the Critically Ill

Although most recent large clinical trials had end-points of 28-day mortality or or-
gan dysfunction, it is worthwhile analyzing the results from a different perspective.
One of the landmark trials was the SAFE study, published in 2004, in which investi-
gators compared the safety of albumin to normal saline in ICU patients (n = 6,997).
The results showed no significant differences between the groups in hemodynamic
resuscitation endpoints, such as mean arterial pressure (MAP) or heart rate, al-
though the use of albumin was associated with a significant but clinically small
increase in central venous pressure (CVP). The study showed no significant differ-
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ence between albumin and normal saline regarding 28-day mortality rate or devel-
opment of new organ failure [18]. The SAFE study was followed by the VISEP
[19], CHEST [20] and 6S [21] trials, all reaching a more or less similar conclusion.
Results showed a strong association between acute kidney injury, increased use of
renal replacement therapy (RRT) and the use of HES solution, which was also ac-
companied with unfavorable patient outcome [19–21]. By contrast, in the CRISTAL
trial, which was designed to test mortality related to colloid and crystalloid based
fluid replacement in ICU patients, investigators detected a difference in death rate
after 90 days, favoring the use of colloids. Furthermore, patients spent significantly
fewer days on mechanical ventilation and needed shorter durations of vasopressor
therapy in the colloid group than in the crystalloid group [22].

There are several common features in these studies. First of all, the ratio of the
administered volume of crystalloid and colloids was completely different to what
would have been expected according to the Starling principle (Table 2). In general,
30–50%more crystalloid seemed to have the same volume-expanding effect as col-
loids. Based on these results, a common view was formed that HES does not have
higher potency for volume expansion than crystalloids, but carries a greater risk of
renal dysfunction and mortality [18–25].

However, it is important to note that none of these trials used detailed hemo-
dynamic monitoring, which is the second common feature of these studies. The
administration of intravenous fluids was mainly based on clinicians’ subjective de-
cision [18, 19, 21, 22, 25], or on parameters such as heart rate [20], blood pressure
[19, 21, 23], CVP [19, 21, 23], urine output [18–21, 23], lactate levels [20] or cen-
tral venous oxygen saturation [19, 21, 23]. Cardiac output and stroke volume were
not measured in most of the trials, which is essential to prove volume responsive-
ness, and none of the applied indices listed above are good monitoring tools of fluid
therapy [1, 26]. Therefore, it is possible that a considerable number of these pa-
tients was treated inappropriately. Although it is not the task of the current review,
it is important to note that the methods used as indications for fluid administration,
also reflect our everyday practice, as was nicely confirmed in a recent observational
study [2]. In this large international survey, it was revealed that fluid therapy is
mainly guided by inadequate indices during our daily clinical routine. Therefore,
one cannot exclude that in these trials a considerable proportion of patients were
not hypovolemic at all. Indeed, in the CHEST trial the mean values of the target
parameters were as follows: heart rate of 89/min, MAP 74mmHg, CVP 9mmHg
and serum lactate 2mmol/l. [20] None of these values suggests hypovolemia, or at
least it is highly unlikely that any of us would commence fluid resuscitation based
on these values. There is some evidence that in healthy male subjects colloid so-
lutions provided a four times greater increase in blood volume compared to saline,
and extravasation was significantly higher after saline infusion [27]. Therefore, if
we consider that a considerable proportion of these patients were critically ill, hence
their glycocalyx was impaired, and although they were not hypovolemic they still
received colloids, this may have led to excessive extravasation. Furthermore, if fluid
was administered to normovolemic patients, this could have caused increased hy-
drostatic pressures in the microcirculation leading to excessive HES extravasation
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Table 2 Human randomized controlled trials

Trial Population Types of fluid Cr/Co Invasive
hemo-
dynamic
monitoring

Finfer
(n = 6,933)
[18]

ICU patients Albumin, saline 1.32 No

Brunk-
horst
(n = 537)
[19]

ICU patients with
severe sepsis

HES, RL 1.32 No

Myburgh
(n = 7,000)
[20]

ICU patients HES 130/0.4, saline 1.20 No

Guidet
(n = 174)
[23]

Patients with severe
sepsis

HES 130/0.4, saline 1.23 No

Perner
(n = 798)
[21]

ICU patients with
severe sepsis

HES 130/0.42, Ringer’s acetate 1.00 No

Annane
(n = 2,857)
[22]

ICU patients with
hypovolemic shock

Colloids (gelatins, dextrans, HES, 4
or 20% albumin), crystalloids (iso-
tonic or hypertonic saline, Ringer’s
lactate)

1.5 No

Yates
(n = 202)
[24]

High-risk surgical
patients

HES 130/0.4, Hartman’s solution 1.69 No

Caironi
(n = 1,810)
[25]

Severe sepsis, septic
shock

20% albumin, crystalloid 1.02 No

Lobo
(n = 10)
[27]

Healthy male sub-
jects

Gelofusin or HES 6%, saline 1.00 No

Cr/Co: ratio of crystalloid/colloid; HES: hydroxyethyl starch; ICU: intensive care unit

and deposit of colloid molecules in the tissues, further amplifying its adverse/toxic
effects.

Clinical Implications

These observations can have an important impact on our daily clinical practice.
These results suggest that, in addition to global and regional hemodynamic parame-
ters, the role of the glycocalyx should be taken into account during the management
of fluid resuscitation. Measuring several degradation markers (Table 3) in the blood
[28–33] and even visualizing the microvasculature (Table 4) has now become pos-
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Table 3 Glycocalyx degradation markers

Trial Model Methods Conclusions, comments
Johansson
(n = 75)
(n = 80) [28,
29]

Prospective observa-
tional study in trauma
patients

syndecan-1
(ng/ml); ELISA

Trauma is associated with en-
dothelial damage, glycocalyx
degradation

Ostrowski
(n = 29) [30]

Experimental human
endotoxemia (n = 9)
and septic patients
(n = 20)

syndecan-1
(ng/ml); ELISA

Endotoxemia did not but sepsis did
cause endothelial damage, indi-
cated by biomarkers that correlated
with disease severity

Steppan
(n = 150) [31]

Septic patients
(n = 104), major
abdominal surgery
(n = 28), healthy vol-
unteers (n = 18)

syndecan-1
(ng/ml); ELISA
HS (µg/ml);
ELISA

Significant flaking of the endothe-
lial glycocalyx occurred in patients
with sepsis, and to a lesser extent
in surgical patients

Yagmur
(n = 225) [32]

Critically ill patients
(n = 164) and
healthy controls
(n = 61)

HA (µg/L); au-
tomated latex
agglutination
assay

Authors suggest that HA might
have implications in the pathogene-
sis of critical illness and sepsis

Schmidt
(n = 17) [33]

Mechanically venti-
lated ICU patients

CS (µg/ml)
HS (µg/ml)
Mass spectrome-
try

Circulating glycosaminoglycans
may provide insight into respira-
tory pathophysiology

CS: chondroitin sulfate; ELISA: enzyme-linked immunosorbent assay; HA: hyaluronic acid; HS:
heparan sulfate; ICU: intensive care unit

Table 4 Techniques to visualize the endothelial glycocalyx

Trial Model Method Conclusions
Donati
(n = 66) [34]

Septic patients
(n = 32)
Non-septic ICU pa-
tients (n = 18)

Sublingual
sidestream dark
field (SDF)

Correlation between PBR and
number of rolling leukocytes post-
capillary, confirming that glycoca-
lyx shedding enhances leukocyte-
endothelium interaction

Reitsma
(n = 22) [15]

Endothelial glycoca-
lyx structure in the
intact carotid artery
on C57B16/J mouse

Electron
microscopy

The EG can be adequately im-
aged and quantified using two-
photon laser scanning microscopy
in intact, viable mounted carotid
arteries

Gao [35] Male Wistar rats,
weighing 200–300 g

Brightfield
images

The removal of heparan sulfate
may cause collapse of the glycoca-
lyx

Yen [36] Ex vivo experiment
on rat and mouse
aortas

High resolution
confocal mi-
croscopy

The surface glycocalyx layer is
continuously and evenly distributed
on the aorta wall but not on the
microvessel wall

EG: endothelial glycocalyx; EM: electron microscopy; PBR: perfused boundary region; RL: rolling
leukocyte
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sible [15, 34–36], and may become part of bedside routine in the not too distant
future. Theoretically, for example in an acutely bleeding patient in the emergency
room or in the operating room, the glycocalyx may be intact, which could be proven
by novel investigations, and fluid resuscitation with colloids may be more benefi-
cial and more effective compared to crystalloids. By contrast, during circumstances
when the glycocalyx is impaired, colloids should be avoided. However, rather than
just assuming the condition of the glycocalyx, its routine measurement could have
an important impact on our daily practice and even on patient outcome.

Conclusion

Transport of fluids across the vessel wall was first described by Ernest Starling.
Although his hypothesis is predominantly still valid, especially under physiolog-
ical circumstances, the “low lymph flow paradox” and the “colloid osmotic pres-
sure paradox” cannot be explained by simply applying the Starling equation. The
discovery of the glycocalyx and its multiple roles in maintaining an intact and ap-
propriately functioning endothelial surface layer has shone new light on vascular
physiology. Therefore, in the future a paradigm shift will become necessary in order
to appropriately assess and better guide fluid therapy. Without a detailed evaluation
of the global effects of hypovolemia and fluid resuscitation, and assessment of the
function of the microcirculation and the function of the glycocalyx, one cannot give
adequate answers to the questions of ‘when, what and for how long’ should we ad-
minister fluids to our patients. We have to accept that, despite the significant results
of large trials that are valid for the majority of the investigated population, at the
bedside we should take an appropriate physiological parameter-based individual-
ized approach. Thus, it turns out that all fluids can be good and bad depending on
the specific circumstances.
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Renal Issues



NewDiagnostic Approaches
in Acute Kidney Injury

M. Meersch and A. Zarbock

Introduction

Acute kidney injury (AKI) is a serious and well-recognized complication in crit-
ically ill patients with a large impact on morbidity and mortality. Early detection
allows for timely intervention and may improve patient outcome. During the last
few years, renal biomarkers have been developed and evaluated for early detection
of AKI. Analysis of the biomarkers kidney injury molecule-1 (KIM-1), liver-type
fatty acid binding protein (L-FABP), interleukin-18 (IL-18), neutrophil gelatinase-
associated lipocalin (NGAL), tissue inhibitor of metalloproteinase-2 (TIMP-2) and
insulin-like growth factor-binding protein (IGFBP7) has brought new insights into
the molecular mechanisms of this complex and heterogeneous disease. Biomarker-
based AKI models have the potential to expand options for the diagnosis of AKI
and to optimize AKI management in critically ill patients.

Acute Kidney Injury

AKI is characterized by an acute and rapid loss of renal function within hours or
days often in the context of other acute conditions of critical illness. A deteriora-
tion of kidney function results in an accumulation of waste products, electrolyte and
fluid disturbances and impairment of the immune system, all impacting on patient
outcome. The incidence of AKI in critically ill patients reaches up to 50%, depend-
ing on the underlying baseline characteristics and the cause of critical illness. One
to five percent of all AKI patients require renal replacement therapy (RRT) [1, 2].
AKI is independently associated with the development of chronic kidney disease
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Table 1 Risk factors for the development of AKI

Preoperative factors Perioperative factors Other factors
– Female sex
– ACE therapy
– Congestive heart failure
– LVEF <35%
– IABP
– Preoperative sCr > 2.1mg/dl
– IDDM
– Emergency surgery
– Valve surgery
– Combination CABG + valve
– Other cardiac surgery

– Hemodynamic instability
– Aortic cross clamping
– Hypertension
– Infection
– Sepsis
– MODS

– Antibiotics
– Amphotericin
– Aminoglycosides
– Vancomycin

– Nephrotoxic agents
– Transfusion
– Hyperchloremic fluids

ACE: angiotensin converting enzyme; LVEF: left ventricular ejection fraction; IABP: intra-aortic
balloon pump; sCr: serum creatinine; IDDM: insulin dependent diabetes mellitus; CABG: coro-
nary artery bypass graft;MODS: multiorgan dysfunction syndrome

(CKD), with an approximately 8-fold increased risk, and a higher mortality (up to
60%) [3].

The development of AKI is not attributable to a single etiologic factor but arises
as the result of multiple preconditions. The prognosis depends on comorbid factors
(e. g., chronic obstructive pulmonary disease [COPD], diabetes mellitus, CKD), the
respective clinical setting (e. g., sepsis, cardiothoracic surgery), concomitant med-
ication (e. g., angiotensin converting enzyme blockers), use of nephrotoxic drugs
(aminoglycosides, contrast agents) and severity of AKI (need for dialysis). Over
the last two decades several risk predicting models have been evaluated, which are
all closely related to the development of AKI (Table 1).

Diagnosis

In the past, insufficient knowledge about AKI and the lack of a consensus definition
resulted in underdiagnosis of AKI. In 2004, the Acute Dialysis Quality Initiative
(ADQI) proposed a first consensus definition based on serum-creatinine and urinary
output: the RIFLE classification (Risk, Injury, Failure, Loss and End-stage renal dis-
ease) [4]. The subsequent recognition that even small increases in serum creatinine
levels are associated with worse outcome [5] resulted, in 2007, in the evolution of
the RIFLE criteria towards the Acute Kidney Injury Network (AKIN) criteria [6]. In
2012, the Kidney Disease: Improving Global Outcomes (KDIGO) workgroup rec-
onciled the RIFLE and AKIN criteria and developed the KDIGO criteria. According
to the KDIGO guidelines, AKI is diagnosed when at least one of the following con-
ditions is met: serum-creatinine elevation of � 0.3mg/dl within 48 h or a 1.5-fold
increase in serum creatinine compared to baseline within 7 days, or urinary output
< 0.5ml/kg/h � 6 h ([7]; Table 2). A recent trial including 32,000 critically ill pa-
tients confirmed the importance of both criteria [8]. The results showed that the risk
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Table 2 KDIGO criteria for the diagnosis of AKI [7]

Stage Serum creatinine Urine output
1 Increase of � 0.3mg/dl within 48 h or

Increase of 1.5–1.9-times baseline within 7 days
< 0.5ml/kg/h for � 6 h

2 Increase of 2.0–2.9-times baseline within 7 days < 0.5ml/kg/h for � 12 h
3 Increase of 3-times baseline within 7 days or

Increase to � 4.0mg/dl with an acute increase of
0.5mg/dl or
Initiation of renal replacement therapy or
Decrease of eGFR to < 35ml/min/1.73m2 in
patients < 18 years of age

< 0.3ml/kg/h for � 24 h or
anuria for � 12 h

for RRT and death was highest in patients meeting both KDIGO criteria, especially
if these persisted for a period of more than 3 days.

However, the classical biomarkers, serum creatinine and urinary output, have
important limitations that should not be disregarded. Serum creatinine is a metabolic
product of creatine, which serves as an energy reservoir and is excreted through the
kidneys. Its concentration is influenced by multiple factors including age, muscle
mass and meat intake. The level of serum creatinine does not accurately reflect
kidney function as an increase does not occur until 50% of the glomerular filtration
rate (GFR) has been lost. It is also worth mentioning that in critically ill patients,
serum creatinine production is reduced as compared to in healthy individuals.

What applies to serum creatinine also applies to urinary output, a clinically im-
portant but nevertheless non-specific marker of kidney function. Urinary output
often persists until renal function ceases completely, and its interpretation is often
confused by clinical conditions, such as hypovolemia, extended surgery, trauma or
the use of diuretics. To put it concisely, the fact that the classical biomarkers change
late during the course of AKI development considerably restricts their suitability
as a diagnostic tool. The emergence of new renal biomarkers tackles exactly this
problem and makes a vital contribution to the early and timely diagnosis of AKI
[9].

Renal Biomarkers

Over the last few years, significant progress has been made in the field of novel
biomarkers to prevent or detect AKI early (Fig. 1). The ADQI has assigned the
highest research priority to the evaluation of new biomarkers [10]. Abundant trials
investigating different biomarkers have been performed, with most of them defining
AKI using serum creatinine definitions [11]. Several promising biomarkers have
been identified, which make it possible to diagnose AKI up to 48 h earlier than
would have been possible on the basis of a significant change in serum creatinine.
Predicting AKI early would offer the opportunity to strictly implement hemody-
namic optimization models in an effort to prevent a manifest functional loss of the
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Fig. 1 Localization of new
biomarkers. The classic
biomarker, serum creatinine,
and plasma neutrophil gelati-
nase-associated lipocalin (p-
NGAL) are detectable in the
blood. All other mentioned
biomarkers are detected in
the urine. KIM: kidney in-
jury molecule; L-FABP: liver-
type fatty acid binding pro-
tein; IL-18: interleukin-18;
TIMP-2: tissue inhibitor
of metalloproteinase-2;
IGFBP7: insulin-like growth
factor-binding protein;
uNGAL: urinary NGAL

Glomerulus:
• Serum-creatinine
• pNGAL

Proximal tubule:
• KIM-1
• L-FABP
• IL-18
• uNGAL
• TIMP-2⋅IGFBP7

Distal tubule:
• uNGAL
• TIMP-2 · IGFBP7

Collecting
duct

kidneys. Furthermore, there is evidence that some biomarkers may predict the need
for RRT, which can help to make the decision when to initiate RRT.

Kidney InjuryMolecule-1

KIM-1 is a transmembrane protein that is almost undetectable in healthy kidneys. Its
expression is upregulated in dedifferentiated epithelial cells of the proximal tubule
after ischemic and nephrotoxic injuries. The extracellular segment is detached by
matrix-metalloproteinases (MMP) and eliminated through the urine [12]. Forty-
eight hours after the primary injury, elevated KIM-1 levels can be detected in the
urine.

After cardiothoracic surgery, significant KIM-1 increases could be demonstrated
in patients with postoperative AKI and in patients with already established AKI.
The predictive value for the development of AKI and the severity of the injury
in septic patients was lower for KIM-1 than for other biomarkers. In addition, no
bedside test is available for KIM-1.

Thus, KIM-1 might not be an adequate marker for the prediction of AKI in clin-
ical routine.

Liver-type Fatty Acid Binding Protein

L-FABP is a 14 kilo-Dalton (kDa) protein expressed in the proximal tubular epithe-
lial cells. Elevated expression and excretion was first detected in pediatric patients
with AKI after cardiopulmonary bypass (CPB). High sensitivity and specificity have
been demonstrated for L-FABP, particularly in patients with already established
AKI. Furthermore, patients with higher L-FABP values had a worse outcome (need



New Diagnostic Approaches in Acute Kidney Injury 111

for RRT and mortality) [13]. This finding has also been demonstrated in patients
with septic shock and AKI [14]. However, the excretion of L-FABP was elevated
in patients with AKI as well as in patients with CKD resulting in a difficult clini-
cal differentiation. In addition, L-FABP needs to be measured in the laboratory due
to the lack of bedside tests. Therefore, it has not yet been implemented in clinical
practice.

Interleukin-18

IL-18 is a proinflammatory cytokine of the IL-1 super family. It is produced in
the proximal tubular epithelial cells, activated through the enzyme caspase-1 and
secreted into the urine after ischemic insults [15].

Significant IL-18 elevation is detectable 24 h before an increase of serum cre-
atinine in patients with AKI [16]. Patients developing AKI showed higher IL-18
values compared to patients with CKD or nephrotoxic syndrome [17]. However,
the excretion of IL-18 varies considerably depending on the clinical setting. Septic
patients in particular showed high IL-18 values, independent of the presence of AKI
[18]. Although IL-18 is specific for AKI caused by ischemia, the clinical benefit of
this biomarker remains unclear.

Neutrophil Gelatinase-associated Lipocalin

NGAL is a 25 kDa protein of the lipocalin family linked to neutrophil gelatinase
in specific leukocyte granules. It is also expressed in different epithelial cells of
the respiratory and intestinal tissue. The molecule is filtered to the primary urine
and reabsorbed via megalin-receptors of the tubular epithelial cells. It is almost
undetectable in the urine of patients with normal kidney function. Ischemic and
nephrotoxic insults lead to an increase in NGAL-mRNA expression. A reduced
GFR results in a diminished NGAL clearance and consequently in an accumula-
tion of NGAL in the urine and plasma [19]. Depending on the extent of the injury,
higher NGAL elevations can be detected in the urine than in the plasma. Several
studies, which have been performed in different clinical scenarios (critical illness
[20], trauma [21], cardiothoracic surgery [22], radiocontrast exposure [23]) have
shown that NGAL is rapidly upregulated in the kidneys very early after AKI (2–
3 h). Moreover, there is growing evidence that urine NGAL is directly associated
with the need for RRT.

NGAL has been designated the troponin of the kidneys, but unlike myocardial
infarction, AKI etiology is not limited to ischemia [24]. NGAL is a highly sensitive
marker but its specificity still remains vague. In septic patients with AKI, NGAL
values were higher than in septic patients without AKI. However, several studies
showed that NGAL was also elevated in patients with systemic inflammatory re-
sponse syndrome (SIRS), sepsis and septic shock independent of the presence of
AKI [25, 26]. This might be explained by the fact that systemic inflammation leads
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to a reduced resorption capacity of the tubular epithelial cells and consequently to
higher NGAL values. Moreover, older patients with comorbidities, such as hyper-
tension or diabetes mellitus, and patients with CKD show different NGAL values
than younger patients without these conditions [27, 28].

Despite the many unanswered questions, current findings imply that NGAL is
a valuable biomarker for the early prediction of AKI and for the clinical decision
to initiate RRT. Recently, de Geus et al. proposed an NGAL-score to detect acute
tubular damage early in cardiac surgery patients [29]. It is conceivable to apply such
an approach to critically ill patients in the ICU.

Tissue Inhibitor of Metalloproteinases-2 and Insulin-like Growth
Factor Binding Protein 7

TIMP-2 and IGFBP7 are both markers of G1 cell cycle arrest. After ischemic and
inflammatory insults, renal tubular epithelial cells enter the G1 cell cycle arrest to
avoid cell division with damaged deoxyribonucleic acid (DNA). These cells sustain
the modus until the DNA is completely repaired. TIMP-2 and IGFBP7 are both
expressed in the early phase of AKI, signaling damage of tubular epithelial cells.

Both markers have been evaluated in a validation trial analyzing different
biomarkers for the early detection of AKI in critically ill patients [30]. The combina-
tion of TIMP-2 and IGFBP7 showed best predictive performance for the prediction
of moderate and severe AKI. TIMP-2�IGFBP7 > 0.3 demonstrated high sensitivity
and specificity for the development of AKI. This was confirmed in further studies
performed in other clinical settings (cardiac [31] and abdominal surgery [32]).
Moreover, there is growing evidence that TIMP-2 and IGFBP7 might also predict
the need for RRT [31, 33], but further confirmatory analyses are needed to substan-
tiate these findings. A bedside test to measure TIMP-2�IGFBP7 is commercially
available, with results ready within 20min.

Biomarkers in Daily Clinical Practice

Although existing data strongly support the use of new biomarkers in routine clini-
cal practice, many clinicians still express skepticism. Biomarkers enable an accurate
diagnosis to be made at a very early stage and offer new insights into the severity
and prognosis of AKI. Therefore, the 10th ADQI Consensus Conference proposed
to utilize both function (classic) and damage (new) biomarkers to define and char-
acterize AKI (Fig. 2) and integrate them into preventive and therapeutic strategies
(Fig. 3; [9]).
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Fig. 2 Diagnosis of AKI
using functional and damage
biomarkers. To diagnose
AKI earlier, functional and
damage biomarkers facilitate
the process. It is obvious that
a patient’s condition may
change and that a change
from one phase to another
is possible. pos.: positive;
neg.: negative; sCr: serum
creatinine

sCr neg.
No functional 

change

sCr pos.
Functional 

change

Biomarker neg.
No damage

Biomarker pos.
Damage

No functional 
change or 

damage

Functional 
change without 

damage

Damage 
without 

functional 
change 

Damage with 
functional 

loss

• Risk assessment
• Early identification
• Targeted intervention
• Prognosis

• Functional (sCr and UO)
• Damage (e.g., NGAL and 
 TIMP-2⋅IGFBP7)
• Combination

• Consider clinical setting
• Improve process of care 
 (KDIGO guidelines, RIPC)
• Timely initiation of RRT

Biomarkers

When to use? Which to measure? How to interpret?

Fig. 3 Decision guide for the utilization of biomarkers [9]. sCr: serum-creatinine; UO: uri-
nary output; NGAL: neutrophil gelatinase associated lipocalin; TIMP-2: tissue inhibitor of
metalloproteinase-2; IGFBP: insulin-like growth factor binding protein; RIPC: remote ischemic
preconditioning; RRT: renal replacement therapy

Strategies for the Prevention of AKI

Over the last few years, reasonable efforts have been made to identify interventions,
drugs and strategies for the prevention of AKI, unfortunately with little success. The
bundle of preventive strategies proposed by the KDIGO guidelines includes the dis-
continuation and avoidance of nephrotoxic agents, the assurance of volume status
and perfusion pressure, the consideration of functional hemodynamic monitoring,
close monitoring of the functional markers, serum creatinine and urinary output,
and avoidance of hyperglycemia [7]. The true clinical benefit of these recommen-
dations is as yet scientifically not established. Aside from, and in addition to the
KDIGO bundle, existing data suggest that remote ischemic preconditioning might
be effective in the prevention of AKI in high-risk patients.



114 M. Meersch and A. Zarbock

Nevertheless, the fundamental aspect for the prevention of AKI is to identify
patients at risk by using new biomarkers. New biomarkers help to identify patients at
risk for AKI before the occurrence of functional loss. Their implementation would
allow for earlier and more timely execution of the bundle of preventive measures
proposed by the KDIGO guidelines, which would be a great step forward. Vijayan
et al. [34] proposed the bedside measurement of TIMP-2�IGFBP7 in patients with
at least one risk factor for AKI, especially after cardiac and major high-risk surgery
and in patients with sepsis, to detect acute tubular damage early.

Currently, a large randomized controlled trial is underway addressing exactly
this particular issue (German Clinical Trials Register: DRKS00006139). Hopefully,
this trial will provide more definitive answers as to whether and to what extent
adherence to the KDIGO guidelines is truly effective, and whether it is sufficient
to implement these strategies only in patients with elevated biomarker levels and
a high risk for AKI.

Strategies for the Initiation of RRT

The lack of a broad consensus definition results in wide practice variation for start-
ing RRT in the course of AKI development. The decision is influenced by several
factors, including serum creatinine, urinary output, patient condition, and is more
than anything a question of the preferences of the intensivist in charge of the patient.
The timing of RRT initiation has been the focus of many studies. Data from obser-
vational studies suggest a trend toward early initiation of RRT [35–37]. However,
the conclusions were based on heterogeneous studies with varying definitions of
‘early’ and ‘late’. Recently, two randomized controlled trials have been performed
analyzing the effect of early initiation of RRT on patient outcome (the Artificial
Kidney Initiation in Kidney Injury [AKIKI] and Early vs Late Initiation of Renal
Replacement Therapy in Critically Ill Patients With Acute Kidney Injury [ELAIN]
trials) [38, 39]. These trials came to different conclusions. Gaudry et al. (AKIKI
trial) showed no survival benefit at day 60, whereas Zarbock et al. (ELAIN trial)
demonstrated a significantly reduced 90-day mortality with the early initiation of
RRT. The difference might be caused by the stage of AKI severity at which RRT
was initiated. In the AKIKI trial, patients were enrolled once they achieved KDIGO
stage 3, an advanced stage in the chain of AKI development. In the ELAIN trial,
patients were enrolled at KDIGO stage 2. Furthermore, to avoid the inclusion of
patients likely recovering spontaneously from AKI, a biomarker-based model was
used and patients were included if NGAL levels exceeded 150 ng/ml. As mentioned
above, the elevation of NGAL is strongly associated with the need for RRT. Se-
lecting patients for RRT using a combination of function and damage biomarkers,
effectively reduced the 90-day all-cause mortality in patients at KDIGO stage 2 who
were treated early with RRT.

This interesting approach serves as an example of how to incorporate biomarker
measurements into clinical algorithms. Ideally, future studies should address two
questions: which patients do not need RRT treatment because they will likely re-
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cover spontaneously from AKI, and which patients with severe renal injury will
benefit from early treatment with RRT.

Conclusion

AKI is a common and severe complication in critically ill patients with a high im-
pact on patient outcome. Great efforts have been devoted to identify new biomarkers
and to integrate them in new strategies for the early diagnosis and optimization
of preventive and therapeutic strategies. The two biomarkers NGAL and TIMP-
2�IGFBP7 can be measured at the bedside within a few minutes. They have demon-
strated promising results for both the early detection and prognostication of the
development of AKI. Consequently, in patients at risk for AKI renoprotective treat-
ment strategies (maintenance of hemodynamic stability, optimization of intravascu-
lar volume status, avoidance of nephrotoxic agents) should strictly be implemented
to avoid a loss of kidney function. In high risk critically ill patients with already
established AKI and elevated biomarker levels an early initiation of RRT should be
considered.
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When Should Renal Replacement Therapy
Start?

J. Izawa, A. Zarbock, and J. A. Kellum

Introduction

The use of renal replacement therapy (RRT) must be tailored as two recent random-
ized controlled trials (RCTs) demonstrated [1, 2]. In a study where the vast majority
of patients received RRT, early initiation resulted in improved survival [1], whereas,
in a study where only a fraction of patients ever required RRT, a ‘wait and see’ ap-
proach appeared to be preferred [2]; however, even in this situation, those requiring
late therapy generally do worse.

For patients with ‘less severe’ acute kidney injury (AKI), who are not judged as
requiring RRT, outcomes are generally better. However, less severe AKI may still be
in the causal pathway for morbidity and mortality in critically ill patients [3]. Effects
of renal dysfunction on immune function, fluid balance, and drug clearance may
result in a myriad of complications, prolonging hospitalization and increasing risk
of death. Evolution in disease management from severe to ‘less severe’ is familiar to
us all. The emergence of non-ST segment myocardial infarction and ‘precancerous
syndromes’ are both examples of evolving pathonomenclature as the epidemiology
and pathobiology of diseases like coronary artery disease and cancer advance. We
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should expect the same as we move from acute renal failure to AKI and ultimately
to acute kidney disease [4].

Benefits and Harms of Early-timing RRT

The potential benefits and harms of RRT are shown in Box 1. Early initiation of
RRT might therefore lead to certain benefits but also cause certain harms. Although
there are few RCTs about the effects of fluid removal, fluid overload is definitely
harmful for the prognosis of critically ill patients with and without AKI [5–13]. Ul-
trafiltration by early RRT could achieve adequate fluid removal even when diuretic
therapy and fluid restriction do not succeed. In addition, fluid removal itself might
encourage renal recovery because studies have indicated that the increase in central
venous pressure (CVP) would play an important role in the progression of renal
injury [14–16]. Conversely, complications associated with RRT (hemodynamic in-
stability, infection) might adversely affect renal recovery.

Box 1. Potential benefits and harms associated with renal replacement therapy

Benefits
� Fluid removal
� Removal of uremic toxins
� Stabilizing electrolyte levels and acid-base balance
� Elimination of other toxins (e. g., cytokines)

Harms
� Hemodynamic instability, especially in intermittent hemodialysis
� Excess removal of electrolytes such as potassium or phosphate
� Removal of drugs
� Complications of catheter insertion, catheter-related infections
� Cost

How ShouldWe Define the Timing of RRT?

In early clinical research in this area, ‘late’, also called ‘delayed’, initiation of
RRT, was often defined as at the time of “life-threatening indications,” also called
“absolute indications” or “classic indications.” Life-threatening indications were
suggested in the Kidney Disease: Improving Global Outcomes (KDIGO) practice
guidelines as follows: hyperkalemia, acidemia, pulmonary edema, and uremic com-
plications [17]. However, there are no clear, standardized thresholds that absolutely
indicate RRT initiation [18]. Furthermore, most guidelines have emphasized the
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importance of avoiding these complications rather than trying to reverse them once
they have occurred.

A lot of critically ill patients with AKI have a progressive decline in kidney
function and they do not develop these ‘absolute indications’. Unfortunately, the
definition of ‘early’ strategy is much more uncertain than that of late initiation.
Some studies chose biochemistry levels, such as blood urea nitrogen (BUN) and
serum creatinine, as early initiation criteria and other studies defined time from
AKI or from advanced stage AKI, for example using the Risk, Injury, Failure, Loss
and End-stage kidney disease (RIFLE) [19] or the Acute Kidney Injury Network
(AKIN) [20] criteria [18]. In a recent systematic review about the timing of RRT,
Wierstra and colleagues conducted meta-analyses including recent RCTs [18]. In
their systematic review, a meta-analysis of nine high-quality studies defined by the
authors (seven RCTs and two observational studies) showed that early initiation was
not significantly different from later initiation in terms of survival (random effects
OR 0.665, 95% CI 0.384–1.153, p = 0.146). However, high statistical heterogeneity
(I2 = 72.5%) was observed making any definitive conclusions difficult. In addition,
we should consider that clinical heterogeneity was also high because there were
various definitions of the timing of RRT in the included studies. Therefore, it is
difficult to evaluate meta-analyses even if new RCTs are included, unless or until
standardization of clinical protocols is achieved.

The AKIKI Trial

The Artificial Kidney Initiation in Kidney Injury (AKIKI) trial was conducted in
31 ICUs in France from September 2013 through January 2016 [2]. In the study,
620 patients with severe AKI (KDIGO stage 3) and with mechanical ventilation,
vasopressors (epinephrine or norepinephrine), or both were randomly allocated to
“early strategy” or “delayed strategy” of RRT, and 619 patients were analyzed.
The main exclusion criteria were life-threatening indications for dialysis on en-
rollment as follows: severe hyperkalemia, metabolic acidosis, pulmonary edema,
or BUN>112mg/dl. In the early-group, RRT was immediately started after ran-
domization. In the late-group, if the abnormalities aforementioned in the exclusion
criteria or oliguria > 72 hours developed, RRT was initiated. If the spontaneous
urine output was � 500ml per 24 h, discontinuation of RRT was considered in
the two groups. Discontinuation was highly recommended if the spontaneous urine
output was � 1,000ml per 24 h without using diuretics, or if the urine output was
� 2,000ml per 24 h with diuretics.

No difference between the two groups was observed in terms of 60-day overall
survival, the primary outcome: death at day-60 was 48.5% (150/311) in the early-
group and 49.7% (153/308) in the late-group. Importantly, 49% (151/311) of pa-
tients in the late-group never received RRT. Analyzing only those patients who
received RRT, mortality at 60 days was 48.5% in the early and 61.8% in the de-
layed group. Those patients never receiving RRT had the lowest mortality (37.1%),
but were less ill at baseline compared to the other groups as shown by sequen-
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tial organ failure assessment (SOFA) scores (p < 0.0001). In addition, in the early-
group, there were more catheter-related blood stream infections (10% [31/311] vs.
5% [16/308], p = 0.03) and cases of hypophosphatemia (22% [69/311] vs. 15%
[46/308], p = 0.03). Patients in the late-group achieved adequate diuresis without
the need for RRT earlier than in the early-group (p < 0.001).

The ELAIN Trial

Another important recent RCT, the Early vs Late Initiation of Renal Replacement
Therapy in Critically Ill Patients With Acute Kidney Injury (ELAIN) trial, was con-
ducted at a single center in Germany between August 2013 and July 2015, and the
result were published at almost the same time as the AKIKI trial results [1]. The
inclusion criteria were patients aged 18–90 years with KDIGO stage 2 and plasma
neutrophil gelatinase-associated lipocalin (NGAL) > 150 ng/ml, in addition to at
least one of the following conditions: severe sepsis, high doses of catecholamines,
fluid overload, or non-renal SOFA score > 2.

RRT was initiated within 8 h after randomization and diagnosis of KDIGO
stage 2 for patients in the early-group. For patients in the late-group, RRT was
started within 12 h after developing KDIGO stage 3 or any of the following ab-
solute indications: BUN > 100mg/dl, severe hyperkalemia (K>6mEq/l), severe
hypermagnesemia (Mg > 8mEq/l), urine output < 200ml per 12 h, and organ edema
resistant to loop diuretics. Renal recovery was defined by spontaneous urine output
> 400ml per 24 h or urine output 2,100ml per 24 h with diuretics, and recovered
creatinine clearance (> 20ml/min). RRT was discontinued if the renal recovery
occurred.

In the ELAIN trial, 231 patients were randomly allocated and eligible in the
intention-to-treat analyses. The method was continuous venovenous hemofiltration
with citrate as the anticoagulation among all patients who received RRT, and 90.8%
(108/119) of the patients even in the late-group eventually received RRT. The 90-
day mortality rate as the primary outcome was significantly lower in the early-group
compared to the late-group (39.3% [44/112] vs. 54.7% [65/119], p = 0.03). More
patients in the early-group recovered renal function by day 90 than in the late-group
(53.6% [60/112] vs. 38.7% [46/119], p = 0.02). The duration of RRT in the early-
group was shorter than in the late-group (9 days vs. 25 days, p = 0.04). Levels of
selected plasma proinflammatory mediators, such as interleukin (IL)-6 and IL-8,
were reduced in the early-group. Although the clinical significance of changes in
IL-6 and IL-8 are uncertain, these molecules have been found to be associated with
survival and recovery of renal function [21] and are not influenced by intensity of
RRT (within the range tested in recent dosing trials) [22].
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Limitations of AKIKI and ELAIN

Given the results of these two trials, should we adopt a ‘wait and see’ approach for
all patients with severe AKI according to the results of AKIKI [2] or should we
initiate RRT early as per ELAIN [1]? Before we decide, we should consider some
points before generalizing the results to patients in our real world. First, the initial
mode of RRT in the AKIKI study was intermittent RRT (IRRT) for over 50% of
the patients who received RRT in both groups. Moreover, continuous RRT (CRRT)
was used as the sole method in only about 30% of the patients. Given that 85% of
patients enrolled in AKIKI were receiving vasopressors (i. e., hemodynamically un-
stable), we would expect the vast majority of patients to be treated using CRRT – as
per KDIGO and other guidelines [17]. Thus, it is possible that potential benefits of
early initiation of RRT were negated by potential harms (Box 1). Second, in a post-
hoc analysis of the trial, the mortality at day 60 was lowest among patients ran-
domized to the ‘late’ group who never received RRT (37.1% [56/151]), and highest
among patients who received late RRT (61.8% [97/157]). Mortality for patients in
the early group was in-between (48.5% [150/311]). Therefore, the early-group in-
cluded patients who would never have received RRT had they been randomized to
the late-group (Fig. 1). On the other hand, RRT initiation might have been too de-
layed for patients who ultimately received RRT in the late-group. In other words,
there is both a risk of unnecessary treatment using a strategy of early initiation, and
a risk of harmful delay when using a strategy of ‘wait and see’.

Obviously, the ELAIN trial has some limitations as well. First, most patients
were postoperative cardiac surgery patients so generalizability might be limited.
A second threat to generalizability is the single center study design. An interest-
ing aspect of ELAIN was that investigators used a biomarker (plasma NGAL) to
exclude low-risk patients. This enrichment approach has been advocated in the con-
duct of clinical trials in AKI [23]. However, this marker is relatively novel and few
nephrologists or intensivists around the world have access to it.

Comparison of the Two Studies

Both studies, AKIKI and ELAIN, were RCTs, making the potential for bias from
unobservable and unmeasured confounders small. However, we should consider the
phenomenon of ‘interaction’ or ‘effect modification’ even in randomized trials. Pa-
tient severity could modify the effect of timing of RRT on clinical outcomes. When
we compare the two trials, it seems that each trial included patients with rather
different severity and time course. Fig. 1 is a conceptual model for understand-
ing the patient selection in each trial. In the figure, the early-group of the ELAIN
trial included many typical patients (shown in white) and several very sick patients
(striped), but obviously excluded patients with emergent indications (dark gray).
The late-group included some patients who spontaneously recovered renal function
(light gray) and also some patients who developed emergent indications between the
time that they were enrolled and the time they met ‘late RRT’ criteria. In the AKIKI
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ELAIN Early ELAIN Late AKIKI Early AKIKI Late

Excluded

Excluded

Typical patient Spontaneous recovery Very sick patient Emergent indications

Fig. 1 Conceptual model for recent trial results on timing of renal replacement therapy (RRT).
When you compare the two trials you can see that they looked at rather different patients. Starting
on the far left, the early arm of the ELAIN trial [1] included many typical patients (shown in white)
and several very sick patients (striped) but obviously excluded patients with emergent indications
(dark gray). The late arm includes some patients who spontaneously recovered renal function
(light gray) and also some patients who developed emergent indications. The AKIKI ‘early’ arm
would have excluded those early recovery patients and also those with emergent indications prior
to enrollment. The remaining patients are less sick and may have spontaneous recovery before
reaching criteria for ‘late’ initiation

early-group, we would have excluded those early recovery patients and also those
with emergent indications prior to enrollment. Indeed, as the supplement to the pa-
per shows, more patients were excluded because of emergent indications (n = 663)
than were ultimately randomized (n = 620). Not surprisingly, the remaining patients
were less sick and may have had spontaneous recovery before reaching the criteria
for late initiation (life-threatening indications).
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Too early and may be harmful
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Fig. 2 Optimal timing of initiation of renal replacement therapy. This graph suggests that the rela-
tionship between the timing of renal replacement therapy (RRT) and its effects may not be linear.
The horizontal axis indicates timing of RRT. In this graph, ‘timing’ includes various meanings: not
just ‘time’ from certain AKI stages but also the ‘severity’ of the patients. The vertical axis indicates
the potential effects of RRT: for example, renal recovery and improving survival. Timing may be
too early and not necessary for less severe patients who might spontaneously recover. On the other
hand, timing might be too late for more severely ill patients who will develop an emergent need
for RRT

Future RCTs

As of September 2016, two larger RCTs are progressing (STARRT-AKI:
NCT02568722 [24] and IDEAL-ICU: NCT01682590 [25]). Unless the problems
of inclusion criteria and effect modification are solved, however, any new RCTs or
new meta-analyses will continue to be limited in their ability to draw firm conclu-
sions that will alter clinical practice. Given the results of the two RCTs, AKIKI and
ELAIN, we can conclude the following: we should not start RRT early for patients
who will not need RRT, and we should not delay RRT for patients who will need it
(Fig. 2). Determining who will or will not ultimately need RRT therefore becomes
a critical issue. Tools that can predict whether AKI patients will need RRT within
a few days or biomarkers that do this would be quite helpful. Using such tools, we
would be able to include patients who will need RRT more precisely and provide
more precision RRT – as well as conduct more informative trials.
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Optimal Timing of RRT: From a ‘Time-centered’
to a ‘Patient-centered’ Approach

For staging AKI, the standardized criteria by KDIGO will be useful for future AKI
research [17]. The “AKI checklist” as recently proposed will also be helpful to
diagnose AKI [26]. However, even global criteria have limitations for predicting
whether patients will need RRT. For example, with the KDIGO criteria, a patient
with AKI and a serum creatinine of 4.0mg/dl will be classified as ‘Stage 3’ whether
they have a baseline creatinine of 3.7 or 1.0mg/dl. Obviously, these patients will
not have the same AKI severity even if they have similar ‘renal impairment’. They
may also have very different recovery potential.

It is time to move from a ‘time-centered’ to a ‘patient-centered’ approach.
Biomarkers, such as NGAL, may play a role but their clinical utility for this indi-
cation has not yet been established. Risk prediction models, such as the Cleveland
Clinic Foundation Score [27] or the Renal Angina Index [28], may be useful in
certain populations but they have not been widely validated. Dynamic parameters
such as the furosemide stress test may also be efficient to predict the future-need for
RRT [29]. Koyner and colleagues found that 2-hour urine output after intravenous
administration of furosemide (1.0–1.5mg/kg) significantly predicted RRT and the
predictability was significantly better than any other novel biomarkers, including
plasma NGAL [30]. However, although their findings deserve attention, the results
still require external validation. Ultimately, the best prediction model might be
some combination of ICU parameters (e. g., cumulative and recent fluid balances,
recent urine output, severity of illness), along with biomarkers and/or furosemide
stress test.

Conclusion

Despite the results of the recent RCTs, AKIKI and ELAIN, we cannot yet provide
a definitive answer about the timing of RRT initiation. Furthermore, we may not
be any more certain once the results of currently ongoing RCTs become available
because of the challenges this kind of research involves. For the present, if the pop-
ulation in each clinical practice has a low proportion of RRT (� 50%) then a ‘wait
and see’ approach may be best, but if the population is more likely to receive RRT
(> 70%) then it probably makes sense to start early. Tools for the precise prediction
of RRT, whether biomarkers, clinical scores or both, are definitely needed.

References

1. Zarbock A, Kellum JA, Schmidt C et al (2016) Effect of early vs delayed initiation of renal
replacement therapy on mortality in critically ill patients with acute kidney injury: The ELAIN
randomized clinical trial. JAMA 315:2190–2199

2. Gaudry S, Hajage D, Schortgen F et al (2016) Initiation strategies for renal-replacement ther-
apy in the intensive care unit. N Engl J Med 375:122–133



When Should Renal Replacement Therapy Start? 127

3. Kellum JA, Murugan R (2016) Effects of non-severe acute kidney injury on clinical outcomes
in critically ill patients. Crit Care 20:159

4. Kellum JA, Ronco C, Bellomo R (2016) Acute kidney disease and the community. Lancet
387:1974–1976

5. Boyd JH, Forbes J, Nakada TA, Walley KR, Russell JA (2011) Fluid resuscitation in septic
shock: a positive fluid balance and elevated central venous pressure are associated with in-
creased mortality. Crit Care Med 39:259–265

6. Bellomo R, Cass A, Cole L et al (2012) An observational study fluid balance and patient
outcomes in the Randomized Evaluation of Normal vs. Augmented Level of Replacement
Therapy trial. Crit Care Med 40:1753–1760

7. Rahbari NN, Zimmermann JB, Schmidt T, Koch M, Weigand MA, Weitz J (2009) Meta-
analysis of standard, restrictive and supplemental fluid administration in colorectal surgery.
Br J Surg 96:331–341

8. Wiedemann HP, Wheeler AP, Bernard GR et al (2006) Comparison of two fluid-management
strategies in acute lung injury. N Engl J Med 354:2564–2575

9. Heung M, Wolfgram DF, Kommareddi M, Hu Y, Song PX, Ojo AO (2012) Fluid overload at
initiation of renal replacement therapy is associated with lack of renal recovery in patients with
acute kidney injury. Nephrol Dial Transplant 27:956–961

10. Vaara ST, Korhonen AM, Kaukonen KM et al (2012) Fluid overload is associated with an
increased risk for 90-day mortality in critically ill patients with renal replacement therapy:
data from the prospective FINNAKI study. Crit Care 16:R197

11. Teixeira C, Garzotto F, Piccinni P et al (2013) Fluid balance and urine volume are independent
predictors of mortality in acute kidney injury. Crit Care 17:R14

12. Bouchard J, Soroko SB, Chertow GM et al (2009) Fluid accumulation, survival and recovery
of kidney function in critically ill patients with acute kidney injury. Kidney Int 76:422–427

13. Wang N, Jiang L, Zhu B, Wen Y, Xi XM (2015) Fluid balance and mortality in critically ill
patients with acute kidney injury: a multicenter prospective epidemiological study. Crit Care
19:371

14. Chen KP, Cavender S, Lee J et al (2016) Peripheral edema, central venous pressure, and risk
of AKI in critical illness. Clin J Am Soc Nephrol 11:602–608

15. Damman K, van Deursen VM, Navis G, Voors AA, van Veldhuisen DJ, Hillege HL (2009)
Increased central venous pressure is associated with impaired renal function and mortality in a
broad spectrum of patients with cardiovascular disease. J Am Coll Cardiol 53:582–588

16. Mullens W, Abrahams Z, Francis GS et al (2009) Importance of venous congestion for wors-
ening of renal function in advanced decompensated heart failure. J Am Coll Cardiol 53:589–
596

17. Kidney Disease: Improving Global Outcomes (2012) KDIGO Clinical Practice Guideline for
Acute Kidney Injury. Kidney Int Suppl 2:1–141

18. Wierstra BT, Kadri S, Alomar S, Burbano X, Barrisford GW, Kao RL (2016) The impact of
“early” versus “late” initiation of renal replacement therapy in critical care patients with acute
kidney injury: a systematic review and evidence synthesis. Crit Care 20:122

19. Bellomo R, Ronco C, Kellum JA,Mehta RL, Palevsky P (2004) Acute renal failure – definition,
outcome measures, animal models, fluid therapy and information technology needs: the Second
International Consensus Conference of the Acute Dialysis Quality Initiative (ADQI) Group.
Crit Care 8:R204–212

20. Mehta RL, Kellum JA, Shah SV et al (2007) Acute Kidney Injury Network: report of an ini-
tiative to improve outcomes in acute kidney injury. Crit Care 11:R31

21. Murugan R, Wen X, Shah N et al (2014) Plasma inflammatory and apoptosis markers are
associated with dialysis dependence and death among critically ill patients receiving renal
replacement therapy. Nephrol Dial Transplant 29:1854–1864

22. Murugan R, Wen X, Keener C et al (2015) Associations between intensity of RRT, inflamma-
tory mediators, and outcomes. Clin J Am Soc Nephrol 10:926–933



128 J. Izawa et al.

23. Kellum JA, Devarajan P (2014) What can we expect from biomarkers for acute kidney injury?
Biomark Med 8:1239–1245

24. Wald R, Adhikari NK, Smith OM et al (2015) Comparison of standard and accelerated initia-
tion of renal replacement therapy in acute kidney injury. Kidney Int 88:897–904

25. Barbar SD, Binquet C, Monchi M, Bruyere R, Quenot JP (2014) Impact on mortality of the
timing of renal replacement therapy in patients with severe acute kidney injury in septic shock:
the IDEAL-ICU study (initiation of dialysis early versus delayed in the intensive care unit):
study protocol for a randomized controlled trial. Trials 15:270

26. Kellum JA, Bellomo R, Ronco C (2016) Does this patient have acute kidney injury? An AKI
checklist. Intensive Care Med 42:96–99

27. Thakar CV, Arrigain S, Worley S, Yared JP, Paganini EP (2005) A clinical score to predict
acute renal failure after cardiac surgery. J Am Soc Nephrol 16:162–168

28. Chawla LS, Goldstein SL, Kellum JA, Ronco C (2015) Renal angina: concept and development
of pretest probability assessment in acute kidney injury. Crit Care 19:93

29. Chawla LS, Davison DL, Brasha-Mitchell E et al (2013) Development and standardization of
a furosemide stress test to predict the severity of acute kidney injury. Crit Care 17:R207

30. Koyner JL, Davison DL, Brasha-Mitchell E et al (2015) Furosemide stress test and biomarkers
for the prediction of AKI severity. J Am Soc Nephrol 26:2023–2031



An Overview of Complications Associated
with Continuous Renal Replacement Therapy
in Critically Ill Patients

S. De Rosa, F. Ferrari, and C. Ronco

Introduction

Acute kidney injury (AKI) is a frequent event in the intensive care unit (ICU) with
a prevalence of approximately 40–57%. Approximately 13% of AKI patients re-
ceive extracorporeal treatment, associated with prolonged hospitalization and a high
risk of death [1–5]. Renal replacement therapy (RRT) in critically ill patients is con-
ducted as either intermittent hemodialysis or continuous renal replacement therapy
(CRRT).

There is still ongoing debate concerning the optimal time to start RRT or which
modality to use in the course of critical illness complicated by AKI. A recent sys-
tematic review showed that ‘early’ initiation of RRT in critical illness complicated
by AKI did not improve patient survival or confer reductions in ICU or hospital
lengths of stay [6]. Concerning the choice of modality, it should be made individ-
ually and on the basis of specific clinical situations. CRRT enables excess fluid
to be removed more gradually and provides more efficient removal of small and
large metabolites, Intermittent RRT is more practical, flexible, and cost-effective
minimizing anticoagulation and thus bleeding risks and enabling more efficient re-
moval of small solutes, such as potassium [7]. A recent prospective study compared
mortality and short- and long-term renal recovery in patients treated with CRRT
or intermittent hemodialysis. Results showed that CRRT did not appear to improve
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Table 1 Technical-clinical complications of renal replacement therapy

Technical Clinical
Vascular access Bioincompatibility and immune activation
Decreased filter lifespan and dialysis dose Hypothermia
Air embolism Hemodynamic instability
Imbalance of fluids and electrolyte Hematological complications

Electrolyte and acid-base disturbances
Nutritional losses
Errors in fluid management
Drug removal

30-day or 6-month patient outcomes. CRRT seems beneficial for patients with fluid
overload, but may be deleterious in the absence of hemodynamic failure [8]. CRRT
also has complications. Because of the complexity of these patients, it is often dif-
ficult to distinguish between complications related to the extracorporeal treatment
(technical complications) and those occurring as the result of the underlying disease
process (clinical complications) (Table 1). In addition, the continuing evolution of
technology, new indications for treatment and the need for a team expert in ex-
tracorporeal therapy have led gradually to parallel changes in the frequency and
relative degree of the various complications, so it is more appropriate to define
them together as technical-clinical complications. In the past, the dialytrauma con-
cept was developed to enable early identification of harmful adverse events related
to CRRT and to propose strategies to minimize them [9]. The present chapter de-
tails the existing evidence on technical-clinical complications related to CRRT to
provide practical knowledge for those managing CRRT in the ICU.

Vascular Access

An adequately functioning temporary vascular access is an essential component for
effective CRRT in AKI, but it is important to preserve the patient’s vascular network
in case of evolution to end-stage renal disease [10]. Central venous catheters (CVC)
used in the ICU to perform extracorporeal treatment are high flow, temporary, not
tunneled and dual.

Venous access sites include the subclavian, internal jugular and femoral veins.
The Kidney Disease: Improving Global Outcomes (KDIGO) guidelines suggest the
use of ultrasound for the placement of high flow CVCs in the right internal jugu-
lar vein to perform extracorporeal treatment. A femoral catheter is preferred to
a catheter in the left internal jugular vein to reduce catheter failure, and the sub-
clavian vein should be considered as a last option. In addition, it is suggested that
a chest x-ray be performed after placement and before using a catheter in the sub-
clavian vein or jugular vein [11].

Complications may be related to dysfunction (acute malfunction) or infection of
the catheter [12, 13]. Catheter dysfunction, due to blood recirculation through the
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double lumen, causes hemoconcentration. Short femoral catheters (9–13 cm) have
a higher recirculation rate than longer femoral catheters (18–25 cm) [14].

Any distortion or kinking of the catheter can result in the generation of different
flows and pressures; this causes a reduction in laminar flow associated with deposi-
tion of fibrin, an increase in negative pressure in the artery and in positive pressure
in the vein but also a decrease in both the length of the catheter and the filter lifespan
with a decrease in dialysis dose [15].

The risk of nosocomial infections increases with increasing duration of extra-
corporeal treatment: patients may develop catheter colonization or catheter-related
systemic infection. Colonization and infection risk may be influenced by the inser-
tion site, the duration of use, and the CRRT modality. Recent evidence suggests
that double lumen jugular and femoral CVCs used for RRT (including intermittent
dialysis) in the ICU do not differ significantly with respect to these risks [16]. How-
ever, the results may not be so relevant to patients receiving RRT in whom a second
double lumen CVC is positioned or replaced on the guide wire inserted in an exist-
ing catheter. A recent study by Chua et al. showed that in the initial and prolonged
use of CRRT, double lumen femoral CVCs, compared with non-femoral, were safe
and viable options, supported by low colonization and infectious profiles compared
to non-femoral sites [5]. The replacement of femoral catheters to maintain venous
access for CRRT is associated with an acceptable risk of colonization and infec-
tion [5]. Although guide-wire exchange compared to venepuncture insertion did
not contribute to dialysis catheter colonization or infection, it was associated with
a more than twofold increase in catheter dysfunction [17]. However, repeated use
and prolonged femoral CVCs may be less appropriate in obese patients because
of the high risk of colonization [5]. These important findings may help guide the
choice of vascular access for RRT in critically ill patients.

Reduced Filter Life

Circuit clotting increases nursing workload, cost of therapy and blood loss [18]. It
is not rare for a filter to have reduced efficiency with a consequent reduction in the
effective dialysis time and dose. In addition, the prescribed dialysis dose may also
be reduced, not only because of malfunctioning of the device, but also because of
treatment interruptions for diagnostic procedures or because of the presence of non-
expert personnel [15, 19]. The effectiveness of the filter decreases with the passage
of time: clearance of solutes is also impaired as the sieving coefficients decrease
with increasing time. Accordingly, ultrafiltration is reduced due to the formation of
a protein layer from the deposition of proteins (i. e., clogging), which enhances the
blockage of hollow fibers [18].
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Air Embolism

After priming, air may remain in the extracorporeal circuit or may enter because of
losses present in parts of the extracorporeal circuit (pre-pump, pump). Microbub-
bles originating in the extracorporeal lines of dialysis machines may be endogenous
in cases of decompression sickness or mechanical heart valves [20]. Microbubbles
obstruct blood flow in the capillaries, thus causing tissue ischemia, followed by an
inflammatory response and complement activation, obstruction of the microcircula-
tion and tissue damage [20].

All devices can detect the presence of air bubbles inside the circuit with con-
sequent interruption of flow and emission of an audible alarm. The air detectors
protect patients from massive air embolism, but are not designated to prevent infu-
sion of microbubbles.

Fluid Balance

The reliability and safety of CRRT machines have improved, but there still remains
the potential for fluid balance errors during treatment [21]. The new generations of
CRRT machines are more reliable but may still cause some problems, such as the
‘water balance error’ alarm that can appear on several occasions without requiring
discontinuation of treatment. Recent software versions force the operator to dis-
continue therapy after a given number of repeated alarms. However, most CRRT
machines do not stop the treatment and allow the user to override the alarm repeat-
edly, which represents a potential risk to the patient. An accurate fluid management
system may be particularly useful in the pediatric population: often clinicians adapt
approved adult CRRT devices for use in children because of lack of safer alterna-
tives [22]. Unfortunately, this may result in inaccurate fluid balance. Moreover, the
extracorporeal blood volume used in current adult CRRT devices, which exceeds
15% of the total blood volume in many children, represents a health hazard to the
smaller patients due to risks associated with clotting, hypotension, hypothermia and
transfusion complications [22]. The need for adequate practical training, and clear
protocols and procedures for RRT cannot be underestimated.

Hemodynamics

Hemodynamic instability and tissue hypoperfusion are major features of the criti-
cally ill patient. The following factors can influence hemodynamic stability: patient
blood volume, which is directly influenced by the speed of ultra-filtration; aggres-
sive removal of fluids, which results in a depression of the intravascular volume
but also, in the presence of compromised myocardial function, may lead to a re-
duction in systemic perfusion [23]. Invasive blood pressure monitoring, evaluation
of central venous pressure (CVP), urine output and systemic perfusion are useful to
help maintain stable hemodynamics and optimize volume status [15]. A prospective



An Overview of Complications Associated with Continuous Renal Replacement 133

observational study evaluated the impact of the “Slow blood flow safety protocol”
on the start of CRRT and dependence on vasopressors in critically ill patients with
AKI. A total of 205 circuits were studied in 52 patients. The slow blood flow safety
protocol consisted of the following steps: 1) the blood pump set at speeds equal to
50ml/min until the circuit is completely filled with blood; 2) increased blood pump
speed of 20–50ml/min every 5–10min until 200ml/min is reached. During the first
4 h of treatment following initiation of CRRT, there were no significant changes
in mean arterial pressure (MAP), heart rate, CVP, or vasopressor dose compared
to baseline. Only 16 circuits initiated in 13 patients were associated with a MAP
> 20%. The implementation of a slow blood flow protocol might therefore be useful
to limit episodes of hemodynamic compromise [24].

Biocompatibility

Bioincompatibility involves a complex series of humoral and cellular reactions (co-
agulation, the complement cascade, leukocytes and platelets) triggered by exposure
of blood to foreign material. Use of biomaterials with direct blood contact results
in activation of the blood coagulation system and in an inflammatory reaction.
These responses are the result of the natural response of the host defense mech-
anism against foreign surfaces. Inadequate control by natural inhibitors results in
pathological processes, including microthrombi generation or thrombosis, bleeding
complications, hemodynamic instability, fever, edema, and organ damage. These
adverse events become manifest during prolonged and intensive foreign material
contact with vascular implants and extracorporeal blood circulation [25]. These
reactions are very complex and not completely understood. Contact between the
active material and blood cytokines and proteases causes an increase in protein and
energy expenditure. To reduce bioincompatibility reactions, the membrane pore size
has been increased and biomaterials improved (e. g., microfluidics and membrane-
less systems, living membranes, etc.) [26]. These changes optimize the removal
of low molecular weight proteins and the direct removal of inflammatory media-
tors. The literature reports rare anaphylactoid reactions to dialysis membranes from
activation of bradykinin, especially in patients previously treated with angiotensin
converting enzyme inhibitors [27].

Hypothermia

Heat loss, heat conservation, and heat generation interact to maintain a narrow op-
timum range for cell functions [28]; in 5–50% of cases, RRT may expose the blood
of the patient to an ambient temperature for a prolonged period of time [15]. The
associated heat loss involves loss of energy, with increased oxygen demands, vaso-
constriction, and inhibition of leukocyte function and coagulation. For this reason,
it is recommended that body temperature is monitored and, if possible, external
heating used. New devices are equipped with external heaters but these may not
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be sufficient. Intravenous infusion of heated liquid is not mandatory and does not
prevent hypothermia during CRRT [14, 29].

Bleeding

Hemorrhagic complications have been reported in up to 30% of critically ill patients
with AKI undergoing RRT with systemic anticoagulation [30]. Bleeding is a hema-
tological complication that can occur during an extracorporeal treatment, and may
be the result of clotting of the circuit and of the hemofilter, ineffective or exces-
sive anticoagulant therapy, and inadvertent disconnection of the CRRT system. In
addition, critically ill patients can also develop a procoagulant state due to sepsis,
hyperviscosity syndrome or antiphospholipid antibody syndrome [18].

Furthermore, despite obvious progress regarding biocompatibility, all current
membranes induce more or less activation of coagulation. Although studies have
assessed associations between circuit coagulation, platelet counts and platelet trans-
fusion, the interpretation of studies evaluating the duration of the extracorporeal
circulation is hindered by the complexity of interactions with the various causal
factors mentioned previously. Critically ill patients may not all require some form
of anticoagulation, but if it is necessary, systemic anticoagulation should be per-
formed using unfractionated heparin that has a short biological half-life and can be
monitored using routine laboratory tests. Unfortunately, unfractionated heparin has
a complex effect on platelets causing direct activation or immune-mediated throm-
bocytopenia [31].

Regional heparinization is another alternative that could be performed, using
an infusion of protamine on the return line of the extracorporeal circuit, but it is
not very successful. Low molecular weight heparins, widely used as antithrombotic
therapy, have a more predictable pharmacokinetic and anticoagulant response, with
an increased half-life that is more dependent on renal function, and a decreased
likelihood of heparin-induced thrombocytopenia [32]. An alternative to heparin is
citrate, which inhibits coagulation by chelating ionized calcium, and inducing pro-
found hypocalcemia in the filter, thus maintaining circuit patency and reducing the
risk of bleeding. The anticoagulant effect of citrate is regional in that it is partially
removed by the CRRT and in part metabolized. It can be recommended for CRRT
if and when metabolic monitoring is adequate and protocols are followed [30, 33].

Several non-randomized trials and two smaller randomized trials have shown
a reduction in bleeding and need for transfusions in patients receiving regional
citrate anticoagulation. A recent meta-analysis showed that the efficacy of citrate
and heparin anticoagulation during CRRT was similar. Citrate anticoagulation
decreased the risk of bleeding with no significant increase in the incidence of
metabolic alkalosis [34]. The KDIGO guidelines recommend anticoagulation with
citrate in critically ill patients in whom it is not contraindicated [11]. Citrate
inhibits cellular activation induced by bioincompatibility and attenuates the inflam-
matory response. Potential complications related to citrate include hypocalcemia,
metabolic alkalosis, hypernatremia and intoxication. Despite these concerns, there
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Table 2 Measures to preserve circuit life

Reduction of flow stasis Optimization of extracorporeal treatment
Vascular access CVVHDF (less hemoconcentration)
Nursing training Filtration fraction (less than 25%) or hematocrit post-filter

Pre-dilution versus post-dilution
Clogging
Kind of membrane
Filter size

CVVHDF: continuous veno-venous hemodiafiltration

is increasing evidence of the safety of citrate in patients with severe liver fail-
ure/liver transplant or severe septic shock with liver hypoperfusion [30]. Although
anticoagulation is important to preserve circuit life, it is also important to adopt
measures that ensure circuit life (Table 2).

Electrolyte Imbalance

AKI is associated with electrolyte and acid-base disturbances such as hyperkalemia,
metabolic acidosis, hypocalcemia and hyperphosphatemia. The initiation of dialy-
sis in AKI can efficiently treat these complications but can also trigger significant
electrolyte and acid-base disorders, such as hypokalemia, hypophosphatemia and
metabolic alkalosis, which may require changes in fluid delivery and composition
[35]. Electrolyte complications of CRRT can be classified into two categories [36]:

1) Complications caused by the removal of electrolytes during dialysis or hemofil-
tration with inadequate substitution;

2) Complications caused by the use of trisodium citrate as an anticoagulant.

Patients with liver failure, in particular, have a reduced ability to metabolize citrate,
leading to hypercitratemia and resulting in hypocalcemia and metabolic acidosis.
Citrate has unique properties as an anticoagulant by forming a complex with cal-
cium, an important substance in the coagulation cascade, which is then removed
by the filter. The difference between chelation with citrate and post-filter calcium
infusion is responsible for calcium imbalance [30].

Nutritional Losses

Nutritional losses should be considered in critically ill patients with AKI receiv-
ing CRRT. These losses can be caused by several factors including hypercatabolic
state, loss of nutrients through the dialysis membrane, and secondary to lean pro-
tein catabolism particularly due to insulin resistance, the release of inflammatory
mediators and metabolic acidosis [15].
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In patients receiving RRT, the dose of protein should be between 1 and
1.5 g/kg/day. Energy provision should be between 20 and 25 kcal/kg/day. Nutri-
tional support during CRRT should be based on extracorporeal losses of glucose,
amino acids, and micronutrients. Amino acid loss through the filter accounts for
10–20% of administered protein. Larger proteins, such as albumin, are lost during
extracorporeal treatment; high ultrafiltration rate and the use of new membranes
with increased permeability can cause a significant negative nitrogen balance [37].

Critically ill patients are often hyperglycemic due to insulin resistance and in-
creased hepatic gluconeogenesis. Dialysate solutions, in order to avoid significant
diffusive losses, contain dextrose in 100–180mg/dl concentrations equivalent to
about 40–80g/day which generally cause an increase in the patient’s blood glu-
cose. By contrast, glucose-free solutions are usually responsible for hypoglycemia
and inadequate nutritional intake. The use of such solutions induces gluconeogen-
esis, primarily using amino acids as substrates, and their use is not recommended
[15]. Water-soluble vitamins and trace elements are easily filtered out and may be
lost during CRRT. Antioxidant mediators, including zinc, selenium, copper, man-
ganese, chromium and vitamin E, are all freely lost through the dialysis membrane.
Losses of thiamine may amount to 1.5 times the recommended intake, whereas the
clinical significance of vitamin C losses remains unclear. Vitamin A supplementa-
tion is not recommended because of the risk of toxic accumulation. Amounts of
active vitamin D are reduced in CRRT and preventive replacement will limit sys-
temic breakdown [36].

Drug Removal

Drug removal during RRT remains largely unexplored. The impact of CRRT on
drug removal is variable depending on the CRRT modality, the ultrafiltrate and
dialysate flow rates, the filter and the patient’s residual renal function [38]. The
degree of removal of drugs is directly proportional to the surface of the device and
dependent on the mode of replacement fluid (pre-dilution or post-dilution) and on
ultrafiltration and/or speed of flow of dialysate applied [38]. If available, serum drug
concentrations should be monitored along with patient clinical status.

RRT drug removal is clinically relevant for most hydrophilic antimicrobial
agents (e. g., ˇ-lactams, aminoglycosides, glycopeptides), whereas it is less rel-
evant for lipophilic compounds (e. g., fluoroquinolones, oxazolidinones), which
generally are not cleared by the kidney [39]. The impact of CRRT on drug re-
moval is complicated and pharmacist dosing adjustment for these patients may be
advantageous.

Conclusion

Adverse effects of CRRT are related to bioincompatibility, bleeding, metabolic dis-
equilibrium, loss of heat but also human error. The dialytrauma concept should be
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emphasized and used to elaborate programs of early identification of adverse events
and to propose new strategies in order to avoid complications. Continuous training
of doctors and nurses for better understanding of how to prevent CRRT complica-
tions and avoid human error is recommended.
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Measuring Quality in the Care of Patients
with Acute Kidney Injury

M. H. Rosner

Introduction

All clinicians are interested in providing the highest quality care to our patients.
In recent years, there has been an increased focus on developing metrics to define
quality and benchmark performance of individual clinicians and institutions against
one another. In some cases, these metrics have not been scientifically defined and
may be of questionable value to the patient and not directly linked to an outcome
of significance (such as mortality). Thus, a rigorous process of evaluating quality
measures must exist to ensure that these measures are of value and can be mea-
sured appropriately. Furthermore, the reporting of these quality measures must be
linked to continued process improvement. As a centering point to focus efforts in
the quality domain, the Institute of Medicine has defined a quality measure as “the
degree to which health care services for individuals and populations increase the
likelihood of desired health outcomes and are consistent with current professional
knowledge” [1]. In the area of acute kidney injury (AKI), little has been written in
terms of appropriate quality measures, yet this condition is associated with signifi-
cant short and long-term consequences and available data suggest that current care
is sub-optimal [2].

AKI, depending upon the patient population studied, has an incidence in hos-
pitalized patients that ranges from 3–20% [3–6]. For those patients admitted to the
intensive care unit (ICU), the incidence of AKI ranges from 16–67% [7–9]. Further-
more, the available evidence suggests that the incidence of AKI is growing [10]. Of
paramount importance is that the development of AKI is associated with significant
increases in morbidity and mortality, even with small decreases in kidney function
[3, 6, 10–14]. Despite this clinical importance, there are very few effective interven-
tions either to prevent AKI in at-risk populations or to treat established AKI, other
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than dialysis [15]. Thus, it would seem that if we could develop measures to better
define what quality of care was for patients with AKI, and if we could implement
these care measures, we might see better outcomes independent of having effective
therapeutics for this condition.

Quality Measure Domains

In order to better define quality of care, the Institute of Medicine has defined quality
measure domains that are used to assess the performance of individual clinicians,
clinical delivery teams, delivery organizations, or health insurance plans in the pro-
vision of care to their patients or enrollees [16]. These measure domains should
be supported by evidence demonstrating that the measure indicates better or worse
care. Unfortunately, for many measures, data supporting whether they, in fact, mea-
sure quality is lacking or may be debated. However, consensus among experts may
exist that supports moving forward with these measures while evidence is gathered,
with full recognition that the measure may change with time and experience.

The five domains include [16]:

� Process: A process of care is a health care-related activity performed for, on
behalf of, or by a patient. Process measures are supported by evidence that the
clinical process – that is the focus of the measure – has led to improved outcomes.
An example may be: the percentage of patients with chronic stable coronary
artery disease who were prescribed lipid-lowering therapy.

� Access: Access to care is the attainment of timely and appropriate health care by
patients or enrollees of a health care organization or clinician. An example may
be: the percentage of members 12 months to 19 years of age who had a visit with
a primary care practitioner in the past year.

� Outcome measures: An outcome of care is a health state of a patient resulting
from health care. These measures are supported by evidence that the measure
had been used to detect the impact of a clinical intervention.

� Structure: Structure of care is a feature of a health care organization or clinician
related to the capacity to provide high quality health care. This could include
such measures as whether a health care system uses computerized physician or-
der entry.

� Patient Experience: Experience of care is a patient’s report of observations of and
participation in health care, or assessment of any resulting change in their health.
Such a measure may include how often or how well a physician communicated
with a patient.

Applying these domains to the care processes in AKI is challenging and for the pur-
poses of this chapter, the focus will largely be restricted to process of care elements
that may be linked to outcome measures.
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The Current State of AKI Care

Data that describe the current state of care for the patient with AKI are lacking
although it is likely that significant variability in care processes and outcomes are
present. There is a lack of consensus about what constitutes high quality processes
that are essential for detection, management and prevention of AKI. For example,
the Kidney Disease Improving Global Outcomes (KDIGO) 2012 Clinical Practice
Guidelines for AKI set forth recommendations for care processes in this domain
[17]. This was followed by numerous commentaries that differed with some of the
recommendations [18, 19]. The UK National Institute for Health and Care Excel-
lence (NICE) also issued their own set of guidelines in 2013 for the prevention,
detection and management of AKI [20]. While there is significant overlap with
many of these guidelines, there is no clear consensus on valid process of care in-
dicators that are critical to assess the quality of care so that it can be measured,
monitored and targeted for improvement.

The imperative to improve care was highlighted by the UK National Confiden-
tial Enquiry into Patient Outcome and Death (NCEPOD) study on AKI in 2009
[21, 22]. This report highlighted the process of care of patients who died in hospital
with a primary diagnosis of AKI. It took a critical look at areas where the care of
patients might have been improved and identified remediable factors in the clinical
and the organizational care of these patients. In this study, only 50% of AKI care
was considered at a level of “good” and there was poor assessment of risk factors
for AKI, delay in AKI recognition, and failure to diagnose complications of AKI.
The authors believed that 20% of patients had AKI that was predictable and avoid-
able. A more recent study highlighted that up to 30% of AKI cases are preventable
and related to sub-optimal care [2]. These include mistakes such as failure to use
fluid volume resuscitation/prophylaxis to prevent contrast-induced nephropathy, in-
appropriate medication use and dosage errors in patients at high-risk for AKI and
inappropriate treatment of volume depletion. Clearly, there are opportunities to do
better and directly defining care processes and outcome measures is one step along
this pathway to improved care.

A common criticism of much of the work in the development of process and
outcome measures in that there is little objective data to support inclusion of cer-
tain measures. However, given that we know that care can be improved, we have
to start somewhere and that place can be helped by expert and consensus opin-
ion that develops measures for inclusion in care pathways that can be subsequently
studied and refined. Ideally, protocols to assess their influence on outcomes need to
be developed and tested. Furthermore, protocols are needed to decrease variability
of practice in order to determine what works and what does not work in improv-
ing outcomes. The community of AKI experts can lead the charge in developing
these protocols. There are also some excellent examples of regional development
of protocols, such as that developed by the UK National Health System with its
AKI care bundle [23]. The development of these protocols and outcome measures
can be supplemented by rigorous evidence-grading and also through Delphi meth-
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ods that allow experts to grade and assess the validity of various options. The latter
method was successfully used by the Canadian Society of Nephrology to develop
care measures in surgically-associated AKI [24].

TheMission of AKI Care

In order to best define what process measures may be useful for AKI care, it is
important to note what the care goals for AKI should be. These may include the
following: (1) preventable causes of AKI should be eliminated; (2) early stages of
AKI should not progress to later stages; (3) AKI care should be multidisciplinary;
(4) AKI care should be based on evidence-based protocols and studied for best
practice; (5) patients should recover fromAKI; and (6) those patients not recovering
should have aggressive follow-up care to monitor kidney function. With these goals
in mind, potential process of care measures could be outlined and developed as in
Fig. 1 and can be defined in four main areas: prevention of AKI, early diagnosis of
AKI, management of AKI, and follow-up care for AKI.

What follows are some possible care measures that can be brought forward as
items that could be defined and studied and most importantly bundled together to
improve outcomes.

Prevention of AKI

Given that there are no effective therapies for the treatment of established AKI,
preventative measures are critical to improve outcomes. These might include the
following:

1. Obtain a serum creatinine and urinalysis before any potentially nephrotoxic in-
sult (surgery, contrast administration, chemotherapy, etc.).

2. Use a risk stratification tool to ‘flag’ high-risk patients in the medical record.
An example of such a risk assessment instrument is that developed by Inohara

- Risk factors
- Cause-specific
 Surgery
 Contrast
 Nephrotoxins

- Biomarkers
- NICE guidelines
- KDIGO definition
- E-alerts
- Care bundles

- Criteria for
 nephrology consult
- FIuid management
- Hemodynamics
- RRT guidelines

- D/C follow-up
- Medication
 reconciliation

Prevention of
AKI

Early
diagnosis of

AKI

Management
of AKI

Follow-up of
AKI

Fig. 1 Potential process of care measures. RRT: renal replacement therapy; D/C: discharge;
AKI: acute kidney injury
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and colleagues for contrast-induced AKI associated with percutaneous coronary
interventions [25].

3. Use isotonic (balanced) crystalloids to expand intravascular volume prior to
nephrotoxin exposure, such as contrast administration. Clinicians should also
monitor a patient’s volume status and avoid volume depletion after any nephro-
toxic insult.

4. Monitor serum creatinine, fluid balance and urine output daily after nephrotoxic
insult (surgery, contrast, chemotherapy, etc.).

Certain circumstances may require specific preventative strategies. For example,
the use of nephrotoxic medications may require the following care processes to be
instituted:

� Administer aminoglycoside drugs using a daily dosage and monitor levels with
limited length of exposure.

� Discontinue non-steroidal anti-inflammatory drugs (NSAIDs) prior to nephro-
toxic exposure.

� Monitor serum creatinine after exposure to nephrotoxic medications and stop
potential agents with any changes in serum creatinine.

� Avoid multiple nephrotoxic drugs.
� Monitor levels of nephrotoxins if methods available.

For those patients undergoing surgical procedures where there is a substantial risk
of AKI, the following care process measures could be developed and even placed
into a bundle in an effort to systematize care and measure effectiveness.

� Obtain a serum creatinine (estimated glomerular filtration rate [eGFR] measure-
ment) prior to surgery.

� Use a risk scoring system to assess AKI risk.
� Withhold NSAIDs and diuretics before surgery.
� Withhold RAAS blockers before surgery (evidence is controversial [26]).
� Provide intravenous crystalloids to restore effective circulating volume and blood

pressure in patients with signs of effective volume depletion.
� Use vasopressors/inotropes in patients with vasomotor shock unresponsive to

intravenous fluids.
� Consider targeting higher mean blood pressure for patients with history of hy-

pertension.
� Avoid excessive positive fluid balance.
� Use a methodology to measure fluid responsiveness and monitor effectiveness of

intravenous fluid therapy to measure their effectiveness in preventing AKI.

Many of these process measures, clinicians will view as ‘obvious’ and part of
routine care. However, only by measuring how often these measures are really in-
stituted in the care of patients will we know if they are effective in preventing AKI
and provide feedback to clinicians regarding their care.
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Early Diagnosis of AKI

While there are few data to state that early recognition and diagnosis of AKI im-
proves outcomes, common sense would dictate that those patients in whom AKI is
diagnosed would have greater attention to kidney-specific issues and may benefit
from strategies to limit injury. Some potential quality process measures that could
be included for an AKI care bundle would include:

� For those patients potentially at risk for AKI, measure serum creatinine, kidney
function daily or, rarely, more frequently.

� Stage AKI severity using KDIGO methodology.
� Measure urine output, fluid balance at least daily.
� Monitor for electrolyte disorders (such as hyperkalemia) and acid-base disorders

at least daily.

For those patients meeting criteria for AKI, early management issues should be
instituted at once.

Early Management of AKI

The focus here is on limiting kidney damage, avoiding complications and improv-
ing outcomes. Thus, certain measure should be considered as care processes that
should be routinely implemented and compliance with these processes should be
monitored:

� Avoid nephrotoxin exposure after diagnosis of AKI.
� Use diuretics only when clearly indicated for volume overload.
� Perform careful review of medication exposures and drugs (ideally with elec-

tronic medical record [EMR] with computerized physician order entry [CPOE]
and decision support).

� Maximize hemodynamics to ensure adequate renal perfusion pressure:
– Provide intravenous crystalloids to restore effective circulating volume and

blood pressure in patients with signs of effective volume depletion.
– Use vasopressors/inotropes in patients with vasomotor shock unresponsive to

intravenous fluids.
– Consider targeting higher mean blood pressure for patients with history of

hypertension.
– Avoid excessive positive fluid balance.
– Use a methodology to measure fluid responsiveness and monitor effectiveness

of intravenous fluid therapy.
� Nephrology consultation should be obtained for patients with AKI especially if

the etiology is not clear or worsening despite early interventions.

Management of later stages of AKI, especially when renal replacement therapy
(RRT) is required is not covered in this manuscript but even this management should
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be broken down into key component parts that can be developed into care pathways
where compliance and quality can be measured. For example, in the placement
and use of temporary dialysis catheters, one could envision clear process steps
that all hospitals would utilize to ensure safe placement as well as avoidance of
catheter-related infections. Furthermore, in all patients receiving dialysis for AKI,
the delivered dose should be measured and a minimum dose should be delivered
[27]. Finally, all medications should be dosed and timed appropriately based upon
dialysis modality. Ideally, this is accomplished in conjunction with an experienced
pharmacist and an EMR with CPOE and decision support capabilities. Whenever
possible, drug levels should be monitored for patients receiving dialysis.

Follow-up Care for Patients with AKI

Recent data have made it clear that patients who suffer an episode of AKI may
not have complete recovery of kidney function and may subsequently develop pro-
gressive chronic kidney disease (CKD) [28]. Given the mortality and morbidity
associated with CKD, it is imperative that patients with AKI have appropriate fol-
low-up care and the following care measures could be considered as requirements
for a high-quality program:

� For patients discharged from the hospital on dialysis, the patient should be mon-
itored for signs of renal recovery and dialysis therapy should be frequently as-
sessed to determine if it can be stopped.

� All survivors after an episode of AKI should have follow-up with a nephrologist
to assess:
– return of kidney function,
– risk for progressive CKD with management of risk factors,
– risk for mortality and morbidity with management of risk factors for these

outcomes.

It would be anticipated that such post-AKI care processes would lead to improved
outcomes for the patient.

Do Such Quality Interventions Improve Outcomes for AKI?

Unfortunately, data are lacking as to whether implementation of care pathways
or even individual care processes can improve outcomes. A recent study that re-
ported on a multicenter quality improvement intervention to lower the incidence
of contrast-induced AKI provides some evidence that such multi-pronged efforts
can be successful [29]. Through implementation of a standardized care pathway
and protocol for AKI prevention (including such items as eliminating ventriculog-
raphy, ensuring proper pre-procedure hydration and staging multiple procedures
that required contrast), the centers were able to demonstrate that such an interven-



146 M. H. Rosner

tion lowered the rates of contrast-induced AKI by 21%. Importantly, the authors
commented on what drove successful change in their model. They cited: multidis-
ciplinary teams, having strong physician champions, standardized order sets to limit
variability and providing quality improvement training.

Holding Ourselves Accountable for Outcomes

Protocols and standards for the care of patients with AKI can be developed. Through
expert panels and consensus, we can develop these care pathways, study what is
effective and improve outcomes. We can compare outcomes between centers and
we can take advantage of EMRs and data mining to define outcomes and link them
to care processes. What we cannot do is be complacent about the current state of
care and accept current outcomes for patients with AKI.

Conclusion

AKI is a serious, morbid outcome and can be prevented in a substantial number of
cases. For those patients with established AKI, it can be treated with a focus on best
practices to optimize outcomes and clinicians can tailor care based upon protocols
and a multidisciplinary care team. We need to seriously study what care processes
work and develop best practices that can be shared and widely adopted.

What should not happen are uncoordinated efforts to improve care that will only
lead to numerous protocols that are not well studied. Furthermore, we should not
allow continued extreme variation in care leading to questions on what works and
what does not work. We can clearly do better to foster excellent outcomes.
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Characteristics and Outcomes of Chronic
Dialysis Patients Admitted to the Intensive
Care Unit

M. Chan, M. Varrier, and M. Ostermann

Introduction

The incidence and prevalence of end-stage renal disease (ESRD) is rising world-
wide, mainly due to increasing rates of diabetes, cardiovascular disease, an aging
population and general advances in the care of patients with chronic kidney disease
(CKD) [1, 2]. Patients with ESRD now constitute approximately 0.2% of the adult
population [1]. When compared to patients with normal renal function, ESRD pa-
tients experience higher rates of hospitalization, cardiovascular events and all cause
mortality [3, 4]. It is estimated that 2% of chronic dialysis patients require admis-
sion to the intensive care unit (ICU) every year [5]. Dara et al. followed 476 ESRD
patients for 7 years and reported that 20% required ICU admission during this pe-
riod [6].

In this chapter, we will summarize the epidemiology of chronic dialysis patients
in the ICU and highlight pertinent studies in the literature.

Admission Rates to the ICU

Chronic dialysis patients have significantly higher critical care admission rates than
the general population. In an analysis of the Intensive Care National Audit & Re-
search Centre (ICNARC) Case Mix Programme Database including 276,731 ad-
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missions in England, Wales and Northern Ireland during the period 1995–2004,
Hutchison et al. showed that 1.3% of admissions were chronic dialysis patients [4].
This was estimated to be equivalent to six ICU admissions or 32 ICU bed days
per 100 dialysis patient-years. Compared to the annual ICU admission rate of the
general population (2 per 1,000), this represents a 30-fold difference in critical care
requirements.

An analysis of 41,972 admissions in the UK and Germany concluded that ap-
proximately 1.9% were individuals with ESRD [7]. Smaller studies from mostly
single centers have reported higher admission rates of 3.4 to 8.6% confirming that
ICU admission for critical illness is more common in ESRD patients than in the
general population [8–10].

Characteristics of Critically Ill Dialysis Patients Admitted
to the ICU

Reasons for Admission to the ICU

Sepsis and cardiovascular emergencies constitute the most common reasons for
admission to the ICU [1, 2, 11, 12]. Patients with ESRD are particularly suscep-
tible to infections due to uremia-related immune deficiency, defective phagocytic
function, immunosuppressive medications and comorbidities including liver dis-
ease and diabetes mellitus. Sepsis accounts for up to 46% of all admissions [4,
6, 8, 9, 14–18]. A small study from Brazil reported that the lung was the most
frequent source of sepsis, followed by soft tissue, catheter-related/blood-stream and
abdominal sources [17].

Cardiovascular disease is very common in dialysis patients. In an analysis of
34,965 ICU admissions, Strijack et al. showed that ESRD patients admitted to the
ICU had higher rates of diabetes mellitus (52.3% versus 22.4%), coronary artery
disease (15.7% versus 14.3%), peripheral vascular disease (29.7% versus 12.7%)
and strokes (10.3% versus 7.2%) compared to patients without ESRD [8]. Each
of these conditions can lead to ICU admission as well as complicate ICU care.
Studies have estimated that the proportion of ESRD patients admitted to the ICU
with a cardiovascular emergency (including pulmonary edema) ranges from 5.1–
31% [4, 6, 8, 9, 14–17]. ICU admission after cardiopulmonary resuscitation (CPR)
is also more common in ESRD patients (13.6% versus 7.3%, p < 0.001) [4]. The
reasons for this observation are multifactorial but excessive inter-dialytic weight
gain and fluid and electrolyte shifts during and between dialysis sessions play an
important role. Other predisposing factors are left ventricular hypertrophy, ischemic
heart disease, autonomic dysfunction, hypertension, diabetes, and being male [19].

Gastrointestinal bleeding is the third most common reason for chronic dialysis
patients to require critical care, with studies estimating rates of 2.7–20% [6, 9, 16,
17].

It is difficult to ascertain precisely how often ESRD patients require critical
care intervention for complications directly related to end-stage renal failure. It is
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increasingly recognized that hemodialysis patients on a traditional thrice weekly
schedule are at increased risk of admission and mortality after the 2-day week-
end gap. The commonest reason for these admissions is fluid overload [20]. Data
on how many such patients require critical care admission is lacking. Hyperkalemia
accounted for 4.3% and 3% of ESRD patients admitted to single ICUs in France and
Australia, respectively [9, 14]. Clearly, these statistics depend not only on severity
of illness but also on patients’ wishes, ICU admission policy, ICU capacity and
access to a renal unit.

Severity of Illness on Admission to the ICU

Several studies have used prognostication models such as the Acute Physiology and
Chronic Health Evaluation (APACHE) II score to quantify the severity of illness
of dialysis patients admitted to the ICU (Table 1). Hutchison et al. reported that
both the APACHE II score (24.7 versus 16.6, p < 0.001) and the Simplified Acute
Physiology Score (SAPS; 17.2 versus 12.6, p < 0.001) were significantly higher in
dialysis patients than in patients without ESRD [4]. Similar conclusions were made
in a Canadian historical cohort study in which patients with ESRD had a higher
APACHE II score than those without ESRD (24 versus 15, p < 0.0001) [8]. The
difference persisted even after removal of the renal component of the score (20
versus 14, p < 0.0001).

Outcomes

ICUMortality

Critically ill patients with ESRD have higher ICU and hospital mortality rates than
critically ill patients without ESRD [1, 4, 11, 12]. Analysis of the UK ICNARC
database showed an ICU mortality rate of 26.3% in patients with ESRD compared
to 20.8% in those without ESRD (p < 0.001) [4]. Risk factors for ICU mortality in
chronic dialysis patients include increasing age, number of non-renal organ system
failures, cardiac arrest, an abnormal serum phosphorus level (high or low), higher
severity of illness, duration of mechanical ventilation and non-surgical status [1, 9,
10, 14]. This implies that the increased mortality risk relates to underlying comor-
bidities and severity of the acute illness rather than the presence of ESRD per se
[1].

Length of Stay

The reported average length of stay of chronic dialysis patients in the ICU ranges
from 1.9 to 9 days which is comparable to that of the general population [4, 8–10,
14, 17, 21–23]. Clearly, some of the discrepancies may be due to differences in
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discharge policies, levels of staffing on the receiving ward and availability of a bed
in a renal unit.

ICU Readmission Rate

ESRD patients have an increased risk of ICU readmission during the same hospital
stay following discharge from the ICU [4, 8, 14]. Strijack et al. reported twice the
frequency of readmissions to the ICU within three days in ESRD patients compared
to those without ESRD [8]. In addition to increased health care costs, readmissions
to ICU are also associated with poor outcomes.

Prognosis After ICU Discharge

Hospital mortality rates have been found to be significantly higher in chronic dialy-
sis patients compared to the non-ESRD population after ICU discharge (45.3 versus
31.2%, p < 0.001) [4]. Chapman et al. reported that the majority of deaths occurred
within the first month of ICU admission [21]. Hemodialysis patients who survived
to one month or hospital discharge, had long-term survival rates equivalent to ESRD
patients who had not been admitted to the ICU. Bagshaw et al. reported that chronic
dialysis patients had a similar 1-year mortality rate to those without ESRD after ad-
justment for age, severity of illness and admission type [24]. The main prognostic
factors following ICU admission are older age, admission after emergency surgery,
chronic health problems, need for CPR in the 24 hours preceding admission to the
ICU, stay in hospital for at least 7 days prior to ICU admission and the number of
failed non-renal organ systems [4, 6, 10, 17]. Mechanical ventilation and need for
inotropic support are also significantly associated with mortality at 30 days [16].

Bell et al. investigated the effect of ICU admission on long-term prognosis in
245 ESRD patients admitted with a critical illness [15]. In multivariate analysis,
ICU admission was not significantly associated with long-term mortality. Simi-
larly, Senthuran et al. concluded that the long-term survival of dialysis patients who
survived to hospital discharge following ICU admission was similar to that of the
general dialysis population [14].

Comparison BetweenAcute Kidney Injury and ESRD Patients

Acute kidney injury (AKI) is common in critically ill patients and a frequent reason
for admission to the ICU [25]. It is associated with an increased risk of mortal-
ity, especially if renal replacement therapy (RRT) is required. Clermont et al. were
among the first to examine ICU mortality in patients with AKI, ESRD and those
with normal renal function [10]. In spite of similar illness severity scores, ICU mor-
tality rates were five times higher in AKI patients who required RRT than in those
on chronic dialysis and ten times higher when compared to those with normal renal
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function (57% versus 11% vs. 5%, respectively). Similarly, Rocha et al. showed that
ICU and hospital mortality rates were twice as high in AKI patients requiring RRT
compared to ESRD patients when matched for age, severity of illness and number
of organ dysfunctions (42% versus 20% and 50% versus 24%, respectively) [17].

A large retrospective database analysis found similar results when comparing
outcomes of 1847 critically ill patients with AKI on RRT to 797 ESRD patients
admitted to the ICU [7]. ESRD patients had approximately half the ICU and hospital
mortality rates of AKI patients on RRT (20.8% versus 54.1%, p < 0.0001 and 34.5%
versus 61.6%, p < 0.0001, respectively). As expected, increasing ICU mortality was
seen with an increasing number of organ failures in both cohorts; however, among
patients with AKI requiring RRT, the proportion of patients with more than two non-
renal organ failures was significantly higher compared to the ESRD cohort (75.4%
versus 25.6%, respectively). Length of stay in both ICU and hospital also tends
to be significantly higher in patients with severe AKI compared to ESRD [7, 17,
23]. These data suggest that the prognosis of ESRD and AKI patients is related to
severity of illness and comorbidities rather than lack of renal function per se. There
may also be a contribution from the systemic effects of AKI on other organs (i. e.,
organ cross-talk) that do not occur in ESRD [26].

Severity of Illness Scores in ESRD

ICU illness severity and organ dysfunction scoring systems, including APACHE II
and III [27, 28], SAPS II [29] and Sequential Organ Failure Assessment (SOFA)
[30] scores, are primarily used within the critical care setting. Whilst these scor-
ing systems have been validated in a wide variety of different subspecialties, their
application to ESRD patients remains limited and controversial. Hutchison and co-
workers evaluated the role of the APACHE II score to predict mortality in chronic
dialysis patients admitted to the ICU [4]. They reported an area under the receiver
operating characteristics curve (AUC) of 0.721 for the ESRD cohort, compared to
0.805 in the non-ESRD group. The APACHE III score has been found to overesti-
mate 30-day mortality in ESRD patients [6, 10].

Data on the validity of the SOFA score in patients with ESRD are also con-
flicting. Juneja et al. reported an AUC of 0.92 [16] whereas Dara et al. [6] noted
that the SOFA score was less accurate than the APACHE III score with an AUC
of 0.66. These studies confirm that there is a clear need for more specific tools to
assess severity of illness and predict the outcome of dialysis patients referred for
ICU admission.

Conclusion

Critically ill patients with ESRD are frequently admitted to the ICU. Although they
display worse outcomes than those with normal renal function, their prognosis is
better than that of patients with AKI. Mortality is related primarily to the severity of
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the underlying illness and comorbid diseases rather than to lack of renal function per
se. Having survived an episode of critical illness, data suggest that their longer-term
prognosis is acceptable but little is known about quality of life and performance
status after discharge from the ICU. Prognostic scoring systems used in critical care
appear to overestimate mortality in the chronic dialysis population and should be
used with caution. Current evidence suggests that the presence of ESRD should not
prejudice against prompt referral or admission to ICU.
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Part V
Metabolic Support



Energy Expenditure During Extracorporeal
Circulation

E. De Waele, P. M. Honore, and H. D. Spapen

Introduction

Nutritional therapy has become as important as other life-saving interventions (e. g.,
antibiotics, fluids, mechanical ventilation and renal replacement therapy [RRT]) in
the treatment of the critically ill patient [1]. Knowledge of ‘critical care nutrition’
is evolving fast and ‘nutrition pharmacology’ has become a distinct specialty and
research field [2]. Adequate nutrition is thought to improve outcomes whilst inap-
propriate feeding may expose the patient to unwarranted or deleterious effects [3].
Energy and protein supply in the critically ill depend on clearly formulated and
decisive feeding guidelines. Within a nutritional care plan, optimal energy-protein
targeting is imperative [4] and correct assessment of the patient’s energy expen-
diture is required for setting caloric goals. Substrate and energy metabolism are
sex-specific and weight-dependent [5, 6]. Adipose tissue barely contributes to rest-
ing energy expenditure (REE) [6]. As such, adjusted REE decreases with increased
body mass index (BMI): 25 kcal/kg in normal weight, 20.4 kcal/kg in obese, and
16 kcal/kg in morbidly obese patients.

Leading experts in the field of clinical nutrition concur that indirect calorimetry
is currently the best method for estimating energy expenditure [7]. From a practical
viewpoint, only spontaneously breathing patients or patients who are mechanically
ventilated with no other gas exchange site than the native lungs [8] qualify for in-
direct calorimetry. This theoretically excludes an increasing number of critically ill
patients who receive some form of extracorporeal treatment. We briefly review the
basic mechanisms of metabolism and metabolic rate and discuss recent evidence on
the evaluation of energy expenditure during extracorporeal therapy.
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Energy Expenditure

Body Energy Production

Body metabolism is the aggregation of anabolic processes responsible for synthe-
sis and catabolic pathways that degrade molecules to release energy [9]. The global
concept of energy production is based on the fact that nutrient molecules contain en-
ergy, which is converted through chemical reactions into a readily available form.
Adenosine triphosphate (ATP) is the molecule that participates in most energy ex-
changes to support cellular activities. Glucose is, by cellular respiration, the main
source of intracellular ATP. Glycolysis, the citrate acid cycle, and the electron trans-
port chain provide ATP. Glycolysis uses two ATP molecules to form pyruvic acid,
adenosine diphosphate (ADP) and four ATP molecules. This process is oxygen-in-
dependent and a prelude to the Krebs cycle. In this aerobic pathway, pyruvic acid
is decarboxylated to form acetyl Co-enzyme A (acetylCoA) with carbon dioxide
(CO2) as a waste product. The Krebs cycle runs in the mitochondrial matrix as a se-
ries of oxidation/reduction reactions that generate energy from acetate derived from
carbohydrates, fats and proteins:

C6H12O6 C 6O2 C 36 or 38 ADPC 36 or 38 P ! 6CO2 C 6H2OC 36 or 38 ATP:

This includes the electron transport chain where energy released as electrons is
passed from one carrier to the next and is used to synthetize ATP from ADP and
phosphate. Oxygen is consumed and water and CO2 are released.

Energy Expenditure in Critically Ill Patients

Although scientific publications still refer to an ‘ebb and flow’ phase of shock, no
strict correlation exists between measured metabolic rate and acute illness [10]. En-
ergy expenditure can be influenced by medication (e. g., barbiturates) [11] and may
vary considerably in patients undergoing therapeutic hypothermia for severe acute
cerebral injury or after successful resuscitation from cardiac arrest. A 1 °C drop
in temperature causes a 6% reduction in basal metabolism [12]. In contrast, REE
increases with rising body temperature [13]. During mechanical ventilation, REE
did not significantly differ in medical versus surgical or trauma patients. Indirect
calorimetry measurements are not influenced by the ventilation mode (i. e., volume
or pressure-controlled ventilation) [14]. Infection may not alter the metabolic rate
measured by indirect calorimetry [15]. However, differences between calculated
and indirect calorimetry-measured REE were positively correlated with C-reactive
protein (CRP) levels in septic patients, suggesting that REE in critically ill patients
corresponds with the degree of inflammation [16]. There are large individual varia-
tions in energy expenditure in critically ill patients.
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Assessment of Energy Expenditure in Critically Ill Patients

Direct calorimetry provides direct measurement of body heat production. How-
ever, this technique is restricted to specialized research centers and logistically
not feasible in a clinical, let alone critical care, setting [17]. Indirect calorimetry
is increasingly recognized as the gold standard to objectify energy expenditure in
clinical practice. In mechanically ventilated patients, metabolic rate can be mea-
sured by analysis of in- and exhaled gases. Determination of oxygen consumption
(VO2) and carbon dioxide production (VCO2) enables the respiratory quotient (RQ)
and REE to be established [8]. The modified Weir equation (energy expenditure
= [VO2 × 3.941] + [VCO2 × 1.11]) is used for metabolic rate measurement.

However, most hospitals do not have access to indirect calorimetry mainly be-
cause of doubts regarding investment of time, complexity and cost. Instead, cli-
nicians continue to rely on a wide array of predictive equations and formulas to
estimate target energy uptake for nutritional support.

When metabolic rate is used as a nutritional target, caloric estimations are typ-
ically based on body weight (e. g., 25 kcal/kg body weight/day according to the
European Society for Clinical Nutrition and Metabolism [ESPEN] guidelines) [18].
In general, formulas can be divided into two categories. The first approach is formu-
las using ‘static’ variables that predict REE in healthy humans (e. g., height, weight,
sex and age). REE in critically ill subjects is then ‘adjusted’ by adding stress fac-
tors related to disease severity [19]. The second approach uses a combination of
variables based in part on REE estimation in health but also incorporating disease-
dependent ‘dynamic’ parameters (e. g., body temperature, minute ventilation and
heart rate) [20]. Interestingly, a remarkably poor correlation is observed between
REE values calculated by formulas and those measured by indirect calorimetry:
the correlation coefficient varies between 0.24 and 0.51 [21]. None of the formula-
based calculated energy requirements reached a clinically acceptable spread in lim-
its of agreement. Accordingly, the weight-based REE estimation adopted in the
Early Parenteral Nutrition Completing Enteral Nutrition in Adult Critically Ill Pa-
tients (EPaNIC) study showed very low correlation with measured REE [22]. In
elderly, obese or underweight critically ill patients, correlation tended to be even
worse. This underpins a more prominent role of indirect calorimetry in the inten-
sive care unit (ICU).

Energy Expenditure and Assessment During Extracorporeal
Treatment

Extracorporeal Membrane Oxygenation

ICU physicians increasingly use extracorporeal membrane oxygenation (ECMO)
when faced with respiratory, cardiac, or cardiopulmonary failure refractory to clas-
sic treatment modalities. This approach is not without success because the Extracor-
poreal Life Support Organization (ELSO) recently reported an overall 54% survival
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rate in 70,000 adult patients undergoing extracorporeal life support (ECLS) [23].
ECMO provides pump-driven lung or heart-lung bypass support. Gas exchange oc-
curs both in the native and artificial lung. The need for an individualized nutritional
therapy protocol to prevent over- and underfeeding in this frail ICU subpopulation
is evident. The widespread belief that ECMO patients are hypercatabolic is proba-
bly based on data obtained using a closed-circuit indirect calorimetry technique in
ECMO-treated neonates, which revealed highly variable metabolic rates within and
among neonates over time [24]. Measurement of VO2 and VCO2 enabled assess-
ment of pulmonary function and predicted weaning from ECMO in this particular
population. The concept that ECLS induces a metabolic ‘rest state’ (because 80%
of cardiopulmonary work is provided ‘mechanically’) has been refuted by isotope
tracer techniques [25]. Energy expenditure obtained during (88.6˙ 7.7 kcal/kg/d)
and after (84.3˙ 9.2 kcal/kg/d) initiating ECMO indicated a hypermetabolic state.
Recent work in pediatric cardiac failure reported a small increase in energy expen-
diture during consecutive ECMO support. Respiratory mass spectrometry enabled
information to be gathered on energy expenditure and RQ [26] and permitted in-
adequate feeding to be avoided. Isotope dilution methods enabled comparison of
the energy expenditure of ECLS-dependent neonates with that of hemodynamically
stable, non-ventilated, postsurgical controls [27]; the mean energy expenditure was
53˙ 5.1 kcal/kg/d in controls and 55˙ 20 kcal/kg/d in ECLS patients (p = 0.83).
Thus, no increased energy expenditure was objectified in the ‘stressed’ ECMO-
dependent neonates. The observation that surplus caloric intake in ECMO-treated
neonates did not affect protein catabolism whilst increasing CO2 production rate is
cumbersome [28].

A key question regarding nutrition in ECMO is whether predictive equations are
still useful in this condition. A study on the adequacy of feeding in ECMO patients
reported that only 55% of nutritional targets were covered [29]. However, caloric
goals were set by the Schofield equation corrected for stress. The level of agreement
between this calculated value and real energy expenditure is unknown. The ELSO
guidelines remain vague in guiding treatment by merely stating ‘to guarantee full
caloric and protein nutritional support’ but without specifying how this should be
accomplished.

Indirect calorimetry has never been studied in an adult ECMO setting, mainly
because of the technical challenge imposed by the presence of two simultaneously
active gas exchange locations: the native and the artificial lung. To overcome these
issues, we developed an innovative technical set-up coupled to a novel mathemat-
ical approach [30]. Respiratory gas exchange analysis was performed separately
at the ventilator and the artificial lung in a patient with severe respiratory failure
treated by ECMO (Fig. 1). Applying the Weir formula on the combined data pro-
duced a “composite” REE of 1,703 kcal/day. Introducing the manual-derived VO2

and VCO2 membrane oxygenator characteristics into the Weir formula retrieved
a REE of 1,729 kcal/day.

The effect of ECMO on oxidative metabolism and protein synthesis has been
studied in animals [31]. ECMO caused metabolic disturbances that contributed
to total body wasting and protein loss. ECMO also decreased pulse pressure and
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Fig. 1 Schematic representation of patient, indirect calorimeter, and extracorporeal membrane
oxygenation (ECMO) system. 1 indirect calorimeter in position 1; 2 outflow sampler; 3 inflow
sampler; 4 outflow of mechanical ventilator; 5 oxygen/air; 6mechanical ventilator (including inter-
nal circuit); 7 inspiratory tubing; 8 expiratory tubing; 9 endotracheal tube; 10 venous return tubing
ECMO; 11 indirect calorimeter in position 2; 12 outflow sampler; 13 inflow sampler; 14 outflow
of oxygenator; 15 inflow of oxygenator; 16 ECMO; 17 pump; 18 oxygenator; 19 return cannula;
20 ECMO tubing; 21 venous drainage cannula; 22 inferior vena cava. Modified from [30] with
permission
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lowered myocardial VO2 by approximately 40% indicating decreased overall mi-
tochondrial oxidative metabolism. The influence of ECMO on metabolic rate in
clinical conditions has not been determined. This is not surprising because large
metabolic variations are already present in a ‘general’ critically ill population.

Continuous Renal Replacement Therapy

Acute kidney injury (AKI) is diagnosed in 10 to 30% of patients hospitalized in
European ICUs. Although prevention, general management, and RRT have all sub-
stantially improved in recent years, mortality associated with AKI remains high
[32]. AKI induces metabolic and physiological disturbances that are superimposed
on those produced by the initial disease. In addition, AKI therapy per se, in partic-
ular when not carefully monitored for quality and safety, may be harmful or cause
unwarranted side-effects (e. g., the so-called ‘dialytrauma’ concept) [33].

Continuous RRT (CRRT) is increasingly used to treat AKI in hemodynamically
unstable patients [34]. CRRT produces a significant loss of glucose, amino acids,
low-molecular-weight proteins, trace elements and water-soluble vitamins. Non-
selective molecular transport across CRRT membranes also enhances clearance
of certain blood components at elimination rates varying with operational char-
acteristics. Nutritional therapy of patients on CRRT remains markedly unexplored.
Information on dietary needs during CRRT is scarce and only basic recommenda-
tions can be suggested (Table 1) [35].

The metabolic impact of CRRT is largely unknown. Early investigations us-
ing indirect calorimetry reported variable degrees of hyper- and hypo-catabolism
and a daily increase in energy expenditure [36]. However, the validity of indirect
calorimetry in a CRRT setting is questionable. In particular, CO2 removal across
the dialysis membrane is thought to corrupt interpretation of gas exchange mea-
surements and subsequent use of the Weir equation. Currently, indirect calorimetry
is not advocated by the American Association for Respiratory Care (AARC) guide-
lines.

In a recent study, indirect calorimetry was performed at admission, immediately
before and 6 h after starting CRRT in a septic patient [37]. A significant downreg-
ulation of REE/body weight was observed, which was positively correlated with
the variation of extracellular water decrease and CRRT duration. Measured REE
values were higher than calculated ones suggesting a ‘cooling’ effect of CRRT on
the sepsis-induced hypermetabolic state. The RQ shifted to 0.85, reflecting mixed-
substrate but no lipid use as the main energy source. Thus, CRRT seems to down-
regulate hypermetabolism in sepsis but no conclusions can be drawn on the impact
of the technique itself.

Further research should focus on specific issues, such as CRRT dosing, flow rate
and type of substitution fluid. The impact of citrate as regional anticoagulant dur-
ing CRRT must also be determined. Indeed, as a crucial component of the Krebs
cycle, excess administration of citrate may alter mitochondrial function because cit-
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Table 1 Summary recommendations for nutrient doses in CRRT. From [35] with permission

Energy Indirect calorimetry
25–35 kcal/kg body
weight/day

60–70% carbohydrates
30–40% lipids

Protein 1.5–1.8 g/kg body weight/day
Electrolytes
K

P

Mg

Serum level > 4mEq/l i. v. supplements
K-rich replacement fluid
K-rich substitution fluid
i. v. supplements
substitution fluid
enteral supplements
i. v. bolus 2–4 g/day

Glucose Strict glycemic control
Amino acids +0.2–2.5 g/kg body

weight/day
glutamine (alanyl-glutamine
dipeptide)
0.3–0.6 g/kg body weight/day

Lipids Close triglyceride monitoring
Vitamins
Water-soluble

Fat-soluble

Vitamin B1: 100mg/day
Vitamin B2: 2mg/day
Vitamin B3: 20mg/day
Vitamin B5: 10mg/day
Vitamin B6: 100mg/day
Vitamin E: 10 IU/day
Vitamin K: 4mg/week

Vitamin B7 (biotin): 200mg/day
Vitamin B9 (folic acid): 1mg/day
Vitamin B12: 4 µg/day
Vitamin C: 250mg/day

Vitamin A: reduce supplementation

Trace elements Selenium: +100 µg/day
Zinc: 50mg/day
Copper: 5mg/day

Triple dose of i. v. trace elements-con-
taining solutions

Body temperature > 37 °C

i. v.: intravenous

rate censors ATP production and controls anabolic and catabolic pathways through
feedback reactions [38].

Conclusion

ECMO and CRRT are increasingly used in our ICUs. The metabolic impact of these
treatment modalities remains largely unknown. Nevertheless, nutritional therapy
must be implemented even in the absence of ‘evidence-based’ guidance. Indirect
calorimetry cannot be advocated for routine measurement of REE during extracor-
poreal treatment. However, primary experience with a distinct indirect calorimetry
setup in an ECMO patient is promising. In the meantime, REE assumptions are
an acceptable alternative. More research time should be spent to better understand
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physiologic changes, to solve technical challenges, and to avoid pitfalls that cur-
rently hamper or preclude adequate assessment of energy expenditure in critically
ill patients on CRRT.
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Vitamin D, Hospital-Acquired Infections
andMortality in Critically Ill Patients:
Emerging Evidence

G. De Pascale, M. Antonelli, and S. A. Quraishi

Introduction

Hospital-acquired infections (HAIs) represent a major cause of morbidity and mor-
tality worldwide. With a reported incidence of 22 new episodes per 100,000 ad-
missions, this equates to approximately 2 million new cases of HAI each year,
and is the cause of nearly 100,000 deaths annually in the United States alone [1].
Catheter-associated urinary tract infections (CAUTIs) are the most common cause
of HAIs, followed by surgical site infections (SSIs), hospital-acquired pneumonia
(HAP), and hospital-acquired bloodstream infections (HABSIs). Additional health-
care expenditure due to HAIs in the United States is estimated at between $28 and
$45 billion annually, and is mainly driven by an increase in hospital length of stay
(LOS).

Current HAI reduction strategies principally include behavioral interventions
(e. g., removal of unnecessary devices), increased staff education (directed towards
medical and nursing providers), reduction of microbial transmission through in-
fection control measures (e. g., use of bundle kits for placement of central venous
catheters), improvements to hand hygiene, and the adoption of antibiotic steward-
ship programs. And although hospitalized patients are known to exhibit varying
degrees of immune dysfunction, few modifiable risk factors have been identified to
improve this state [2]. Recently, however, sub-optimal vitamin D status has been
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Table 1 Main investigations on vitamin D, hospital-acquired infections and mortality in the criti-
cally ill patient setting

First author Year Design of the
study

Sample size Results

Vitamin D and sepsis in hospitalized patients
Ginde [9] 2011 Prospective co-

hort study
81 septic patients
admitted from the
ED

25(OH)D <30 ng/ml (n = 64)
was associated with severity
of sepsis (p = 0.005)

Braun [19] 2011 Retrospective
cohort study

2,399 hospital
admitted patients
(1,160 subgroup
who had blood
cultures taken)

25(OH)D <15 ng/ml was
associated with HABSI
(p= 0.03) occurrence and
mortality (p < 0.001)

Cecchi [13] 2011 Prospective co-
hort study

170 ICU patients
(92 with severe
sepsis/septic
shock)

Lower 25(OH)D levels in
septic patients. No asso-
ciation with mortality in
multivariable analysis

Flynn [17] 2012 Prospective co-
hort study

66 ICU patients Hypovitaminosis D (74%)
was associated with a trend
to higher infection/sepsis rate
(p = 0.09)

Nair [10] 2013 Prospective co-
hort study

100 ICU patients
(26 with sepsis)

25(OH)D admission lev-
els correlated with higher
SAPS II, APACHE II scores
(p< 0.001; p = 0.02) and
fewer hospital-free days (OR
3.15; 95% CI 1.18–8.43)

Lange [14] 2013 Retrospective
cohort study

5,628 hospital
admitted patients

25(OH)D � 15 ng/ml asso-
ciated with increased odds
of sepsis (OR, 1.29; 95% CI
1.06–1.57; p = 0.01)

Nguyen [15] 2013 Prospective co-
hort study

91 septic hospital
admitted patients

Low 1,25(OH)2D levels asso-
ciated with increased 30-day
mortality (p < 0.01)

Quraishi [20] 2013 Retrospective
cohort study

2,135 hospitalized
patients

25(OH)D <10 ng/ml as-
sociated with significantly
increased odds of HABSI
occurrence

Moromizato
[16]

2014 Retrospective
cohort study

3,386 ICU patients Preadmission 25(OH)D level
an independent predictor of
sepsis development in ICU
(p= 0.009)

Amrein [18] 2014 Retrospective
cohort study

655 ICU patients Death prevalent in septic
patients with vitamin D defi-
ciency
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Table 1 (Continued)

First author Year Design of the
study

Sample size Results

Vitamin D and SSI and CDI
Quraishi [26] 2013 Retrospective

cohort study
770 gastric bypass
surgery patients

Patients with 25(OH)D
<30 ng/ml at higher risk
of HAI [OR 3.05 (95% CI
1.34–6.94)] and SSI [OR
4.14 (95% CI 1.16–14.83)]

Zittermann
[27]

2016 Prospective co-
hort study

3,340 cardiac
surgical patients

1,25(OH)2D levels indepen-
dent risk factors for post-
surgical infections (OR 2.57,
95% CI 1.47–4.49)

Quraishi [28] 2014 Retrospective
cohort study

5,047 patients
admitted to the
hospital

25(OH)D levels < 10 ng/ml
and 10–19.9 ng/ml increased
CDI risk (OR 4.96; 95% CI
1.84–13.38 and OR 3.36;
95% CI 1.28–8.85)

Wang [30] 2014 Prospective co-
hort study

62 hospitalized
patients with CDI

Normal 25(OH)D levels
predicted CDI resolution
(p= 0.028)

Van der
Wilden [32]

2015 Prospective co-
hort study

100 hospitalized
patients with CDI

25(OH)D3 levels sig-
nificantly correlated
with disease severity
(OR 0.92; CI 0.87–0.98;
p = 0.008); 1 ng/ml increase
in 25(OH)D3 decreased by
8% the risk of severe CDI

Vitamin D and in-hospital mortality
McKinney
[41]

2011 Retrospective
cohort study

136 ICU patients Risk of death significantly
higher in ICU patients with
vitamin D deficiency (RR
1.81)

Venkatram
[42]

2011 Retrospective
cohort study

437 ICU patients Hospital mortality higher
in patients with 25(OH)D
deficiency (p = 0.01)

Arnson [45] 2012 Prospective co-
hort study

130 ICU patients Shorter survival curves in
patients with 25(OH)D
<20 ng/ml (p < 0.05)

Remmelts
[36]

2012 Prospective co-
hort study

272 hospitalized
patients

25(OH)D <20 ng/ml inde-
pendent predictor of 30-day
mortality (AUC 0.69; 95% CI
0.71–0.94)

Braun [43] 2012 Retrospective
cohort study

1,325 ICU patients 25(OH)D <15 ng/ml associ-
ated with increased mortality
(p = 0.01)

Higgins [46] 2012 Prospective co-
hort study

196 ICU patients Higher levels of 25(OH)D
were associated with
a shorter time-to-alive ICU
discharge (HR 2.11; 95% CI,
1.27–3.51)
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Table 1 (Continued)

First author Year Design of the
study

Sample size Results

Matthews
[47]

2012 Prospective co-
hort study

258 ICU patients Severe/moderate deficiency
status (< 26 ng/ml) was
associated with signifi-
cantly increased ICU costs
(p = 0.027/p = 0.047)

Aygencel [44] 2013 Prospective co-
hort study

201 ICU patients 25(OH)D <20 ng/ml was
associated with increased
mortality rate (43% vs 26%;
p = 0.027)

Lange [14] 2013 Retrospective
cohort study

26,603 hospital-
ized patients

25(OH)D <15 ng/ml and
25(OH)D 15–30 ng/ml were
associated with increased
all cause 30-day mortality
(p < 0.001; p = 0.003)

Amrein [40] 2013 Retrospective
cohort study

24,094 hospital-
ized patients

25(OH)D levels < 20 and
� 60 ng/ml before hospi-
talization associated with
increased odds of 90-day
mortality (U shaped relation-
ship)

Quraishi [4] 2014 Prospective co-
hort study

100 ICU patients Significant association of
25(OH)D with readmission
(OR per 1 ng/ml, 0.84; 95%
CI, 0.74–0.95) and mortality
(OR per 1 ng/ml, 0.84; 95%
CI 0.73–0.97)

Amrein [51] 2014 Randomized
controlled trial

492 ICU patients Lower mortality associated
with vitamin D supple-
mentation in patients with
severe vitamin D deficiency
(p= 0.04)

De Pascale
[48]

2016 Retrospective
cohort study

107 ICU septic
patients

Extremely low 25(OH)D
level independent predictor
of sepsis-related mortality
(p = 0.01)

25(OH)D: 25-hydroxyvitamin D; ED: emergency department; HABSI: hospital-acquire blood-
stream infection; ICU: intensive care unit; SAPS II: Simplified Acute Physiology Score II;
APACHE II: Acute Physiology and Chronic Health Evaluation II; SSI: skin and soft tissue in-
fection; CDI: Clostridium difficile infection; OR: odds ratio; CI: confidence interval
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investigated as a potential risk factor for HAIs and other undesirable clinical out-
comes [3].

Indeed, growing evidence suggests that low vitamin D status, as characterized
by serum 25-hydroxyvitamin D [25(OH)D] levels < 20 ng/m, increases the risk of
cardiovascular disease, cancer, and pulmonary ailments in community dwelling in-
dividuals. There is now also increasing evidence of a strong relationship between
hypovitaminosis D and increased morbidity as well as higher mortality in hospital-
ized patients (Table 1). This may be due to the central role that vitamin D plays in
regulating innate and adaptive immune responses [4]. As such, the objective of this
chapter is to provide a comprehensive account of the emerging evidence regarding
the relationship of vitamin D status with HAIs and mortality in the critical care
setting.

Vitamin D as an Immune Regulator

Vitamin D production and function is dependent on a complex regulatory sys-
tem. It is derived from endogenous or exogenous prehormones, requiring extensive
tissue modification, which includes an active intermediate molecule [25(OH)D],
and is potentially influenced by numerous modulators, such as parathyroid hor-
mone (PTH), calcium, phosphorus, and fibroblast growth factor-23. Calcitriol or
1,25-dihydroxyvitamin D [1,25(OH)2D] is the most biologically active metabo-
lite of the vitamin D pathway. However, plasma levels of 1,25(OH)2D are not
only 500–1,000 times lower than those of 25(OH)D, but its half-life is also sig-
nificantly shorter than the monohydroxylated form. As such, and under normal
circumstances, 25(OH)D levels are used to represent total body vitamin D status.
Both 25(OH)D and 1,25(OH)2D are largely protein-bound to vitamin D binding
protein (DBP) and, much less so (~ 10%), to albumin, while less than 1% of each
molecule is found unbound in the circulation. Since the binding affinity of vita-
min D metabolites to albumin is significantly lower than it is to DBP, it is postulated
that during times of acute need, only the unbound and albumin-bound 25(OH)D
and/or 1,25(OH)2D is biologically active, and therefore referred to as the bioavail-
able fraction of vitamin D [3]. Epithelial, mucosal and innate immune cells, such
as leukocytes, monocytes and macrophages, all of which represent the first barrier
against infections, express the vitamin D receptor (VDR) and produce 1-˛-hydrox-
ylase, which facilitates conversion of 25(OH)D to 1,25(OH)2D for paracrine and
autocrine use within the target cells. Stimulation of the VDR through production of
1,25(OH)2D can attenuate the proliferation and differentiation of both T and B lym-
phocytes, which likely improves outcome in autoimmune diseases. Furthermore,
vitamin D metabolites activate Toll-like receptors (TLRs) in order to stimulate in-
nate immunity and upregulate the production of potent antimicrobial peptides, such
as cathelicidin and ˇ-defensin 2 [3]. LL-37, the only know human cathelicidin, ex-
presses a wide-range of antimicrobial activity against pathogens, including Gram-
positive and Gram-negative bacteria, fungi, mycobacteria and viruses. LL-37 is not
only expressed systemically by cells of the immune system, but is also produced
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by epithelial cells at barrier sites including skin, respiratory tract, and gastroin-
testinal mucosa. Recent evidence suggests that LL-37 production is optimized with
25(OH)D levels of ~ 30–35 ng/ml.

Bloodstream Infections

Bloodstream infections (BSIs) represent a major concern among all causes of HAIs.
It is estimated that the incidence of BSIs is 0.6 cases per 100 admissions across all
units, and 9.7 per 100 admissions in the intensive care unit (ICU), with attributable
LOS and hospital costs of approximately 10 days and C5,000 (US ~ $5,500), re-
spectively [1]. To-date, most preventive strategies are focused on the control of
environmental factors, such as hand hygiene, skin decontamination, antiseptic-im-
pregnated catheters, and non-pharmacological bundles. And, although immune dys-
function is recognized as a key element for susceptibility to infection, few modifi-
able immunomodulatory factors have been identified to reduce HABSIs.

Low serum 25(OH)D levels may be an important risk factor for HABSI devel-
opment. A prospective study looking at vitamin D status in 49 critically ill patients
and 21 healthy controls found that 25(OH)D and LL-37 concentrations were signif-
icantly lower in ICU patients than in controls, with a positive correlation between
the two [5]. Moreover, a retrospective cohort analysis of acute care patients hos-
pitalized in non-federal US hospitals with a diagnosis of sepsis during a 24 year
period found that the incidence of sepsis and mortality rate increased by 16.5 and
40% respectively during the winter. Indeed, low vitamin D status, due to reduced
exposure to ultraviolet B radiation, which is necessary for endogenous 25(OH)D
production, has been proposed as a possible underlying cause of such observations
[6]. Similarly, in a prospective review of 106 French ICU patients, spring admis-
sion, low albumin levels, and high Simplified Acute Physiology Score (SAPS II)
were independent predictors of low 25(OH)D levels [7]. Furthermore, preclinical
data support the relationship between sepsis incidence or severity and vitamin D
status. In a mouse study, DBP levels were shown to correlate with disease severity
and the administration of vitamin D3 improved survival rates by 40% [8].

Prospective studies have also investigated the relationship between vitamin D
status and sepsis. A pilot study assessed 25(OH)D levels in 81 patients admitted to
an emergency department with suspected infection. Subjects with 25(OH)D levels
< 75 nmol/l (23.5 ng/ml) were more likely to develop severe sepsis within 24 h of
presentation compared to subjects with normal values [9]. These findings are fur-
ther supported by another study, which found that the degree of hypovitaminosis D
in critically ill patients was associated with higher SAPS II, Acute Physiology and
Chronic Health Evaluation (APACHE) II scores, and fewer hospital-free days [10].
Conversely, a recent randomized controlled trial (RCT), which included 67 criti-
cally ill septic patients found that a single intravenous administration of 2 µg of
calcitriol did not improve mortality rates or blood cathelicidin levels after 48 h
but it did increase plasma 1,25(OH)2D and anti-microbial protein mRNA levels
[11]. Nevertheless, a case-control study that included 240 patients with severe sep-
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sis found no significant differences in outcomes between patients with normal or
low vitamin D levels. However, this investigation only evaluated samples taken
the morning after admission, and the mean serum level for the top quartile was
58.3 nmol/l (23.3 ng/ml), therefore still below an optimal value [12]. Interestingly,
an Italian study found that the median 25(OH)D levels at admission for 172 ICU pa-
tients were lower in the severe sepsis and septic shock group than in trauma patients
(10.1 ng/ml vs. 18.4 ng/ml): the univariate analysis revealed that, after adjusting for
age, sex and SAPS II score, low vitamin D status was associated with a higher
mortality rate [13].

Retrospective studies have also found a strong correlation between sepsis and
vitamin D levels. An analysis of 5,628 patients reported that pre-hospital 25(OH)D
levels � 15 ng/ml were associated with a 1.3-fold increased risk of developing
a community-acquired BSI requiring hospitalization compared to patients with
levels > 15 ng/ml [14]. Similarly, all 91 outpatients admitted to the emergency
department of a large US hospital with sepsis met vitamin D deficiency or insuf-
ficiency criteria, and, in this population, low 1,25(OH)2D levels were associated
with increased 30-day mortality and PTH insensitivity [15]. A two-center study
analyzed 3,386 critically ill patients admitted to ICUs and verified that deficient
vitamin D levels three days prior and seven days after ICU admission were strong
independent predictors of sepsis [16]; similar results have been observed in surgical
ICU patients with vitamin D levels < 20 ng/ml [17]. Conversely, a recent cohort
study of 655 critically ill patients did not find any association between 25(OH)D
levels and LOS, but all 20 patients who died of sepsis had vitamin D levels less
than 30 ng/ml [18].

Even though a growing body of evidence supports a strong relationship between
low vitamin D status and sepsis, few data are available regarding nosocomial bac-
teremia. The results of an observational study that analyzed 2,399 patients admitted
to two university hospitals in Boston showed that, for the 1,160 subjects who had
blood cultures, hypovitaminosis D was significantly associated with a higher risk of
BSI development (OR 1.64; CI 1.05–2.55; p = 0.03) [19].

Furthermore, in a retrospective analysis of 2,135 patients, the odds of developing
a HABSI in the 323 patients with 25(OH)D levels < 10 ng/ml was 2.3-fold higher
than in patients with levels � 30 ng/ml despite adjusting for age, sex, race, Deyo-
Charlson Comorbidity index and admission cause [20]. And finally, a recent meta-
analysis of 14 observational reports found that 25(OH)D < 20 ng/ml was signifi-
cantly associated with an increased risk of sepsis in critically ill patients (RR 1.46,
95% CI 1.27 to 1.68) [21].

Although definitive data from large RCTs are lacking, the available observational
evidence and preliminary RCTs suggest a potential beneficial effect of vitamin D
on sepsis outcomes in ICU patients.
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Surgical Site Infections

SSIs are a leading cause of morbidity and mortality during the 30 days following
surgery. It is estimated that up to 40% of all patients and around 15% of hospitalized
patients may develop an SSI following an invasive procedure. Surgical stress, pain,
and exposure to general anesthesia are only a few example of the myriad of factors
that can affect immune regulation in the perioperative period. And immunocompe-
tence as well as barrier site (skin or anastomosis) integrity are known risk factors
for developing SSIs. Therefore, due to its immunomodulatory effects, vitamin D
may be involved in the mechanisms that are involved in attenuating post-operative
immunoparalysis and that may promote wound protection as well as repair.

Suboptimal vitamin D status before surgery may be a highly prevalent issue of
concern. An analysis of patients undergoing bariatric surgery during a five year pe-
riod found that 84% of 127 patients had low 25(OH)D baseline levels and that this
deficiency was significantly correlated with preoperative body mass index and PTH
levels [22]. Similar results were documented in a review of 379 obese individuals
undergoing bariatric surgery between 2002 and 2004, which identified low vita-
min D status in 68% of patients [23]. On the other hand, in a retrospective review of
723 patients undergoing orthopedic surgery, preoperative 25(OH)D < 32 ng/ml was
present in almost half of all patients, while levels < 20 ng/ml were observed in 40%
of individuals in this cohort [24].

There is a growing body of literature that has investigated the association of
vitamin D status with post-surgical health. A prospective analysis in Germany
of 190 patients who came into an orthopedic clinic for either total hip, knee, or
shoulder prosthesis due to aseptic loosening of the joint or periprosthetic infec-
tion, demonstrated that 64, 52, and 86% of patients, respectively, had 25(OH)D
levels < 20 ng/ml. Moreover, the mean 25(OH)D level of the 43 patients with
joint infections was significantly lower than that of patients with aseptic loosening
[25]. Recent evidence also suggests that surgical stress may be associated with
a significant reduction in circulating 25(OH)D levels when compared with preop-
erative values. Moreover, the derangement in perioperative 25(OH)D levels may be
sustained for up to 3 months after surgery.

A retrospective analysis of the association between preoperative 25(OH)D lev-
els and HAIs following Roux-en-Y gastric bypass surgery was performed at a major
Boston teaching hospital [26]. During the five-year study period, 770 patients under-
went surgery and had their 25(OH)D levels checked within 30 days before surgery.
Forty-one cases of HAI were diagnosed, with 20 cases identified as SSIs and the
other 21 were either urinary tract infections (UTIs), pneumonia, or bacteremia. Us-
ing a propensity score matching approach, subjects with baseline 25(OH)D levels
< 30 ng/ml demonstrated a 3-fold and 4-fold increased risk of HAIs and SSI de-
velopment, respectively, compared to patients with levels � 30 ng/ml (OR 3.05; CI,
1.34–6.94). The validity of these findings has recently been bolstered in a cohort of
3,340 consecutive patients undergoing cardiac surgery. In their analysis, the study
investigators found that low 1,25(OH)2D levels were independently associated with
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an increased risk of post operative-infection [27]. So, although limited, emerging
data support the potential beneficial effect of optimizing vitamin D status in the
perioperative setting.

ClostridiumDifficile Infections

C. difficile is the major cause of nosocomial diarrhea in North America. During
the last decade, the incidence of hospital-acquired C. difficile infection (HACDI)
has increased dramatically, with more than 300,000 new cases and almost 15,000
deaths being reported annually [1].

Vitamin D is thought to be involved in innate gastrointestinal immune defenses
by promoting the maturation of T cell populations, and protection of macrophages
from the deleterious effects of C. difficile toxins. Furthermore, VDR activation
within the gastrointestinal tract is thought to upregulate macrophage and epithe-
lial LL-37 as well as ˇ-defensin expression, which attenuates interleukin (IL)-1ˇ

release.
A recent retrospective cohort study investigating CDIs in 568 adults admitted

to two Boston teaching hospitals found that only 13% of patients had 25(OH)D
� 30 ng/ml [28]. After adjusting for age, sex, race, patient type, and the Deyo-Charl-
son Comorbidity index, 25(OH)D levels < 10 ng/ml were strongly associated with
HACDI occurrence, with the odds of infection being 3-fold higher than those of
patients with levels � 30 ng/ml. Another recent analysis looked at the association
between CDI and vitamin D status in 3,188 patients who had inflammatory bowel
disease and at least one 25(OH)D test on record at two US teaching hospitals. The
35 patients in this cohort who developed CDI had a mean 25(OH)D level of 20.4,
which was significantly lower than in non-CDI patients [29].

Prospective studies on this topic have recently been conducted as well. An anal-
ysis of data from 62 hospitalized patients with C. difficile-associated diarrhea found
that 25(OH)D levels > 21 ng/ml were significantly associated with higherC. difficile
disease resolution; indeed, in these patients, low vitamin D status was associated
with a higher risk of recurrence and an almost 6-fold increased risk of death com-
pared to patients with more optimal 25(OH)D levels [30]. Vitamin D status may also
be a predictor of CDI severity. A recent study enrolled 100 patients with confirmed
CDI while admitted to a large teaching hospital in Boston between 2011 and 2013.
Multivariable regression analysis demonstrated that 25(OH)D3 levels were signif-
icantly associated with disease severity and each 1 ng/ml increase in 25(OH)D3

was observed to decrease the risk of severe CDI by 8% (OR 0.92; CI 0.87–0.98).
However, no association was observed between total 25(OH)D or 25(OH)D2 levels,
supporting the hypothesis that vitamin D3 is the biological driver of vitamin D-re-
lated immune function [32]. Similarly, a longer course of CDI-associated diarrhea
has been observed in patients with low vitamin D status compared to a matched
group with more optimal 25(OH)D levels [31]. And finally, in a recent meta-anal-
ysis of 8 observational studies, including both community and nosocomial CDIs,
patients with lower vitamin D status were shown to have significantly higher odds



178 G. De Pascale et al.

of developing severe CDI compared with those with more optimal 25(OH)D levels
[33]. Although, at present, there are no RCTs that have investigated the effect of
vitamin D supplementation in patients with CDI, within the given limits of observa-
tional cohort studies there is a strong signal that vitamin D optimization in patients
affected by or at high risk for CDIs may be clinically relevant.

Other Nosocomial Infections

CAUTIs are the most common HAIs worldwide, accounting for almost 50% of
all nosocomial infectious complications. Nearly 25% of patients with bacteriuria
develop CAUTI, followed, in 4% of cases, by bacteremia. These episodes are re-
sponsible for an estimated health care-related cost of between $676 and $2,836
per patient. Preliminary investigations have shown a relationship between vita-
min D status and UTIs. In a study of 92 patients diagnosed with a UTI, a signif-
icant relationship between VDR gene polymorphism and infection was observed,
and a significant increase in LL-37 expression after a three-month period of vi-
tamin D supplementation was observed in bladder biopsies of patients infected
with Escherichia coli [34]. Additionally, a significant association between hypovi-
taminosis D and recurrent UTIs was observed in premenopausal women. Although
previous studies demonstrated an upregulation of LL-37 with chronic UTI [34],
increased ˇ-defensin 2 expression may be more profound in the acute setting. To
date, no RCTs have investigated whether vitamin D supplementation may reduce
the incidence, severity, or duration of CAUTI.

HAP represents a leading cause of morbidity andmortality in ICU patients. In the
critically ill, nosocomial pneumonias, including ventilator-associated pneumonia
(VAP), are responsible for increased ICU LOS, patient-related resource utiliza-
tion and mortality. Vitamin D significantly contributes to innate immune function
in respiratory mucosa and many recent studies have identified hypovitaminosis D
as a determining risk factor for pulmonary infections. A retrospective analysis of
16,975 individuals with documented 25(OH)D levels from the third National Health
and Nutrition Examination Survey (NHANES) revealed that patients with levels
< 30 ng/ml had a 56% higher chance of developing community-acquired pneumo-
nia (CAP) [35]. Similarly, a prospective cohort study including 272 hospitalized
patients with CAP observed that, after controlling for commonly used biomark-
ers and prognostic scores, vitamin D deficiency was independently associated with
30-day mortality [36]. Interestingly, although there are no published investigations
about the potential role of vitamin D as a risk indicator and prognostic marker of
HAP, vitamin D levels < 50 nm/l have been frequently observed in hospitalized crit-
ically ill patients with acute respiratory distress syndrome (ARDS) [37].

New data relating vitamin D deficiency and other infection types are also emerg-
ing. A large retrospective population study observed that, after adjusting for po-
tential confounding variables, vitamin D status was associated with the risk of
methicillin-resistant Staphylococcus aureus (MRSA) nasal carriage. Similarly, in
a prospective observation involving 201 critically ill patients, hypovitaminosis D
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and invasive mechanical ventilation were the two independent risk factors for Acine-
tobacter baumannii infections [38]. A French study analyzed the vitamin D levels
of 88 patients with cirrhosis who attended a liver clinic, finding a 56.8% rate of se-
vere 25(OH)D deficiency, defined as < 10 ng/ml. These subjects were more likely to
be hospitalized due to a severe infection than those with a normal vitamin D status
[39].

Mortality and Critical Care Outcomes

It is well know that vitamin D deficiency is associated with all-cause mortality in the
general population, mainly due to its relationship with chronic conditions includ-
ing cardiovascular disease and cancer. Recent evidence supports its role as a major
determinant of poor outcome in hospitalized patients, especially in the ICU set-
ting. A retrospective cohort study of 24,915 hospitalized adult patients with mean
and median pre-hospital serum 25(OH)D levels of 27.9 and 26 ng/ml, respectively,
found that 13% of the enrolled patients were ICU admitted [40]. In a cohort study of
patients with pre-hospital admission 25(OH)D levels, those with levels � 15 ng/ml
had a 1.45 greater odds of 30-day in-hospital mortality compared to those with
levels > 15 ng/ml, after adjusting for major potential influencing covariates [14].
Furthermore, in a retrospective study of 136 veterans, ICU survivors had a signif-
icantly lower rate of suboptimal vitamin D status compared to non-survivors, and
also had a shorter ICU LOS [41]. Another cohort study of 523 critically ill patients
admitted to a medical ICU demonstrated a significant relationship between low vi-
tamin D status and mortality [42], as did another large observational study from
Boston, which included 1,325 study patients. In the latter study, low pre-hospital
25(OH)D levels were an independent risk factor for 30-day mortality (OR 1.85; CI
1.25–2.98) [43].

Prospective data from a Turkish cohort demonstrated that among 139 adults ad-
mitted to a medical ICU, the median serum 25(OH)D level was 14.9 ng/ml; 69%
of these patients had 25(OH)D levels < 20 ng/ml [44] and had more comorbidities,
needed more invasive procedures and had a higher incidence of septic shock. How-
ever, no difference in mortality was observed. However, in patients with 25(OH)D
levels < 20 ng/ml, a higher mortality rate and a shorter survival course (15.3 days
vs. 24.2 days) was observed compared to those with 25(OH)D � 20 ng/ml in a co-
hort of 130 critically ill patients admitted to a mixed ICU [45]. Similarly, in another
analysis of 196 patients admitted to a medical/surgical ICU, low 25(OH)D levels
were associated with greater ICU LOS and a trend towards increased risk of ICU-
acquired infections [46]. Additionally, among 100 critically ill patients enrolled in
a multicenter prospective Australian study, the observed rate of 25(OH)D < 30 and
< 20 ng/ml was 54% and 24%, respectively, confirming a significant relationship be-
tween hypovitaminosis and both worse disease severity and fewer hospital-free days
[10]. Although there are fewer data on just critically ill surgical patients, a prospec-
tive study which assessed the vitamin D status of 258 patients admitted to a surgical
ICU reported a severe/moderate vitamin D deficiency status in 91.8% of cases. Low
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vitamin D status in these patients was associated with higher mortality (11.9 vs.
0%) and greater health care costs ($51,413˙ $75,123 vs. $20,414˙ $25,714), com-
pared to patients with more optimal 25(OH)D levels [47]. More recently, another
prospective cohort study of 100 patients in two surgical ICUs of a single institution
demonstrated that 25(OH)D levels upon admission were inversely associated with
LOS, 90-day readmission, and 90-day mortality rate [4].

Finally a recent observational study analyzed the vitamin D profile of 107 criti-
cally ill patients with severe sepsis and septic shock. At ICU admission, vitamin D
deficiency (� 20 ng/ml) was observed in 93.5% of the patients and 57 showed levels
< 7 ng/ml. Severe vitamin D deficiency was associated with lower microbiological
eradication and significantly higher sepsis-related mortality [48].

Future Directions

Although emerging data suggest a relationship between low vitamin D status and
an increased risk of infection, little is known about optimal 25(OH)D levels for
immune function during acute stress and critical illness. 25(OH)D levels around
35 ng/ml are thought to optimize vitamin D-dependent cathelicidin expression,
while patients with levels � 60 ng/ml have been shown to be at higher risk of 90-
day mortality compared to patients with levels between 30–50ng/ml [40]. Usually,
adults need a daily supplementation of 1,500–2,000 IU of vitamin D to maintain
blood levels above 30 ng/ml and oral intakes up to 5,000 IU a day have been
observed to be absolutely safe [40].

Recent data have demonstrated that critically ill patients undergoing very high
supplementation regimens (> 200,000 UI in a single oral dose) had their vitamin D
deficiency rapidly corrected without increasing risk of hypocalcemia or hypercalci-
uria [49, 50], but a large randomized clinical trial enrolling 492 vitamin D deficient
ICU patients found that oral vitamin D (540,000 IU bolus followed by 90,000 IU
monthly doses) increased 25(OH)D levels without improving ICU and hospital LOS
and mortality rates. However, such supplementation did improve 6-month mortality
rates in severely deficient patients with serum 25(OH)D levels � 12 ng/ml [51].

Single intramuscular or intravenous vitamin D administration has also been ob-
served to effectively correct hypovitaminosis in critically ill patients [11]. Hence,
although a strong relationship seems to link vitamin D and immune system function,
there is limited and conflicting evidence supporting its use as adjunctive therapy in
high-risk patients for severe systemic infections, such as hospitalized critically ill
subjects. Investigations in this research field have to carefully consider multiple pos-
sible biases (such as baseline vitamin D status, dosages administered, and plasmatic
levels obtained), which can influence the appropriateness of final observations.
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Conclusion

Preclinical research and observational studies highlight the key role of vitamin D
for optimal function of the human immune system. The incidence and prognosis of
HAIs may benefit from hypovitaminosis D correction, especially in the critically ill
setting where low 25(OH)D levels appear to significantly influence outcome. How-
ever, evidence supporting vitamin D supplementation as a tool to improvemorbidity
and mortality is still lacking. Further studies aimed at defining target populations
where functional vitamin D insufficiency is detrimental and to provide new insights
regarding optimal administration regimens are needed in order to definitively deter-
mine the antimicrobial properties of this intriguing molecule.
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Part VI
Cardiac Conditions



Anemia and Blood Transfusion in the Critically
Ill Patient with Cardiovascular Disease

A. B. Docherty and T. S. Walsh

Introduction

Anemia and Cardiovascular Disease

Approximately seven million people in the United Kingdom, and 30% of patients
admitted to the ICU have co-existing cardiovascular disease (CVD) [1–3] and this
proportion may rise as the average age of both the general population and patients
admitted to the ICU increase. Patients with CVD will have impaired compensatory
mechanisms to enable maximum oxygen delivery to the tissues in the event of ane-
mia (Fig. 1). Anemia causes an increase in cardiac output, which stresses the heart
to increase heart rate and stroke volume. In acute illness, global oxygen demand is
increased, further stressing the heart. This is exacerbated by the frequent presence
of tachycardia and hypotension, which reduce blood flow to the coronary arteries,
and by catecholamines that increase myocardial work. Significant left ventricular
coronary flow occurs only during diastole and the subendocardial region is particu-
larly at risk of ischemia because of the high pressure in the left ventricle [4]. At rest,
the myocardium extracts approximately 75% of the oxygen delivered by coronary
blood flow [5], and there is therefore little reserve when myocardial oxygen con-
sumption is increased in critical illness. Atheroma-related flow limitation further
compromises myocardial oxygen delivery.
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Chronic
severe
anemia

Peripheral
vasodilation

↓ Blood pressure

↑ Neurohormones
 • Catecholamines
 • RAA
 • Natriuretic peptides
 • AVP

↑ Salt and water
 retention

↑ Extracellular
 volume

↑ Work load
↑ LV mass
↑ LV remodeling
↑ LV dysfunction

Worsening
heart failure

↑ Plasma
 volume

↓ Renal blood flow
↓ GFR

Fig. 1 The impact of chronic severe anemia on myocardial function. LV: left ventricular; AVP:
arginine vasopressin; RAA: renin-angiotensin-aldosterone; GFR: glomerular filtration rate. Repro-
duced from [50] with permission

Anemia and Outcomes in Patients with Cardiovascular Disease

Anemia is associated with worse outcomes in patients with CVD, both in terms
of severity of illness, and mortality. Anemia is a significant risk factor in ischemic
heart disease (IHD), correlating with advanced IHD, chronic heart failure, rhythm
disturbance and higher mortality rate in comparison to non-anemic patients [6].
Anemia is also an independent predictor of major adverse cardiovascular events
in patients across the spectrum of acute coronary syndrome (ACS) [7]. Anemia in
heart failure is associated with impaired functional capacity and cardiac function,
renal dysfunction, increased rate of hospitalizations and poor prognosis [8]. How-
ever, these studies are all observational, and the direction of causality is difficult to
ascertain – anemia may cause the worse outcomes, or it may be a reflection of the
severity of the underlying chronic disease. It therefore follows that correction with
red blood cells (RBCs) may not improve patient prognosis.

Evidence from Transfusion Trials

All major RBC transfusion trials have compared restrictive with liberal transfu-
sion strategies based on higher versus lower hemoglobin thresholds for transfusion
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[9–13]. Trials based in the ICU have shown that a more restrictive transfusion
threshold of 7.0 g/dl is as safe as a more liberal threshold for the general ICU pop-
ulation [9, 11, 14]. A recent systematic review did not find any association with
mortality, overall morbidity or myocardial infarction when comparing restrictive
transfusion strategies with liberal transfusion strategies; however, the overall quality
of evidence was low [15]. A Cochrane review indicated that restrictive transfusion
strategies were not associated with an increased rate of adverse events (mortality,
cardiac events, stroke, pneumonia and thromboembolism) compared with liberal
transfusion strategies. Restrictive transfusion strategies were associated with a re-
duction in hospital mortality but not in 30-day mortality [16]. A review published
in 2014 using restrictive hemoglobin transfusion triggers of 7 g/dl showed reduc-
tions in in-hospital mortality, total mortality, rebleeding, ACS, pulmonary edema,
and bacterial infections compared with liberal transfusion [17].

However, these trials were based in general ICU cohorts, and there is the risk
of practice misalignment, whereby inclusion of heterogeneous populations in trials
can mask potentially divergent effects in subpopulations [18]. Both of the major
transfusion trials in ICUs had underpowered pre-defined subgroups that suggested
that a more liberal transfusion threshold may be beneficial in patients with CVD
[9, 11]. Evidence is also limited by the under-representation of patients with CVD
in trials. Observational studies suggest the prevalence of CVD in ICU patients is
around 30% [1, 3]; however patients with CVD accounted for only 20% of pa-
tients recruited to the Transfusion Requirements in Critical Care (TRICC) trial
compared with 29% of patients excluded [9], and only 14% of patients recruited
to the Transfusion Requirements in Septic Shock (TRISS) trial [11]. A trial under-
taken in patients presenting with acute gastrointestinal bleeding trial excluded all
patients with significant CVD [12].

Evidence in Patients with Co-existing Cardiovascular Disease

There have been few trials aimed specifically at transfusion thresholds in criti-
cally ill patients with co-existing CVD. Two recent systematic reviews in cardiac
surgery [19] and in perioperative transfusion practice (including cardiac surgery)
[20] reported higher mortality with a restrictive transfusion threshold. Our system-
atic review [21] found only 11 blood transfusion threshold randomized controlled
trials (RCTs) that included patients with co-existing CVD, either as the whole pop-
ulation [10, 22–24], as a pre-defined subgroup [9, 11, 25] or as a high proportion
of patients [14, 26–28]. We found no evidence of a difference in 30-day mortality
between restrictive and liberal transfusion thresholds. However, we found an in-
creased risk of new ACS in patients with co-existing CVD who were randomized
to a restrictive blood transfusion threshold (Figs. 2 and 3). The restrictive transfu-
sion threshold for most of the included trials was 8 g/dl compared with a liberal
transfusion threshold of 10 g/dl. These trials do not, therefore, provide high qual-
ity evidence that the widely recommended ‘default’ transfusion trigger of 7 g/dl is
as safe as higher thresholds for preventing ACS in patients with CVD. There was
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Table 1 Table of guidelines for red blood cell transfusion in patients with cardiovascular disease

Organization Year Recommendation for
general

Recommendation for
CVD

British Committee for
Standards in Haema-
tology [38]

2013 7.0 g/dl, target 7.0–
9.0 g/dl

Stable angina should
have a Hb maintained
> 7.0 g/dl

NICE: National In-
stitute for Health and
Clinical Excellence
[52]

2015 7.0 g/dl, target 7.0–
9.0 g/dl

ACS: transfusion
threshold of 8.0 g/dl,
target of 8.0–10.0 g/dl
Chronic: further
research

Association of Anaes-
thetists of Great
Britain and Ireland
[53]

2016 7.0 g/dl Uncertainty remains
for patients with is-
chemic heart disease,
higher thresholds
(8.0 g/dl) may be
appropriate

American Associa-
tion of Blood Banks
(AABB) [51]

2016 7.0 g/dl Patients with symp-
toms or a Hb level of
8.0 g/dl or less

ACS: acute coronary syndrome; CVD: cardiovascular disease; Hb: hemoglobin

no difference in the incidence of pulmonary edema between restrictive and liberal
thresholds; however pulmonary edema can result from both transfusion-related cir-
culatory overload and ACS, and these were not reported separately in the different
trials.

Current guidelines reflect the paucity of evidence in patients with co-existing
cardiovascular disease (Table 1).

Clinician Variability in DecisionMaking

Audits of blood transfusion practice in the UK have consistently shown that around
20% of blood product usage is outside guideline recommendations [29]. This vari-
ation in practice was evident in an analysis of the ABLE trial (Age of transfused
blood in critically ill adults), which found that the presence of co-existing CVD
modified transfusion thresholds [30].

Future Trial Design

A pragmatic RCT of restrictive versus liberal blood transfusion thresholds in pa-
tients with CVD with mortality as a primary outcome is likely to encounter the
same difficulties as previous trials. In order to find a 5% reduction in mortality (32
to 27%, 90% power), a two-arm trial would require nearly 2,000 patients. Within
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this population will be patients with differing severity of cardiovascular disease, and
differing severity of acute illness, and there is again the risk of practice misalign-
ment. Using the ‘PICO’ model, we address some of the difficulties a future trial
might encounter and offer some potential solutions.

Population

Critically ill patients with co-existing CVD are not all the same. There is a spectrum
of severity of both CVD and critical illness, and it follows that the balance of risks
and benefits of transfusion may change along this spectrum.

One approach could be to limit the trial population to the highest risk group,
such as those with high severity of illness scores at presentation to the ICU (e. g.,
APACHE II score > 19), or those with known coronary artery disease. This would
mean that we are focusing on the group in which we are most likely to see a differ-
ence in outcome between restrictive and liberal thresholds. In addition to this, these
patients have high hospital and longer-term mortality, which may make trial num-
bers more manageable. If no difference is found, then we could say with confidence
that patients with CVD do not benefit from higher transfusion thresholds. However,
if there is a benefit in this high-risk group (and from previous trials, we have seen no
benefit in patients without CVD), we would be unable to recommend practice for
the low-risk CVD group – patients who are either less critically ill or have milder
co-existing CVD. A subsequent trial would potentially need to be undertaken in this
group.

It is physiologically appealing to design a trial that individualizes transfusion
based on patient risk of mortality or ACS. Those patients at high risk would be
transfused at a higher threshold than those at lower risk. Significant work would
need to be carried out modelling risk in this population to inform the trial design,
and observational studies are ongoing [31]. An adaptive trial design, allowing the
risk algorithm to be informed by previous participants in the trial would reduce the
risk to patients of being randomized to a harmful threshold and would be more cost-
effective.

Intervention

RBC transfusion is current standard practice for correcting anemia in critically ill
patients, and it would be logical to continue this in a future trial. Iron therapy plus
or minus erythropoietin would be another potential intervention. There is a func-
tional iron deficiency in critical illness and a theoretical increased risk of bacterial
infection with the use of iron, and although there is an ongoing trial into intravenous
iron in critical illness [32], use of iron or erythropoietin is not standard during the
acute phase of critical illness. Previous large trials of erythropoietin have not shown
efficacy for significantly reducing RBC transfusions and/or increasing hemoglobin
by clinically relevant amounts [33]. A limitation of both iron and erythropoietin is
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their slow impact on erythropoiesis and hemoglobin level in the context of acute
illness. It seems likely that RBC transfusion will remain the therapy of choice for
acutely increasing hemoglobin concentration in critical illness.

Comparator

Previous transfusion trials have all compared liberal with restrictive transfusion
hemoglobin thresholds. There are limitations in using hemoglobin, given that the
concentration is significantly affected by fluid resuscitation, however this is a prag-
matic approach which is reproducible and routinely measured. In a population in
which patients are not sedated and ventilated, an alternative could be to transfuse
based on symptomatology, or potentially anaerobic threshold, but this is unlikely to
be feasible in the ICU.

Thresholds have varied between trials (restrictive 7.0–9.7 g/dl, liberal 9.0–
11.3 g/dl [21]), with overlap between restrictive thresholds in some trials and lib-
eral in others. The larger the difference in thresholds, the more likely a difference
will be shown, and a trial of 7 g/dl (current practice excepting ACS) vs 90 g/l would
need fewer patients than 7.5–8.0 g/dl vs 9.0 g/dl. Clinicians need equipoise, and
if clinicians are unwilling to randomize patients with CVD to a low threshold of
7.0 g/dl then a higher threshold must be agreed on, otherwise high-risk patients may
be excluded from the trial.

Outcomes

Mortality
The majority of blood transfusion threshold trials have used 30-day mortality as
their primary outcome. There are many causes of mortality in critically ill patients
and it is difficult to argue that mortality during the first few days of critical illness is
anything other than a result of the severity of presenting illness. A 10–20% differ-
ence in hemoglobin concentration seems to lack biological plausibility to alter this
substantially. Longer-term mortality may be a more appropriate endpoint either in
isolation or combination with measures of quality of life.

Acute Coronary Syndrome
ACS is an appropriate outcome for blood transfusion trials, particularly in patients
with co-existing CVD. However, diagnosis of ACS in critically ill patients is not
straightforward. Standard diagnosis comprises patient symptoms and signs, evi-
dence of ischemia on the electrocardiogram (EKG), and a rise and fall pattern of
cardiac biomarker (usually troponin I or troponin T) [34]. Standard symptoms are
often masked by sedation, delirium or analgesia. EKGs are not performed routinely
and there is significant interobserver variability [35]. Troponin release is prevalent
in the critically ill [1, 36] and there are multiple causes. Potential cardiac mech-
anisms include increased thrombogenicity leading to coronary plaque rupture and
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Table 2 Acute coronary syndrome (ACS) in patients with co-existing cardiovascular disease in
critical care blood transfusion threshold trials. Diagnosis made by Investigator (I) or Clinician (C)

Author,
year

Population Blinded
y/n

Diagnosis of ACS Incidence of
new ACS

de
Almeida,
2015 [27]

Major abdom-
inal cancer
surgery

Y (I) Clinical symptoms suggesting my-
ocardial ischemia with � 1 of the
following:
increase/decrease in cTnI (� 1 value
> 99th centile upper reference limit);
EKG changes: new Q waves, ST eleva-
tion, new LBBB;
Image-based evidence of new loss of
viable myocardium

R: 0/22
L: 0/12

Hebert,
1999 [9]

General ICU ? (I) Unclear *

Holst,
2014 [11]

Septic shock Y (I) Symptoms, EKG signs, or elevated
biomarker levels resulting in an inter-
vention

R: 6/75
L: 2/66

Walsh,
2013 [14]

Older, me-
chanically
ventilated

N (C) Troponin rise, new EKG change R: 1/17
L: 0/15

*All complications, including shock, myocardial infarction, unstable angina and cardiac arrest,
with the exception of acute pulmonary edema (9 vs. 18%; p < 0.01), were comparable in both
groups (p> 0.05). LBBB: left bundle branch block; R: restrictive; L: liberal; Tn: troponin; EKG:
electrocardiogram

thrombosis (type I myocardial infarction) or underlying critical coronary artery dis-
ease leading to an oxygen supply/demand imbalance (type II myocardial infarction)
[34]. However, elevated troponin is also recognized in sepsis, end-stage renal dis-
ease, acute exacerbations of chronic obstructive pulmonary disease (COPD) and
acute intracerebral pathology [37]. This finding may be as a result of underlying
cardiac disease, but there is also evidence of troponin release as a result of direct
toxicity from cytokines, stretch-mediated troponin release, or ongoing subclinical
myocardial injury due to uremia and impaired excretion [37]. Our systematic review
found that cardiovascular events were diagnosed by unblinded clinicians in a third
of trials, and that the criteria for the diagnosis of myocardial infarction were incon-
sistent (Table 2), and this resulted in a low GRADE quality of evidence [21]. The
diagnosis of ACS in high-risk patients who are unable to communicate their symp-
toms, have non-specific EKG changes, and multiple causes for troponin elevation
is challenging and often arbitrary. Before we are able to use ACS as an objective
endpoint, we need to be able to diagnose its presence or absence with accuracy and
precision.

Duration of Mechanical Ventilation
Weaning consists of liberation from mechanical ventilation and extubation. Patients
with CVD may develop myocardial ischemia associated with the increased sym-
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Table 3 Duration of mechanical ventilation, length of stay in ICU/hospital (LOS) in patients with
co-existing cardiovascular disease in critical care blood transfusion threshold trials

Author, year Population ICU LOS Hospital LOS
Hebert, 1999 [9] General ICU R: 9.3 (9.7)

L: 10.4 (10.3)
R: 28.8 (19.5)
L: 30.6 (18.8)

Walsh, 2013 [14] Older, mechanically
ventilated

R: 36.5 (26.7)
L: 53.3 (40.1)

R: 25.6 (18.1)
L: 36.3 (28.3)

R: restrictive; L: liberal

pathetic activation associated with difficulty weaning from the ventilator. Studies
have suggested an association between anemia and failure to wean, and between
RBC transfusion and reduction in the work of breathing [38]; however this is not
a consistent finding. Transfusion in anemic patients with CVD prior to weaning
could potentially reduce the incidence of ACS, as well as being both clinically ef-
fective and cost-effective. No published ICU trials have commented on duration of
mechanical ventilation specifically for patients with CVD. Data regarding ICU and
hospital length of stay are also scarce (Table 3).

Health-related Quality of Life (HRQOL)
There are few data regarding the prevalence and time course of anemia after in-
tensive care. One study showed that 77% of patients were still anemic at hospital
discharge and that nearly half the patients who were in the ICU for seven or more
days had hemoglobin concentrations < 10.0 g/dl [39]. In a study looking at pa-
tients mechanically ventilated > 24 h and discharged from ICU with hemoglobin
concentrations < 10.0 g/dl, half the patients were still anemic at six months [40].
The anemia was predominantly normochromic and normocytic, consistent with on-
going inflammation, inappropriate erythropoietin response and poor marrow RBC
production, although the contribution of iron deficiency is difficult to ascertain in
these states. These patients had a reduced mean SF-36 score at both 3 and 6 months
compared to the normal population. Studies looking at HRQOL for anemia and
other chronic disease such as malignancy [41] and end-stage renal disease [42]
consistently show an association between hemoglobin concentrations and HRQOL.
Fatigue is a prevalent symptom among survivors, and many of the physical features
of the post-ICU syndrome are typical of anemia [43]. However, the causal associa-
tion between anemia and fatigue, and reduced HRQOL, in this patient group are not
well studied. Equally, there are no high quality studies exploring whether interven-
tions to treat and correct anemia, whether with RBC transfusion or non-transfusion
interventions such as iron or erythropoietin, can modify these important outcomes.

Cost-effectiveness
The cost of a unit of blood is around £120 in the UK, but this does not take
into account the complications avoided and complications arising from transfusion.
Evaluation of the cost-effectiveness of RBC transfusion is essential. The combi-
nation of very high hospital costs for critically ill survivors [44] and low HRQOL
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during the months following survivorship means that the loss of quality-adjusted
life years (QALYs) is substantial following critical illness. The rationale for blood
transfusion is to decrease both deaths and complications, such as new ACS, which
might impact further on quality of life, thus improving HRQOL and cost-effective-
ness. Few completed ICU studies have included health economic evaluations. Cost-
effectiveness analysis of the Transfusion Indication Threshold Reduction (TITRe)
II blood transfusion threshold in cardiac surgery trial found no clear difference be-
tween restrictive and liberal arms up to three months after surgery [45]. Hemoglobin
concentration remained different at hospital discharge in the Restrictive and Lib-
eral Transfusion Strategies in Intensive Care (RELIEVE) trial [14], suggesting that
longer term exposure to anemia and its effect on HRQOL is potentially important
for survivors. It seems logical for future transfusion trials during critical illness to
include an economic evaluation in addition to measuring clinical outcomes, espe-
cially in exploring the hypothesis that treating anemia might improve quality of life
among survivors.

Future Areas for Research

Imaging

The mechanism of troponin release in critically ill patients with cardiovascular dis-
ease is not yet fully understood and the relative contribution of ischemic versus
inflammatory injury is unknown. This has potentially important therapeutic impli-
cations. At present, imaging is mainly limited to bedside transthoracic echocardio-
graphy (TTE) due to concerns regarding transferring unstable patients to isolated
locations such as the computed tomography (CT) scanner or for angiography. Stan-
dard TTE is technically more difficult in these patients, and has only moderate
diagnostic accuracy.

Strain Echocardiography
Strain TTE, is a relatively novel imaging technique and describes the lengthening,
shortening or thickening, also known as regional deformation, of the myocardium
[46]. It uses the unique ‘speckle’ pattern visible in the myocardium on routine echo
images. It follows the movement of blocks of speckle pattern over time frames and
is able to capture longitudinal, circumferential and radial strain (rate of deforma-
tion). This algorithm results in objective analyses of myocardial function, and is
more sensitive than standard TTE evaluation of left ventricular function. It has been
successfully used to demonstrate left ventricular dysfunction in septic patients in
critical care [47], and stress cardiomyopathy in patients with subarachnoid hemor-
rhage [48].

Cardiac Magnetic Resonance
Cardiac magnetic resonance is another non-invasive imaging technique that allows
for accurate visualization of tissue changes in patients with acute myocardial dis-
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ease. In the context of troponin elevation in critical illness, it is of particular value in
distinguishing myocardial infarction from other myocardial abnormalities such as
myocarditis, due to the ability to distinguish between subendocardial and other pat-
terns of fibrosis. Cardiac magnetic resonance is able to detect the increased tissue
edema in acute myocardial infarction that lasts up to five weeks and the scar from
myocardial necrosis [49]. This means that patients would be able to be scanned in
the recovery period for troponin elevations that occurred in acute critical illness.

Blood Transfusion in Recovery from Critical Illness

Given the long trajectory of anemia in critical care survivors, another important area
to study is the impact of blood transfusion in patients once they have recovered from
their critical illness. It would be possible to look at both physiological parameters
and patient HRQOL before and after RBC transfusion. Continuous pulmonary ex-
ercise testing (C-PEX) can give an objective assessment of anaerobic threshold, as
well as monitor for ischemia by EKGmonitoring. Important patient outcomes, such
as fatigue and breathlessness, can be explored with qualitative patient interviews or
more structured questionnaires.

Conclusion

There is biological plausibility that patients with CVD may benefit from higher
transfusion thresholds than patients without CVD. Evidence from a systematic re-
view and meta-analysis in this population suggest that there is no difference in 30-
day mortality, but there is an increased risk of ACS in patients with CVD who
were randomized to a restrictive transfusion threshold compared with a more lib-
eral threshold. We suggest that a more liberal transfusion threshold (> 80 g/l) in this
population should be used until a high-quality trial including endpoints for longer
term mortality, ACS, quality of life and cost effectiveness has been performed.
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Right Ventriculo-Arterial Coupling
in the Critically Ill

F. Guarracino, P. Bertini, and M. R. Pinsky

Introduction

Hemodynamic instability is one of the most common and important clinical issues
the intensivist has to face in the treatment of the critically ill. Standard hemody-
namic evaluation of such unstable patients is often based on hemodynamic monitor-
ing that reports mean arterial pressure (MAP), central venous pressure (CVP), heart
rate (HR), cardiac index (CI), and occasionally venous oxygen saturation and serum
lactate values. However, these global cardiovascular measures do not define the
very relevant relationship between ventricular pump function and arterial pressure
and flow. This relationship, referred to as ventriculo-arterial coupling is a primary
determinant of cardiovascular function. For example, left ventricular (LV) stroke
volume is a function of LV end-diastolic volume, intrinsic LV contractility, often
quantified as end-systolic elastance and arterial pressure. Similarly, arterial pres-
sure is a function of LV stroke volume, heart rate and arterial tone, often quantified
as arterial elastance. Thus, LV stoke volume is both limited by and defines arterial
pressure. This interaction is referred to as ventriculo-arterial coupling. Ventriculo-
arterial coupling represents the efficiency of the heart and vascular system to create
the necessary flow under pressure (e. g., workload). These factors can be visualized
by displaying the LV pressure-loop relationship during a single cardiac cycle rel-
ative to the resultant arterial pressure (Fig. 1). Maximal LV myocardial energetic
efficiency, defined as the amount of external work performed for myocardial oxy-
gen consumption, occurs when arterial elastance is approximately half LV elastance
[1]. Although the physiological foundations of ventriculo-arterial coupling as a ma-
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Fig. 1 Left ventricular pressure volume loop.
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jor determinant of cardiovascular health are well described [2], until recently, its
bedside measurement was not possible. Previously, clinical studies required com-
plex and highly invasive measures of LV pressure-volume loops only possible in
well-equipped cardiac catheterization laboratories. Importantly, with the advent of
echocardiographic imaging of the heart such ventriculo-arterial coupling analyses
are possible non-invasively at the bedside [3, 4]. Using this non-invasive approach
we recently showed that critically ill patients in septic shock have a profoundly
uncoupled LV ventriculo-arterial pressure relation, which may explain some of the
impaired LV function seen in sepsis [5]. However, although left ventriculo-arterial
coupling estimates are readily available, estimates of left ventriculo-arterial cou-
pling or their use in bedside clinical decision making are not routinely performed.

The major advantage of using measures of left ventriculo-arterial coupling as
part of hemodynamic monitoring of the critically ill is that it separates arterial pres-
sure from ventricular function, such that both can be assessed separately as a func-
tional unit. Such analyses should also improve pathophysiological interpretation of
the hemodynamic alterations occurring in the critically ill patient and, subsequently,
enable a more focused and potentially more efficient treatment based on the specific
pathophysiological guidance. For example, if a patient in septic shock has primarily
decreased arterial tone, quantified as arterial elastance, then a vasopressor should be
the primary pharmacologic intervention; however, if both arterial elastance and LV
contractility are reduced, for the same MAP, then both an inotrope and vasopres-
sor may need to be started simultaneously. Although increased acceptance of this
approach has focused on LV pathophysiology, the right heart has always been con-
sidered to have little influence on the hemodynamic derangement. However, as was
recently shown, right ventricular (RV) dysfunction is a common and often primary
cause of cardiovascular insufficiency in the critically ill [6].

Right ventriculo-arterial coupling has been used to assess RV function in patients
with pulmonary hypertension. Indeed, impaired coupling is the best predictor of
death or the need for lung transplantation in patients with pulmonary hypertension,
independent of pulmonary arterial pressure measures [7]. We describe below efforts
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to expand RV ventriculo-arterial coupling analyses into bedside analysis for clinical
decision making. Though not yet ready for bedside monitoring, awareness of this
evolving and clinically-relevant analysis needs to occur as we move forward.

The Right Ventricle

RV function, which has been historically underestimated as relevant to cardiovas-
cular homeostasis, has recently drawn the attention of intensivists because of the
growing awareness of its role in several acute and chronic states. For example, RV
dysfunction is universally present to some degree in all critically ill patients with
acute respiratory failure requiring positive-pressure ventilation. Similarly, many
septic shock and post-cardiac surgery patients display RV dysfunction. To what
degree ventriculo-arterial coupling plays a role in each of these disease states is un-
known, but will define patient response to specific therapies. In general, taking into
consideration RV contractility, defined as end-systolic elastance, and pulmonary
arterial elastance, we can classify right heart impairment as due to increase in pul-
monary artery elastance, a reduction in RV elastance or both. Excess differences in
these two elastances reflect uncoupling causing inefficient ventricular loading that
itself causes heart failure, independent of pulmonary arterial pressure or baseline
RV elastance.

Measuring Right Ventricular Arterial Coupling

Unlike left ventriculo-arterial coupling, which is relatively easy to measure us-
ing only echocardiographic data and simple measures of systolic arterial pressure,
measuring RV function is relatively difficult. Several methods are available to in-
directly assess RV performance, including RV ejection fraction (RVEF), estimated
by thermodilution [8], pulmonary artery occlusion pressure (PAOP) estimated by
a pulmonary artery catheter (PAC) or echocardiography, tricuspid annual plane sys-
tolic excursion (TAPSE) or the measurement of RV diameters using ultrasound,
and tissue Doppler imaging of RV wall stress and strain. Regrettably, none of these
techniques accurately assess RV systolic function or estimate RV functional reserve
[9–12].

Additionally, to measure right ventriculo-arterial coupling, other measures are
required. As in the past with the left ventricle, measures of right ventriculo-arterial
coupling require measurements of specific aspects of the RV pressure–volume loop
during one cardiac cycle. From these data one can then extrapolate the RV end
systolic pressure–volume relationship. The most accurate methods are based on
cardiac magnetic resonance imaging (MRI), which measure RV end-diastolic and
end-systolic volumes, plus a PAC that measures the end-systolic arterial pressure
[13]. Unfortunately, these methods, though accurate, are not applicable in a critical
care setting. RV volumes can be measured by conductance catheters placed in the
right ventricle and when added to the PAC-derived measures of RV pressure, can
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also define right ventriculo-arterial coupling [14]. In the literature, we were able
to find only one brief report on the use of the PAC alone to measure right heart
pressures and volumes every 20 s using thermodilution [15]. Alternatively, one can
estimate RVmaximal systolic arterial pressure during a hypothetical RV isovolumic
contraction by extrapolation of the right ventricular pressure profile [7].

Right ventriculo-arterial mismatch can occur as a result of RV failure (decrease
in RV elastance), pulmonary arterial hypertension (increase in pulmonary artery
elastance) or both. Regardless of the cause of right ventriculo-arterial uncoupling,
there will be a reduction in the energetic efficiency between the right heart and the
pulmonary circuit, ultimately leading to right heart failure and potentially the need
for inotropic support, use of selective pulmonary vasodilators or mechanical assis-
tance. Furthermore, right ventriculo-arterial uncoupling can be a problem alone, due
to primary LV dysfunction, or part of global cardiovascular collapse (e. g., adrenal
insufficiency).

Causes of Decreased Right Ventricular Elastance

Primary Left Heart Failure

The majority of right heart failure patients have left heart dysfunction. The left heart
has thicker walls dispersing wall stress and markedly decreases in diameter during
systole making it ideally suited to handle the higher intra-luminal LV pressures
need to sustain a high systemic MAP [16]. In contrast, the right heart has thinner
walls and decreases in diameter less during systole, such that it cannot handle simi-
lar intra-luminal pressures. Importantly, under normal conditions, RV pressures are
very low (~ 10–15mmHg). However, its capacity to handle sudden increases in pul-
monary artery pressure is limited and if coupled with increased volume may rapidly
spiral into acute cor pulmonale and cardiac standstill, a common terminal event in
patients with massive pulmonary emboli. Pathologies involving the left heart, es-
pecially if they occur suddenly, often result in a passive increase in the pulmonary
artery pressure, leading, subsequently, to right ventriculo-arterial uncoupling.

Primary Right Heart Failure

Primary right heart failure can occur if the supply of oxygenated blood to the right
heart is stopped due to a right-sided acute coronary syndrome (ACS). RV infarc-
tion is often difficult to diagnose, especially in the perioperative period. Routine
electrocardiographic (EKG) analysis is often insufficient to identify an ST-T mis-
match as it is poorly displayed for the right heart. Only if associated LV inferior
wall ischemia or infarction is present is RV infarction readily diagnosed by EKG.
Although easily identified as impaired contractility by echocardiography, right heart
echocardiography is usually not considered the first line of diagnosis in this setting.
Owing to the low RV intra-luminal systolic pressures, RV myocardial blood flow
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primarily occurs in systole, unlike LV myocardial perfusion, which only occurs in
diastole [17]. Thus, systolic hypotension or any condition in which systemic sys-
tolic arterial pressure is less than pulmonary systolic arterial pressure will result in
RV myocardial ischemia.

The Cardiac Surgical Patient

Patients undergoing heart surgery are usually very complex and in need of a higher
number of therapies including mechanical ventilation, inotropic support, and, on
occasion, mechanical circulatory support devices [18]. Since the right ventricle has
an anterior position in the mediastinum, if cold cardioplegia does not fully cover the
RV free wall, it is at risk for postoperative selective RV stunning which presents as
transitory right heart impairment. Nonetheless, a right heart issue can persist, and
this has to be known by the intensivist to reduce the causes of further hemodynamic
derangement, such as aggressive ventilation in the immediate postoperative period
or fluid overload or, in the case of initiating countermeasures (prostaglandins, nitric
oxide, pharmaceutical or mechanical support), to restore right ventriculo-arterial
coupling.

Causes of Increases in Pulmonary Arterial Elastance

Pulmonary Artery Embolism

A pulmonary arterial embolism is a relatively frequent complication in critically
ill patients in general and in the postoperative period in particular. It can lead
to pulmonary artery hypertension and right ventriculo-arterial uncoupling. Early
recognition of this condition is crucial, although, in severe cases, it is usually rel-
atively easy to diagnose by cardiac ultrasonography. RV bulging, septal flattening
and paradoxical septal motion are universally seen in hemodynamically significant
pulmonary emboli [19]. Intra-luminal thrombi may also be visible in both the right
heart and main pulmonary artery. In mild or moderate conditions, however, diagno-
sis can be carried out using advanced imaging techniques, such as a high-resolution
computed tomography (CT) scan or perfusion pulmonary scintigraphy. However,
a right ventriculo-arterial evaluation at the bedside may provide clues about the
condition along with a clinical examination and routine analysis [20].

Pulmonary Hypertension

Although many critically ill patients with pulmonary hypertension are usually
known ahead of time, it is not uncommon to identify pulmonary hypertension
(defined as a systolic pulmonary artery pressure > 35mmHg) during the routine
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management of the critically ill. Importantly, if a patient has high pulmonary arte-
rial pressure consistent with increased pulmonary arterial elastance and their CVP
is < 8mmHg, then they are in a compensated state and probably are not uncoupled
[21]. Nevertheless, right ventriculo-arterial decoupling due to increased pulmonary
arterial elastance is the primary predictor of death in patients with pulmonary
hypertension [22].

The Ventilated Patient

Mechanical ventilatory support of acute and chronic respiratory failure is often
lifesaving and is routinely used during surgery requiring general anesthesia. How-
ever, mechanical ventilation, by increasing intrathoracic pressure and altering lung
volumes also profoundly alters RV preload and pulmonary arterial elastance. Hy-
perinflation, due to excess tidal volumes, inadequate expiratory time or high levels
of end-expiratory airway pressure may all increase pulmonary arterial elastance
[23]. This topic is too large to be covered further here but needs to be considered in
every ventilated patient who presents with hemodynamic insufficiency. Most often,
when a patient needs mechanical ventilation, intensivists are prone to think of it
as a pure lung issue, and right heart problems can be underestimated. Yet, it is an
equally important part of the story; frequently, RV problems can be exacerbated or
even caused by the respiratory support.

Conclusion

Although evaluation of the right heart has not become mainstream and integrated
into traditional hemodynamic monitoring owing to the difficulties present in its
measurement, RV assessment is instrumental in defining the effect of cardiovascu-
lar treatment of the critically ill patient. The assessment of right ventriculo-arterial
coupling may play a key role in understanding the pathophysiology of several pat-
terns of hemodynamic derangement from severe sepsis to acute respiratory distress
syndrome (ARDS), and should become a commonly available hemodynamic tool
in the near future.
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Part VII
Cardiopulmonary Resuscitation



Antiarrhythmic Drugs for Out-of-Hospital
Cardiac Arrest with Refractory Ventricular
Fibrillation

T. Tagami, H. Yasunaga, and H. Yokota

Introduction

Out-of-hospital cardiac arrest (OHCA) affects approximately 300,000 people in the
United States, 280,000 people in Europe and 110,000 people in Japan each year
[1–3]. Among all the presentations of cardiac arrest (asystole, pulseless electrical
activity [PEA], ventricular fibrillation [VF], and pulseless ventricular tachycardia
[pVT]), VF and pVT are considered the most treatment responsive, but the rate
of survival to hospital discharge after OHCA remains markedly low [1–3]. To over-
come this time-sensitive and severe condition that has a low survival rate, the “chain
of survival” concept was first introduced by Newman [4] in the 1980s as follows:
(1) early access to emergency medical care; (2) early cardiopulmonary resuscitation
(CPR); (3) early defibrillation; and (4) early advanced cardiac life support. Even
after three decades of accumulation of evidence, the 2015 International Liaison
Committee on Resuscitation (ILCOR) guidelines still recommend immediate defib-
rillation with CPR as the treatment of choice for VF/pVT in OHCA patients and
that antiarrhythmic drugs can be used as advanced life support during cardiac arrest
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Table 1 Classification and recommendations for the three antiarrhythmic drugs

Amiodarone Lidocaine Nifekalant
Vaughan Williams
classification

Class III Class Ib Class III

2015 ILCOR treatment
recommendation [5]

Suggest use of amio-
darone in adult
patients with re-
fractory VF/pVT
to improve rates of
ROSC.

Suggest use of
lidocaine as an alter-
native to amiodarone
in adult patients with
refractory VF/pVT.

Suggest use of
nifekalant as an
alternative to amio-
darone in adult
patients with re-
fractory VF/pVT.

Level of
recommendation

Weak recommenda-
tion, moderate-quality
evidence

Weak recommen-
dation, very-low-
quality evidence

Weak recommen-
dation, very-low-
quality evidence

ILCOR: International Liaison Committee on Resuscitation; VF: ventricular fibrillation;
pVT: pulseless ventricular tachycardia

in patients with refractory ventricular dysrhythmias [5, 6]. Refractory VF/pVT is
generally defined as failure to terminate VF/pVT with one to three stacked shocks
[5].

Antiarrhythmic drugs that may be used include amiodarone, lidocaine, and
nifekalant ([5, 6]; Table 1). The ILCOR guidelines recommend the use of amio-
darone as first-choice treatment for adult patients with refractory VF/pVT to
improve the rate of return of spontaneous circulation (ROSC) [5, 6]. Lidocaine
and nifekalant are recommended as alternatives to amiodarone in the treatment of
refractory VF/pVT in adult patients. However, as mentioned in the knowledge gap
section of the latest resuscitation guidelines [5], existing evidence is not enough
to suggest that amiodarone is superior to lidocaine and/or nifekalant in terms of
the critical outcome of survival to discharge. In a trial involving OHCA patients
with VF/pVT, Dorian et al. [7] reported that the rate of survival to admission was
significantly higher in the amiodarone group than in the lidocaine group but found
no significant difference in the rate of survival to discharge between the two groups.
More recently, Kudenchuk et al. [8] reported survival data for patients with OHCA
due to initial VF/pVT in the prehospital setting and found that survival rates with
amiodarone or lidocaine administration were not significantly higher than with
placebo.

Thus, the provision of amiodarone, lidocaine, or nifekalant to OHCA patients
with refractory VF/pVT is still controversial in clinical practice. In this chapter, we
review the recent evidence from randomized trials and observational studies for the
efficacy of antiarrhythmic drugs for OHCA patients with refractory VF/pVT.
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Characteristics and Evidence of the Efficacy
of Antiarrhythmic Drugs

Lidocaine was traditionally used as the drug of choice for the treatment of OHCA
in patients with persistent VF/pVT until the early 2000s [9]. Lidocaine is classified
as a class Ib agent in the Vaughan-Williams classification. Although lidocaine is
low-cost and simple to administer, evidence is not enough to suggest its superior-
ity to other antiarrhythmic drugs or placebo in terms of rate of survival to hospital
discharge of OHCA patients with persistent VF/pVT. One retrospective study sug-
gested that lidocaine may improve the success rate of resuscitation [10], contrary
to the negative results reported in other studies [11, 12]. After the reports of two
landmark studies on amiodarone [7, 13], resuscitation guidelines were revised with
preference for amiodarone over lidocaine in the treatment of cardiac arrest patients
with persistent VF/pVT [5, 6, 9].

Amiodarone and nifekalant are both classified as class III antiarrhythmic agents
(potassium channel blockers) in the Vaughan-Williams classification [14, 15]. How-
ever, these two class III antiarrhythmic drugs have different pharmacological char-
acteristics. Amiodarone has several effects on ion channels, receptors, and sym-
pathetic activity, in addition to blocking the rapid components of delayed rectifier
potassium currents, such as sodium and calcium channel-blocking effects, and ˛-
and ˇ-receptor blocking actions. In other words, amiodarone has negative inotropic
and vasodilatory effects, which may negatively affect hemodynamic status after
ROSC in OHCA patients. On the other hand, nifekalant is a pure potassium channel
blocker that specifically blocks the rapid component of delayed rectifier potassium
currents without blocking sodium or calcium channels [16]. Laboratory studies
suggest that nifekalant has no negative inotropic effects and no effect on cardiac
conduction and hemodynamic status, whereas amiodarone has these effects via its
ˇ-blocking action [17, 18]. Although some animal model studies suggested that
amiodarone did not contribute to the decrease in defibrillation threshold, nifekalant
was found to decrease the defibrillation threshold of ventricular fibrillation [19–
21]. Therefore, nifekalant may have advantages over amiodarone for the treatment
of refractory VF/pVT via defibrillation and post-resuscitation hemodynamic man-
agement from a pharmacological point of view. However, data from clinical studies
have provided limited robust results [22, 23].

Only a few studies have compared the efficacy of amiodarone with that of
nifekalant for the treatment of refractory VF/pVT [22–25]. Amino et al. [22] re-
ported no significant differences in the success rate of defibrillation and rate of
survival to discharge between nifekalant and amiodarone in OHCA patients with
refractory VF/pVT. However, they reported that the interval between antiarrhyth-
mic drug administration and defibrillation success in the amiodarone group was
significantly longer than that in the nifekalant group [22]. This finding was also
reported in a retrospective study by Harayama et al. [23], who found that nifekalant
achieved faster ROSC after refractory VF/pVT than did amiodarone. More re-
cently, Amino et al. [25] evaluated the results of a large multicenter prospective
study (SOS-KANTO 2012 [26]). These investigators retrospectively investigated
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nifekalant potency and differential effects of two initial amiodarone doses (150
or 300mg) as compared with lidocaine doses in the Japanese population. The
odds ratios (ORs) for survival to admission were significantly higher in the 150-
mg nifekalant or amiodarone group than in the lidocaine group. The authors also
reported that 24-hour survival was significantly higher in the nifekalant, 150-mg
amiodarone, or 300-mg amiodarone groups than in the lidocaine group. Amino
et al. [27] published another post hoc analysis from the SOS-KANTO 2012 study.
They evaluated the effect of administration of antiarrhythmic drugs (defined as
any one among or a combination of lidocaine, nifekalant, and amiodarone) during
CPR on 1-month outcome by using propensity score analyses. Logistic regression
with propensity scoring demonstrated an OR of 1.92 for 1-month survival in the
antiarrhythmic drug group (p = 0.01) and 1.44 for favorable neurological outcome
at 1 month (p = 0.26).

The ROC-ALPS Study

Recently, Resuscitation Outcomes Consortium (ROC) investigators published the
results of the Amiodarone, Lidocaine or Placebo Study (ALPS), a randomized
double-blind trial [8]. Amiodarone, lidocaine, or placebo was administered by
paramedics in the prehospital setting for OHCA patients with refractory VF/pVT in
10 North American sites. The investigators evaluated 3,026 patients, of whom 974
were assigned to the amiodarone group, 993 to the lidocaine group, and 1,059 to the
placebo group. Of these patients, 24.4%, 23.7%, and 21.0%, respectively, survived
to hospital discharge (primary outcome). The difference in survival rate was 3.2
percentage points for amiodarone compared with placebo (95% confidence inter-
val [CI] �0.4 to 7.0; p = 0.08), 2.6 percentage points for lidocaine compared with
placebo (95% CI �1.0 to 6.3; p = 0.16), and 0.7 percentage points for amiodarone
compared with lidocaine (95% CI �3.2 to 4.7; p = 0.70).

The survival rates with favorable neurological status (secondary outcome) were
similar in the amiodarone group (182 patients [18.8%]), lidocaine group (172
[17.5%]), and placebo group (175 [16.6%]). The risk difference for the secondary
outcome was 2.2 percentage points for amiodarone compared with placebo (95%CI
�1.1 to 5.6; p = 0.19), 0.9 percentage points for lidocaine compared with placebo
(95% CI �2.4 to 4.2; p = 0.59), and 1.3 percentage points for amiodarone compared
with lidocaine (95% CI �2.1 to 4.8; p = 0.44).

Kudenchuk et al. [8] concluded the ROC-ALPS study as follows: neither amio-
darone nor lidocaine resulted in a survival rate or favorable neurological outcome
that was significantly better than that achieved with placebo among patients with
OHCA due to initial shock-refractory VF/pVT. However, the study also provided
insightful data to the field of resuscitation. The authors reported that among 1,934
patients with bystander-witnessed arrest, the survival rate was higher with amio-
darone (27.7%) or lidocaine administration (27.8%) than with placebo (22.7%).
This absolute risk difference was significant for amiodarone compared with placebo
(5.0 percentage points; 95% CI 0.3–9.7; p = 0.04) and for lidocaine compared with
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placebo (5.2 percentage points; 95% CI 0.5–9.9, p = 0.03). The survival rate was
also higher among amiodarone recipients than among placebo recipients with emer-
gency medical services (EMS)-witnessed arrest, with a risk difference of 21.9 per-
centage points (95% CI 5.8–38.0; p = 0.01). Considering that OHCAwith refractory
VF/pVT is a time-sensitive condition with a low survival rate, determining whether
OHCA was witnessed or not is a reasonable method of performing subanalyses.
The authors also reported that among 839 patients with unwitnessed OHCA, sur-
vival did not differ significantly between trial groups. These data may indicate that
both amiodarone and lidocaine therapies may be effective for shock-refractory by-
stander-witnessed OHCA but may be useless in unwitnessed OHCA.

Analyses of Data from a Japanese Nationwide Database:
Comparisons Between Amiodarone and Nifekalant
and Between Amiodarone and Lidocaine

Nifekalant was developed and approved for clinical use in Japan in 1999. Thus,
nifekalant and lidocaine were the traditionally used drugs of choice for VF/pVT
until the Japanese Ministry of Health, Labour and Welfare approved the use of
intravenous amiodarone in June 2007. Thus, Japan is the only country in which
amiodarone, nifekalant, and lidocaine are all approved for clinical use. We there-
fore decided to analyze the effectiveness of antiarrhythmic drugs by using real-
world clinical data from cardiogenic OHCA patients with refractory VF/pVT on
hospital arrival across the country.

We retrospectively evaluated data from the Japanese Diagnosis Procedure Com-
bination (DPC) database, which is a nationwide in-hospital patient administrative
database [28–30]. The DPC database includes administrative claims and discharge
abstract data for all patients (including OHCA patients who die in the emer-
gency room) discharged from more than 1,000 participating hospitals, covering
all 82 academic hospitals and more than 90% of all tertiary-care emergency
hospitals in Japan. The database includes the following information for each
patient, recorded using a uniform data submission form: age, sex, medical pro-
cedures (e. g., defibrillation, therapeutic hypothermia, and percutaneous coronary
angiogram/intervention), daily records of all drugs administered and devices used
(e. g., amiodarone, nifekalant, lidocaine, extracorporeal membrane oxygenation
[ECMO], and intra-aortic balloon pumping [IABP]), length of hospital stay, and
discharge status (home, transfer to another hospital, death in the emergency room,
or death after admission) [28–30].

We compared the rates of survival to discharge among cardiogenic OHCA pa-
tients with persistent VF/pVT on hospital arrival following treatment with either
amiodarone or nifekalant [28], and amiodarone or lidocaine [29].

In the study that compared amiodarone and nifekalant [28], we identified 2,961
patients with cardiogenic OHCA who had VF/pVT on hospital arrival between
July 2007 and March 2013. Patients were categorized into amiodarone (n = 2,353)
and nifekalant groups (n = 608), from which 525 propensity score-matched pairs
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were generated. We found a significant difference in admission rate between the
nifekalant and amiodarone groups in the propensity score-matched groups (75.6
vs. 69.3%; difference 6.3%; 95% CI 0.9–11.7). An analysis that used the in-hospi-
tal administration rate of nifekalant/amiodarone as an instrumental variable found
that receiving nifekalant was associated with an improved admission rate (22.2%;
95% CI 11.9–32.4). However, we found no significant difference in in-hospital
mortality between the nifekalant and amiodarone groups (81.5 vs. 82.1%; differ-
ence �0.6%; 95% CI �5.2 to 4.1). Instrumental variable analysis showed that
receiving nifekalant was not associated with reduced in-hospital mortality (6.2%,
95% CI �2.4 to 14.8). We concluded that although nifekalant may potentially im-
prove hospital admission rates compared with amiodarone for these patients, no
significant association with in-hospital mortality was found between nifekalant and
amiodarone for cardiogenic OHCA patients with VF/pVT on hospital arrival.

In the study that compared amiodarone and lidocaine [29], we identified 3,951
patients from 795 hospitals who experienced cardiogenic OHCA and had refractory
ventricular fibrillation on hospital arrival. The patients were categorized into amio-
darone (n = 1,743) and lidocaine (n = 2,208) groups, from which 801 propensity
score-matched pairs were generated. No significant difference in the rate of sur-
vival to hospital discharge was found between the amiodarone and lidocaine groups
(15.2 vs. 17.1%; difference �1.9%; 95% CI �5.5 to 1.7) in the propensity score-
matched analyses. Thus, we concluded that the amiodarone and lidocaine groups
had no significant difference in the rate of survival to hospital discharge.

As compared with those reported in the ROC-ALPS study, the survival rates
of our two nationwide observational studies were lower (approximately 17–18% in
our studies [28, 29] vs. 24% in the ROC-ALPS study [8]). These differences may be
attributed to the differences in the EMS of the countries in which the studies were
conducted. The ROC-ALPS study [8] was conducted in North America, whereas
we analyzed Japanese data. In the ROC-ALPS study [8], patients were randomized
at the scene by the responding paramedics. This is in contrast to our study, in which
antiarrhythmic drugs were provided after hospital arrival because paramedics are
not allowed to administer any antiarrhythmic drugs in prehospital settings in Japan.
Thus, the times from cardiac arrest to first administration of the antiarrhythmic drug
were much longer in our studies [28, 29] than in the ROC-ALPS study [8].

Recent Systematic Review andMeta-analyses

Huang et al. [31] reviewed 10 randomized controlled trials and 7 observational trials
in 2013. They found that amiodarone (relative risk [RR] 0.82; 95% CI 0.54–1.24),
lidocaine (RR 2.26; 95% CI 0.93–5.52) and nifekalant therapies did not improve
survival to hospital discharge compared with placebo, but amiodarone, lidocaine,
and nifekalant therapies were beneficial to initial resuscitation, as assessed based
on the rate of ROSC and survival to hospital admission, with amiodarone being
superior to lidocaine (RR 1.28; 95% CI 0.57–2.86) and nifekalant (RR 0.50; 95%
CI 0.19–1.31).
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Amino et al. reported a systematic review of the use of intravenous amiodarone
and nifekalant in 2014 [32]. They reviewed 9 articles, including those written in
the Japanese language. They found that amiodarone and nifekalant therapies were
equally effective in preventing electrical storm (67 vs. 67%). The defibrillation
effect on CPR was also equal in the two groups (60 vs. 54%). More cases of hy-
potension and bradycardiawere recorded as adverse effects in the amiodarone group
(9.5 and 5.3%) than in the nifekalant group [32].

After publication of the results of the ROC-ALPS study, two systematic reviews
with meta-analyses were published in 2016 [33, 34]. Laina et al. [34] reported
that amiodarone therapy significantly improved survival to hospital admission (OR
1.402; 95% CI 1.068–1.840; Z = 2.43; p = 0.015), but neither survival to hospital
discharge (RR 0.850; 95% CI 0.631–1.144; Z = 1.07; p = 0.284) nor neurological
outcome (OR 1.114; 95% CI 0.923–1.345; Z = 1.12; p = 0.475) were significantly
improved by amiodarone therapy compared with placebo or nifekalant therapy.
Sanfilippo et al. [33] reported another review regarding this issue. They reported
that amiodarone was as beneficial as lidocaine for survival to hospital admission
(primary analysis OR 1.02; 95% CI 0.86–1.23; p = 0.40) and discharge (primary
analysis OR 1.06; 95% CI 0.87–1.30; p = 0.56; secondary analysis OR 1.04; 95%
CI 0.86–1.27; p = 0.67). Compared with placebo, survival to hospital admission
was higher with both amiodarone (primary analysis OR 1.32; 95% CI 1.12–1.54;
p < 0.0001; secondary analysis OR 1.25; 95% CI 1.07–1.45; p < 0.005) and lido-
caine (secondary analysis only OR 1.34; 95% CI 1.14–1.58; p = 0.0005) therapies.
With regard to hospital discharge, no significant differences were observed between
placebo and amiodarone (primary outcome OR 1.19; 95% CI 0.98–1.44; p = 0.08;
secondary outcome OR 1.11; 95% CI 0.92–1.33; p = 0.28) or lidocaine (secondary
outcome only OR 1.19; 95% CI 0.97–1.45; p = 0.10) therapy.

These recent four systematic reviews with meta-analyses suggested that amio-
darone, lidocaine and nifekalant therapies equally improved survival to hospital
admission as compared with placebo. However, none of these antiarrhythmic drugs
improved long-term outcomes.

Is Earlier Provision of Antiarrhythmic Drugs Better?

After publication of the results of the ROC-ALPS study, several corresponding edi-
torials and comments were published in response [35–38]. As pointed out by several
comments, the key finding of the ROC-ALPS study was that both amiodarone and
lidocaine therapies may be effective for shock-refractory VF/pVT in bystander-wit-
nessed arrest but might be useless in the later phase of resuscitation [35, 37]. The
first dose of the trial drugs was given a mean (˙SD) of 19.3˙ 7.4min after the
initial call to EMS and after a median of three shocks in the overall population of
the ROC-ALPS study [8]. Kudenchuk et al. speculated that such delays may at-
tenuate the effectiveness of antiarrhythmic interventions as patients progress to the
metabolic phase of OHCA when cellular injury and physiological derangements
may be irreversible despite restored circulation [39]. The potential benefit of treat-
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ment could have been underestimated among patients with unwitnessed OHCA.
Patients with witnessed OHCA who received earlier initiation of resuscitation and
a shorter interval to antiarrhythmic drug administration (12min) had significantly
higher rates of survival to hospital discharge by about 5%.

Conclusion

Recent guidelines on resuscitation recommend immediate defibrillation with CPR
as the treatment of choice for OHCA patients with VF/pVT and that antiarrhythmic
drugs (including amiodarone, lidocaine and nifekalant) can be used as advanced life
support during cardiac arrest in patients with refractory ventricular dysrhythmias.
Recent systematic reviews and meta-analyses suggest that amiodarone, lidocaine,
and nifekalant therapies equally improve survival to hospital admission compared
with placebo. However, none of these antiarrhythmic drugs improved long-term out-
comes. The landmark study, ROC-ALPS, concluded that compared with placebo,
neither amiodarone nor lidocaine therapy resulted in a significantly higher rate of
survival or more favorable neurological outcome among patients with OHCA due
to refractory VF/pVT. However, the authors also reported that among patients with
bystander-witnessed cardiac arrest, the survival rate was higher with amiodarone
or lidocaine than with placebo. Although further studies are required to confirm
this speculation, earlier administration of antiarrhythmic drugs may result in better
outcomes.
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Airway and Ventilation During
Cardiopulmonary Resuscitation

C. J. R. Gough and J. P. Nolan

Introduction

Intuitively, effective airway management and ventilation are essential components
of effective cardiopulmonary resuscitation (CPR). However, studies have failed to
show a benefit to early prioritization of ventilation, and international guidelines
have reiterated the importance of effective, minimally-interrupted chest compres-
sions [1]. There is no clear consensus on the best strategy for managing the airway
during CPR, but at some stage in the resuscitation pathway an open airway, oxy-
genation and sufficient ventilation will be necessary. There is also the important step
of isolating the lungs from the gastrointestinal tract and protecting them from aspi-
ration of gastric contents. In this chapter, we will summarize the current approaches
to airway and ventilation management during CPR, emphasizing the stepwise ap-
proach and highlighting ongoing research in this field.

Current Airway Options and the Concept
of the Stepwise Approach

The ideal airway management strategy during CPR remains unclear. In practice,
there is often a progression in complexity of airway management, from no interven-
tion (compression-only CPR), mouth-to-mouth, and bag-mask ventilation, through
to supraglottic airway (SGA) devices and tracheal intubation. The best airway is
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likely to vary depending on the time-point in the resuscitation process, and the skill
set of the attending rescuers [2]. Ensure high quality chest compressions and mini-
mize any interruptions for airway intervention.

Chest Compression-only andMouth-To-Mouth Rescue Breathing

The current recommendation for the untrained bystander is for dispatcher-assisted
chest compression-only CPR, while those trained in rescue breathing should per-
form this in addition to chest compressions if willing and able [3].

A meta-analysis of three randomized controlled trials showed that chest-com-
pression-only CPR was associated with improved chance of survival (discharge or
30 days) compared with standard CPR (14 [211/1500]% versus 12 [178/1531]%;
risk ratio 1.22, 95% CI 1.01–1.46) [4]. A more recent meta-analysis of two of these
three trials has shown that the benefit of chest compression-only CPR was main-
tained for several years with a lower risk of death after adjustment for potential
confounders (adjusted hazard ratio 0.91; 95% CI, 0.83–0.99; p = 0.02) [5].

Bag-mask Ventilation

Bag-mask ventilation with a self-inflating bag, often supplemented with an oropha-
ryngeal or nasopharyngeal airway, is frequently used until advanced airway tech-
niques such as SGA devices or tracheal intubation are undertaken. Several recent
studies have supported the use of bag-mask ventilation in the pre-hospital setting,
including a large national Japanese study of 649,654 adult patients which found
that bag-mask ventilation was associated with better outcomes (return of sponta-
neous circulation [ROSC], one-month survival and neurological outcomes) when
compared to the advanced airway techniques [6]. This was an observational study,
with low rates of neurologically intact survival in both groups (1.1% versus 2.9%
[odds ratio 0.38, 95% CI 0.36–0.39]). Observational studies like this are prone to
selection bias – patients who recover rapidly from a cardiac arrest, and therefore
likely to have a better outcome, are less likely to require advanced airway manage-
ment. Conversely, those who require advanced airway management are already less
likely to survive. Investigators often use propensity analysis to try to account for
such confounders, but can only ever include data that have been collected and re-
ported. There are likely to be other factors (hidden confounders) that may account
for the apparent differences in outcome.

Although some patients achieve ROSC and regain consciousness without an ad-
vanced airway, many others will need an advanced airway at some stage during
their pathway: this may be achieved before ROSC, directly after ROSC or after
admission to hospital.
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Supraglottic Airway Devices

SGA devices are an appealing alternative to tracheal intubation because they require
less training for successful insertion, and may cause less interruption of chest com-
pressions than tracheal intubation [7]. The most commonly used SGAs worldwide
include the laryngeal tube, the laryngeal mask airway (LMA) and the i-gel.

Swine models raised concerns that SGAs could reduce carotid blood flow as a re-
sult of direct compression on the internal and external carotid arteries, but this is not
apparent in the limited human studies [8–10]. The use of SGAs in situations where
the skills for tracheal intubation are not immediately available has made their use
widespread in both the pre-hospital and in-hospital setting; they have a documented
high success rate in both settings [11, 12].

The ideal SGA for use during cardiac arrest is unclear, and a randomized con-
trolled trial comparing SGAwith tracheal intubation powered for long-term survival
has not been done. A feasibility study has been conducted in Southwest England
comparing cluster-randomization of two types of SGA (i-gel and LMA supreme)
with usual practice, principally tracheal intubation, but also including bag-mask
ventilation and LMA insertion [13]. As a feasibility study, it was not powered to
detect statistical differences in outcome between groups, but it documented proto-
col adherence in 80% of patients and has led on to the AIRWAYS-2 trial (see below)
[14]. Of note, in the feasibility study, the LMA supreme arm was discontinued in
the final 2 months following three contamination incidents as a result of blood and
gastric fluid being forcefully ejected from the gastric drainage port during CPR [15].

Tracheal Intubation

As with other emergency scenarios, intubation in cardiac arrest is not easy. The fre-
quency of more difficult intubations (Cormack and Lehane grade 3 and above, or 3
or more intubation attempts) is roughly double during cardiac arrest in compari-
son with routine general anesthesia (10.3–13% versus 5.8% [95% CI 4.5–7.5]) [16,
17].

The risk of complications of tracheal intubation must be balanced against the
risks associated with SGAs.

Advantages of Tracheal Intubation
Advantages of tracheal intubation include effective ventilation while minimizing
interruptions to chest compressions, minimizing gastric insufflation and therefore
reducing regurgitation, and protecting the pulmonary tree from aspiration of gastric
contents.

Disadvantages of Tracheal Intubation
Disadvantages of tracheal intubation include interruptions to chest compressions
(during insertion), delay to definitive care, endobronchial intubation and unrecog-
nized esophageal intubation. Interruptions to chest compressions can be lengthy,
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and could outweigh any benefit of securing the airway. A study of 100 pre-hospital
intubations by paramedics found the total duration of interruptions during CPR as-
sociated with tracheal intubation attempts was 110 (IQR 54–198) s, and in a quarter
of cases the interruptions were over 3min [18].

There is also a learning curve to successful intubation, and ongoing practice is
required to retain this skill. A recent systematic review sought to determine the
learning curve for tracheal intubation by direct laryngoscopy by healthcare profes-
sionals [19]. The authors identified 13 studies with a total of 1,462 students who had
attempted to intubate 19,108, mostly elective, patients. At least 50 intubations with
no more than two intubation attempts needed to be performed to reach a success rate
of at least 90%. Given that intubation during cardiac arrest is likely to be more dif-
ficult than intubation for elective surgery it seems probable that considerably more
than 50 intubations are required to exceed success rates of 90% during cardiac ar-
rest. A study from the South of England showed that 75% of paramedics perform
just one or no intubations a year [20]. There is therefore a training requirement to
deliver successful intubation in the community.

Advantages of SGAs
SGAs are easier to insert than a tracheal tube, require less training for use, and can
usually be inserted without interruption to chest compressions [21].

Disadvantages of SGAs
As yet, there is no randomized controlled trial that compares long-term survival be-
tween tracheal intubation and SGAs. Without a cuffed tube securing the trachea, the
risk of pulmonary aspiration of gastric contents may be higher than with tracheal
intubation. A recent small cadaver study, which compared a number of airway tech-
niques, instilled 500ml of colored solution into the stomachs of human cadavers,
commenced 5min of CPR, then used fiberoptic bronchoscopy to identify the pres-
ence of any colored solution below the vocal cords. Each group comprised five
cadavers. Three cases of aspiration were identified with bag-mask ventilation, two
cases of aspiration with the LMA and i-gel, one case with the laryngeal tube, and no
cases of aspiration with tracheal intubation [22]. This high rate of aspiration with
SGAs has not been a feature of many observational studies to date.

Videolaryngoscopy

Videolaryngoscopy is being implemented extensively in anesthetic practice and its
contribution to ease of intubation in cardiac arrest has been evaluated recently. Two
studies from Korea in 2015 assessed both out-of-hospital and in-hospital cardiac
arrest; the first compared videolaryngoscopy with direct laryngoscopy for intu-
bation by novice emergency physicians [23]. The videolaryngoscopy group had
a greater success rate (92% versus 56%, p < 0.001), was quicker (37 [CI: 29–55] s
versus 62 [56–110] s, p < 0.001), and had shorter median duration of interruption
of chest compressions (0 [0–0] s versus 7 [3–16] s, p < 0.001). The second study
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compared videolaryngoscopy with direct laryngoscopy for in-hospital cardiac ar-
rest, and also found the first attempt success rate to be higher (72% versus 53%,
p = 0.003), but mortality was no different between the groups [24]. A more recent
study from the first group compared videolaryngoscopy with direct laryngoscopy
undertaken by experienced intubators (> 50 intubations) [25]. Although there were
no significant differences between success rates and median times to intubation,
interruption of chest compressions was longer in the direct laryngoscopy group
(median 4.0 [1.0–11.0] s versus 0.0 [0.0–1.0] s). The group also recorded episodes
of “serious no-flow” (interruption > 10 s), which were dramatically more common
with direct laryngoscopy (18/69 [26.1%]) compared with videolaryngoscopy (0/71)
(p < 0.001), even for highly experienced intubators (14/55 [25.5%] versus 0/57 with
videolaryngoscopy).

There is a challenge to implement videolaryngoscopy for all intubations, partic-
ularly within the pre-hospital setting. In addition to concerns about sterilization or
use of disposable blades there are concerns about deskilling in direct laryngoscopy,
which create problems at times when videolaryngoscopy is unavailable or not work-
ing. The additional equipment required for videolaryngoscopy is also a challenge
to implementation in both the pre-hospital and ward-based areas.

Capnography

Continuous waveform capnography is recommended for all intubated patients, to
confirm and continuously monitor the position of the tracheal tube [26]. Continu-
ous capnography has several functions during CPR. The end-tidal carbon dioxide
(etCO2) value is associated with the quality of CPR (depth of compressions and
ventilation rate) [27, 28]. It therefore could be used as a real time monitor of CPR
quality and to guide effective CPR and identify tiring team members. These possi-
bilities have yet to be proven in clinical trials.

Waveform capnography can also aid identification of ROSC: a sudden increase in
etCO2 can prompt a rhythm and pulse check [29]. An etCO2 increase of� 10mmHg
has good specificity (97% [95% CI 91–99]) but poor sensitivity (33% [95% CI 22–
47]) for indicating ROSC [30]. Side effects of epinephrine can therefore be poten-
tially avoided, or the epinephrine delayed until after the next rhythm check if still
required.

Recent Systematic Reviews andMeta-Analyses

A meta-analysis of 17 observational studies included nearly 400,000 patients and
compared the associated outcomes among those who received advanced airway
intervention with those who received basic airway intervention [31]. Use of an ad-
vanced airway (either tracheal intubation or a SGA) was associated with reduced
odds of long-term survival (advanced airway OR 0.49 [95% CI 0.37–0.65]).
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Fig. 1 Forest plot for neurologically intact survival to hospital discharge. ETI: endotracheal in-
tubation; SGA: supraglottic airway; OR: odds ratio; CI: confidence interval; full model: random
effects model with all studies included; sensitivity analysis model: random effects model exclud-
ing studies of ‘very low’ quality. Modified from [32] with permission

Another meta-analysis of 10 observational studies included 76,000 patients who
were managed with either tracheal intubation or insertion of a SGA [32]. Four
of these observational studies were also included in the previous meta-analysis.
Tracheal intubation was associated with an increased rate of survival to hospital
admission (OR 1.34, 95% CI 1.03–1.75), ROSC (OR 1.28, 95% CI 1.05–1.55) and
neurologically intact survival (OR 1.33, 95% CI 1.09–1.61) (Fig. 1).

Propensity Analysis

Propensity analysis is used when two groups of patients have dissimilar character-
istics that could affect any observed difference in outcome. A score is calculated
that is the probability that a patient would receive the treatment of interest, based
on characteristics of the patient, treating clinician and treating environment [33].
Many observational studies of airway management during CPR, such as some of
those from the all-Japan out-of-hospital cardiac arrest registry, use propensity score
matching, which involves creating two groups of study participants; one group that
received the treatment of interest and the other that did not, while matching indi-
viduals with similar propensity scores. The two groups can then approximate those
of a randomized trial, by comparing outcomes between matched individuals who
received the intervention, and those who did not. There are several limitations to
this approach. First, only the measured characteristics can be adjusted for, so any
unmeasured confounders that affect treatment selection will not be corrected for.
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Second, the quality of the propensity model used will affect its outcome, as will
the size and quality of data included. Observational data cannot establish causal
relationships or treatment effects, but appropriately used propensity analysis on
a sufficient sample size, can provide a useful approximation of the effect of an
intervention.

Ongoing Research

Cardiac Arrest Airway Management (CAAM)

In this French trial, patients with out-of-hospital cardiac arrest are being random-
ized to early tracheal intubation or bag-mask ventilation in the pre-hospital setting
by physician-staffed emergency responders (clinicaltrials.gov NCT02327026). The
primary outcome is 28-day survival with favorable neurological outcome. The pri-
mary hypothesis is that basic airway management is sufficient in cardiac arrest and
avoids the risks of tracheal intubation. After randomization, patients whose lungs
cannot be satisfactorily ventilated with a bag-mask device, or who have significant
regurgitation, can be intubated. Those patients in the bag-mask device group will
undergo tracheal intubation after ROSC. Thus this is really a study of early intu-
bation versus intubation delayed until after ROSC. The study is due to complete
enrolment by April 2017.

Pragmatic Airway Resuscitation Trial (PART)

In this North American trial, initial tracheal intubation is being compared with
laryngeal tube insertion in patients with out-of-hospital cardiac arrest [34]. Par-
ticipating EMS agencies (approximately 30) are clustered-randomized to airway
management with primary tracheal intubation (control) or primary laryngeal tube
insertion (intervention), with periodic crossover to the other arm twice per year.
The trial authors opted for laryngeal tube insertion instead of other SGAs (such
as laryngeal mask or i-gel) because the laryngeal tube is the most commonly used
SGA out-of-hospital in the United States. If initial advanced airway insertion in ei-
ther arm is unsuccessful the unrestricted use of other airway devices is allowed. The
primary outcome is survival at 72 h; secondary outcomes include ROSC, survival
to hospital discharge, and neurologically-intact survival at hospital discharge. The
study is due to complete enrolment in October 2017.

AIRWAYS-2

This English multicenter cluster-randomized trial follows the feasibility study dis-
cussed earlier [13] and is comparing tracheal intubation with i-gel insertion as the
initial advanced airway strategy in out-of-hospital cardiac arrest [14]. Paramedics
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will follow a standardized protocol for management of the airway, and the primary
outcome measure is favorable neurological outcome at hospital discharge (or at
30 days if still hospitalized). In a sub-set of patients, from both arms of the trial,
compression fraction will also be measured. This is the proportion of resuscitation
time during which chest compressions are being delivered, with a higher fraction
reflecting better quality CPR, and increased chance of survival [35]. The study is
due to complete enrolment by June 2017.

Pragmatic Trials

These three ongoing airway trials in out-of-hospital cardiac arrest are all pragmatic
clinical effectiveness trials. The need for pragmatic trials has arisen from the ob-
servation that relatively small trials with highly selected participants (optimized for
efficacy) often conducted by experienced investigators tend to exaggerate the bene-
fit of an intervention, and underestimate harm [36]. A pragmatic trial is one which
aims to ascertain the real-world effectiveness of an intervention across a broad pop-
ulation. All aspects of the trial should relate as closely as possible to normal clinical
practice, including recruitment of patients and investigators, the intervention and its
delivery within the trial, the nature of follow up, and the nature, determination and
analysis of outcomes. Some recent resuscitation trials have reflected this pragmatic
approach [37] and the complex nature of airway management during cardiac arrest,
which often involves several interacting components, will also be best investigated
with a pragmatic trial [36].

Ventilation During and After CPR

Ventilation should be commenced as soon as possible in the apneic patient, either
in a 30:2 ratio of chest compressions:ventilation breaths, or at a rate of roughly
10 breaths per minute in the intubated patient when chest compressions are de-
livered without pauses [3]. Hypercapnia occurs frequently both during and after
cardiac arrest, but attempts to correct this can be detrimental. Hyperventilation leads
to an increase in intrathoracic pressure and subsequent reduction in coronary per-
fusion pressure [38]. Although hyperventilation is frequently seen during cardiac
arrest [39], a recent study of arterial blood gases taken during cardiac arrest or just
after ROSC documented hypocapnia in only 6% of 115 patients [40]. Hypocapnia
and hyperventilation should be avoided – there are several methods of achieving
this, from retraining of personnel to metronomes and automated devices [41].

The optimal method of ventilation is still not clearly established. A recent pig
study found that ventilation could lead to hypocapnia even if pre-arrest ventila-
tor settings were maintained during the cardiac arrest [42]. Apneic oxygenation
(100% oxygen at a pressure of 20 cmH20) and constant oxygen flow (10 l/min via
a 10 French catheter inserted down the tracheal tube), both via tracheal tubes, main-
tained PaO2 values above 10 kPa up to 1 h after initiation of cardiac arrest. Median
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PaCO2 values were 12.3 and 6.2 kPa in the apneic oxygenation and constant oxygen
flow groups respectively.

Maintenance of adequate cerebral perfusion after cardiac arrest will help to opti-
mize neurological recovery. In a small (n = 7) interventional crossover trial, induc-
tion of mild hypercapnia (PaCO2 50–55mmHg) increased cerebral tissue oxygen
saturation values from 61% to 69–73% (p = 0.001) [43]. In a phase two trial by the
same group, targeted therapeutic mild hypercapnia (PaCO2 50–55mmHg) was as-
sociated with a reduced increase in neuron specific enolase (NSE) values compared
to targeted normocapnia (PaCO2 35–45mmHg) [44]. Favorable neurological recov-
ery occurred in 59% of the mild hypercapnia group and 46% of the normocapnia
group (p = 0.26). Larger studies are needed to investigate further and monitor long-
term outcomes.

The Future

Technology is advancing at a rapid pace, and this technology takes time to filter
through to clinical applications. Developments in videolaryngoscopy technology
should eventually enable widespread use of videolaryngoscopy in the pre-hospital
setting, as well as across all hospital locations. The results of ongoing prospec-
tive trials comparing tracheal intubation and SGA insertion in cardiac arrest may
provide us with the data to determine optimal airway management during cardiac
arrest. Depending on the results of these studies it may then be appropriate to
undertake a prospective comparison of videolaryngoscopy with either direct laryn-
goscopy or SGA insertion in cardiac arrest.

Conclusion

The ideal airway management strategy during CPR remains unclear. In practice,
there is often a progression in complexity of airway management, from no interven-
tion (compression only CPR), mouth-to-mouth, and bag-mask ventilation, through
to SGA devices and tracheal intubation. The best airway is likely to vary depend-
ing on the time-point in the resuscitation process, and the skill set of the attending
rescuers.

Observational studies of resuscitation are prone to a number of biases and cannot
establish causal relationships or treatment effects. Appropriately used propensity
analysis on a sufficient sample size, can provide a useful approximation of the effect
of an intervention. The complex nature of airway management during cardiac arrest,
which often involves several interacting components, will be best investigated with
a pragmatic trial, three of which will finish enrolling in 2017.
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Part VIII
Oxygenation and Respiratory Failure



High-FlowNasal Cannula Support Therapy:
New Insights and Improving Performance

G. Hernández, O. Roca, and L. Colinas

Introduction

Oxygen therapy is the first step in the prevention and treatment of hypoxemic res-
piratory failure and has traditionally been delivered using nasal prongs or masks.
However, the maximal flow rates that these devices can deliver are limited because
of the discomfort generated secondary to insufficient heat and humidity provided
to the gas administered. Although high-flow oxygen therapy is currently defined as
flows greater than 30 l/min, it is accepted that flows up to 15 l/min can be delivered
using conventional nasal prongs or masks; this flow is far less than the peak inspira-
tory flow of a patient with dyspnea. In addition, flows exceeding 6 l/min can lead to
insufficient humidification provided to the nasal mucosa, even when a cold bubble
humidifier is used. Therefore, room air dilutes the supplemental oxygen, resulting
in a significant decrease in the fraction of the inspired oxygen (FiO2) that finally
reaches the alveoli.

In recent years, new devices that deliver totally conditioned gas (37 °C contain-
ing 44mg H2O/l [100% relative humidity] using a heated humidifier and a heated
inspiratory circuit) through a wide bore nasal cannula at very high flow (up to
60 l/min) at a predetermined constant oxygen concentration (21 to 100%) have
emerged as a safe and useful supportive therapy in many clinical situations.
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High-flow nasal cannula (HFNC) supportive therapy exerts its potential benefits
through a variety of mechanisms. In the literature this treatment strategy has been
variously described as nasal high flow and high flow oxygen therapy, but we believe
that the most appropriate term is heated and humidified HFNC supportive therapy.
This term reflects the features that generate the technique’s clinical effects (i. e., the
delivery of warm and humidified air at high flows through a nasal cannula).

New Insights

Physiological Effects and Consequences

Heated and Humidified Oxygen
Inhaling dry and cold oxygen provokes upper airway dryness frequently leading
to intolerance, and potentially impairing mucociliary functions, such as secretion
clearance and airway defense. Results of studies demonstrate that HFNC reduces
patient discomfort and upper airway dryness, although a potentially protective ef-
fect on mucociliary function requires further investigation. Another way in which
HFNC improves extubation outcome and weaning is by conditioning the inspired
gas. Various studies have demonstrated that HFNC improves the management of
respiratory secretions and reported fewer reintubations secondary to upper airway
obstruction and accelerated weaning in tracheostomy patients. These findings sup-
port the idea that gas conditioning probably alleviates inflammation of the tracheal
mucosa after transglottic intubation, and a protocol that includes the use of HFNC
prior to extubation, thereby preventing the administration of dry and cold air in the
native airway of the patients, reinforces this approach [1].

Carbon Dioxide Clearance
There is still not much information about the role of HFNC in managing hypercap-
nia, except for the mechanism of dead-space washout. By providing a high flow of
fresh air during expiration, HFNC may be able to more rapidly washout the carbon
dioxide (CO2) filling the nasopharyngeal cavity. Möller et al. constructed an airway
model using a computed tomography (CT) scan, and analyzed the lavage of gas
tracers under apneic conditions. The authors observed a linear positive correlation
between tracer-gas clearance in the model and the flow rate of HFNC, approxi-
mately 1.8ml/s increase in clearance for every 1.0 l/min increase in flow [2].

However, in recent years, new studies have highlighted some additional mech-
anisms affecting CO2 clearance. Alveolar ventilation has been suggested by Patel
et al., after obtaining a mean apnea time of 17min in surgical patients [3]. The
authors reported further evidence that classical apneic oxygenation provided little
clearance of CO2 apart from that obtained from limiting rebreathing. Continuous
insufflation of a high-flow gas mixture facilitates oxygenation and CO2 clearance
through gaseous mixing. Evidence for the existence of flow-dependent, non-rhyth-
mic ventilatory exchange can be provided by comparing the increase in rise of CO2

under different continuous insufflation apneic conditions. While Rudolf and Ho-
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henhorst [4] reported a rate of carbon dioxide increase of 0.24 kPa/min using a low-
flow oxygen intratracheal cannula (0.5 l/min), Patel et al. [3] achieved a rate of car-
bon dioxide increase of 0.15 kPa/min and a steady-state carbon dioxide level was
not reached. This result was improved only when using a high-flow oxygen intratra-
cheal cannula (45 l/min), reaching a steady-state carbon dioxide level within 5min
of the start of the apnea [4].

Recently, Hernandez et al. [5] reported data supporting a possible role of HFNC
in managing hypercapnia after extubation. The investigators compared non-invasive
ventilation (NIV) to HFNC in a fixed 24 h protocol after extubation in high-risk for
reintubation patients, using a non-inferiority randomized trial. There was a trend
towards a higher rates of postextubation respiratory failure due to hypercapnia in
the NIV group than in the HFNC group, although this difference was not trans-
lated to the rates of hypercapnia as the reason for reintubation. They argued that the
real time under NIV, clearly inferior to the 24 h expected by protocol, suggests that
discomfort could have been the reason for hypercapnic postextubation respiratory
failure in some NIV patients, as PaCO2 improved without any respiratory support
in most patients. The reported rates of reintubation due to hypercapnia were sim-
ilar in the two groups, as were the values of gasometric variables at reintubation,
suggesting that high-flow is at least as good as NIV for managing postextubation
hypercapnia in high-risk patients.

Positive Pharyngeal Pressure
HFNC can induce a positive pharyngeal pressure during expiration due to its con-
stant ingoing flow, with the effect mainly determined by the flow rate provided by
HFNC and the expiratory flow exhaled by the patient, with lower pressures when
the patient keeps the mouth open.

Parke and McGuinness [6] reported that HFNC increased the mean pharyngeal
pressure by about 1 cmH2O per 10 l/min, within a range of 30–50 l/min, but more
recently [7], the same group reported that the linear increase in the pharyngeal
pressure was maintained when using extra high-flow with 100 l/min (combining
two HFNC systems), obtaining pharyngeal pressures up to 11.9 cmH2O. However,
these values were obtained in healthy volunteers and extrapolation to the critical
care arena may not be accurate.

Despite this uncertainty about how much positive end-expiratory pressure
(PEEP) can really be offered by HFNC, studies [8] have demonstrated that end-
expiratory lung impedance increases with rising flow rate of HFNC, suggesting an
increase in end-expiratory lung volume. In addition, hemodynamic changes similar
to those obtained in patients under NIV with pressure levels close to 10 cmH2O
have been reported [9]. Right atrial pressure has been considered as a surrogate of
right ventricular preload and is most commonly estimated by inferior vena cava
(IVC) diameter and the presence of inspiratory collapse. Changes in IVC diameter
have been used to determine preload responsiveness in positive pressure ventilated
patients. In a population of patients with New York Heart Association (NYHA)
class III heart failure, treatment with HFNC at 20 and 40 l/min was associated
with mean attributable reductions in the IVC inspiratory collapse of 20 and 53%



240 G. Hernández et al.

from baseline, respectively. These changes were reversible after HFNC withdrawal
suggesting that HFNC therapy may modify the hemodynamic status in heart failure
patients at the same rate as does NIV.

HFNC is, therefore, not entirely similar to applying continuous positive airway
pressure (CPAP), which aims to maintain a steady level of positive pressure during
the whole cycle of breath. The target of HFNC is flow instead of pressure, so the
objective when applying HFNC should not be the pharyngeal pressure measured
but the changes in hemodynamic status and the increase in lung aeration.

Clinical Data

Acute Hypoxemic Respiratory Failure

Effects of HFNC on Physiological Variables and Comfort
The first studies in patients with acute respiratory failure focused on the effects of
HFNC therapy on physiological variables [10–12] and reported oxygenation en-
hancement with reductions in respiratory rate and no changes in PaCO2 (Table 1).
Moreover, HFNC appeared to be better tolerated and achieved a greater level of
comfort than conventional oxygen devices [10, 12]. HFNC was also usually better
tolerated than NIV, although NIV obtained greater improvements in oxygenation
[13, 14].

In addition, HFNC has been used in small cohorts of patients with acute respira-
tory failure in the emergency department [15, 16] and even in 150 children less than
2 years old during interhospital transport [17]. The effects on oxygenation and rates
of intubation reported in all these studies are similar to those found when HFNC has
been used in patients with acute respiratory failure admitted to critical care areas,
suggesting that, with adequate monitoring, HFNC can be safely used outside the
critical care setting.

Effects on Intubation Rate andMortality
These physiological studies provide the rationale for considering HFNC as a po-
tentially useful tool for decreasing intubation rates and mortality in patients with
acute respiratory failure. The first randomized controlled trial (RCT) included post-
operative cardiac surgery patients with mild to moderate acute respiratory failure
[18]. In that preliminary trial, HFNC patients were less likely to need escalation
to NIV and had fewer desaturations than those treated using a standard humidified
high flow face mask. In another retrospective analysis of a prospectively assessed
cohort of 37 lung transplant patients readmitted to the ICU because of acute respira-
tory failure, HFNC therapy was the only variable at ICU admission associated with
a decreased risk of mechanical ventilation in the multivariate analysis [19]. The ab-
solute risk reduction for mechanical ventilation with HFNC was 29.8%, and only
three patients needed to be treated with HFNC to prevent one intubation. Moreover,
non-ventilated patients had an increased survival rate.
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More recently, the results of the first large RCT to assess clinical outcomes with
HFNC (50 l/min), conventional oxygen devices and NIV have been published [20].
The study included 310 patients with de novo hypoxemic acute respiratory failure,
defined as PaO2/FiO2 ratio � 300mmHg or respiratory rate > 25 bpm with 10 lpm
of O2. Patients with a history of chronic respiratory disease, including chronic ob-
structive pulmonary disease (COPD), as well as patients with acute cardiogenic
pulmonary edema, severe neutropenia and hypercapnia (PaCO2 > 45mmHg) were
excluded, as were patients with other organ failures, including hemodynamic in-
stability or vasopressors at the time of inclusion. The most frequent cause of acute
respiratory failure was pneumonia (75%) and 80% of the enrolled patients showed
bilateral pulmonary infiltrates at study inclusion. The primary outcome (the rate
of endotracheal intubation) did not differ significantly between the groups (HFNC
38% vs. standard oxygen 47% and NIV 50%; p = 0.18).

This negative result may be due to the fact that the observed rate of intubation
with standard oxygen was lower than expected and, therefore, the study may have
been underpowered. However, a post hoc adjusted analysis including the 238 pa-
tients with a PaO2/FiO2 ratio � 200mmHg found that HFNC reduced intubation
rates (p = 0.009). In the entire cohort, HFNC increased ventilator-free days, reduced
90-day mortality and was associated with better comfort and lower dyspnea sever-
ity. In contrast, NIV patients had higher 90-day mortality rates than HFNC patients.

Mechanisms that may explain these findings are the small amount of positive air-
way pressure and increased CO2 excretion with HFNC, the overall reduction in the
need for intubation and the lower incidence of septic shock. Moreover, important
concerns have been raised regarding how NIV was applied. First, half of the patients
in the NIV group were treated with NIV for less than eight hours during the first
two days of randomization and received HFNC between NIV sessions. Second, high
tidal volumes (9.2˙ 3.0ml/kg) were used, which may have aggravated the preex-
isting lung injury. In fact, patients with acute respiratory failure usually have high
respiratory rates and minute volumes and are more likely to present patient-ven-
tilator asynchronies. Third, relatively low levels of PEEP were used in potentially
recruitable patients (5˙ 1 cmH2O). Fourth, intermittent sessions of NIV may in-
duce the phenomenon of recruitment/derecruitment, generating ventilator-induced
lung injury (VILI). Finally, NIV was delivered through a face mask although it has
later been shown that a helmet interface may be associated with better outcomes
[21, 22]. Thus, the NIV protocol in this study could be assumed to be close to what
is real practice at the bedside in many centers treating acute respiratory failure with
NIV, so an underestimation of the NIV treatment effect in a pragmatic trial cannot
be ruled out.

More recently, a post hoc subgroup analysis in a subset of immunocompromised
patients was performed on the FLORALI study [23]. Thirty patients treated with
standard oxygen therapy, 26 treated with HFNC, and 26 treated with NIV were
included. The intubation and mortality rates were significantly higher in patients
randomly assigned to NIV and, apart from age, the use of NIV as the first-line
therapy was the only variable independently associated with a higher risk of en-
dotracheal intubation and mortality in the multivariate logistic regression analysis.
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Moreover, the expired tidal volume measured 1 h after NIV initiation was higher in
the patients who died than in survivors (11.1˙ 2.6ml/kg of predicted weight ver-
sus 7.6˙ 3.1ml/kg; p = 0.02). Similarly, higher tidal volumes have been associated
with NIV failure [24].

Thus, the high tidal volumes and high transpulmonary pressures obtained during
NIV may induce VILI in a pre-injured lung and may be at least partially responsible
for NIV failure and higher mortality. These results were similar to those observed
in a recently published 8-year observational study of a cohort of 115 immunocom-
promised patients [25].

Two recent systematic reviews and meta-analyses have also been published that
evaluated the effectiveness of HFNC [26, 27]. In the first study, no differences in
terms of mortality or higher respiratory support requirement was observed [26].
Most recently, Monro-Somerville et al. [27] found that, although HFNC appears to
be well tolerated, no difference in intubation rates or mortality was observed in pa-
tients treated with HFNC compared to those treated with usual care (conventional
oxygen or NIV). However, the required information size was not reached: in fact,
only 30.6 and 62.3% of the estimated needed patients were included for the primary
(mortality) and secondary (intubation) outcomes, respectively. Moreover, HFNC
was shown to have better survival and lower intubation rates than conventional oxy-
gen and, although no differences were observed compared with NIV, HFNC was
better tolerated. Finally, certain methodological issues regarding some of the stud-
ies included in both meta-analyses should be noted. First, a study by Stephan et al.
[28] was a positive non-inferiority trial comparing HFNC and NIV; however, in the
meta-analysis it appears as a negative trial as no differences were observed between
HFNC and NIV. Second, in a study by Lemiale et al. [29], HFNC was only used
for a 2 h-trial and in such a short period of time it would be difficult to observe any
difference between treatments. Finally, and most importantly, studies included in
both meta-analyses had very heterogeneous populations of acute respiratory failure
patients in terms of severity with huge differences in risks of intubation.

Predictors of HFNC Success
The existence of accurate, early predictors of HFNC success is important. Indeed,
a recent propensity-score analysis associated early intubation (within the first 48 h)
with better ICU survival [30]. In spite of its limitations, the study by Kang et al.
[30] raises an important issue – the fact that delayed intubation may worsen the
prognosis of patients treated with HFNC. Therefore, the ability to describe accu-
rate predictors of HFNC success that can allow timely endotracheal intubation in
patients who are likely to fail is a point of special interest. Sztrymf et al. [12] re-
ported that respiratory rate as well as the percentage of patients exhibiting thoraco-
abdominal asynchrony as early as 30 and 15min after the beginning of HFNC were
significantly higher in patients who required endotracheal intubation. Moreover,
the PaO2/FiO2 ratio 1 h after the start of HFNC was significantly lower in pa-
tients requiring invasive mechanical ventilation. Similarly, in a series of 20 patients
with H1N1 infection treated with HFNC, worse PaO2/FiO2 ratios were observed in
patients who required intubation after six hours of treatment [31]. Interestingly, a re-
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cent prospective study showed that patients with severe pneumonia who had a ROX
index (defined as the ratio of SpO2/FiO2 to respiratory rate) � 4.88 after 12 h of
HFNC therapy were less likely to be intubated, even after adjusting for potential
covariates [32]. Moreover, among patients who were still on HFNC after 18 h, the
median change in the ROX index between 18 and 12 h was significantly higher in
patients who did not require intubation. However, non-pulmonary severity has also
been described as a good predictor of HFNC failure. Indeed, the presence of shock
has been associated with a higher risk of mechanical ventilation [19, 23].

In a preliminary study by Hernandez et al. [33] titrating high-flow according to
patient tolerance, a gas flow > 35 l/min 12 h after extubation predicted reintubation,
suggesting that the flow tolerated by patients is a marker of severity; unfortunately,
this result was not reproduced in the subsequent randomized trial [5].

ARDS Patients
Another controversial issue is whether patients with bilateral infiltrates treated with
HFNC can be considered as having acute respiratory distress syndrome (ARDS). In
fact, most patients included in studies have bilateral infiltrates [20, 32]. The Berlin
definition of ARDS [34] requires a minimum of 5 cmH2O of PEEP, and it has been
shown that HFNC can provide a level of PEEP that is higher at peak expiratory
pressure [35]. Moreover, ARDS does not begin at the time of mechanical ventila-
tion onset. Therefore, it can be accepted that patients with a risk factor for ARDS,
who are hypoxemic (PaO2/FiO2 ratio � 300mmHg) and have bilateral infiltrates not
fully explained by cardiac failure or fluid overload, may be considered as ARDS pa-
tients. In these patients, HFNC may achieve success rates similar to those of NIV
[36].

Prevention of Postextubation Respiratory Failure and Reintubation

Extubation failure is an independent predictor of mortality. The development of
therapies to prevent this has been focused on specific causes of reintubation (corti-
coids for larynx edema and NIV for hypercapnic respiratory failure in patients with
chronic pulmonary diseases) and in patients with risk factors associated with extu-
bation failure. Usually, extubated patients receive conventional oxygen therapy for
correcting the oxygenation impairment. This system provides low flow and does not
guarantee the FiO2.

Low-risk-of-reintubation Patients
Two preliminary physiological studies comparing HFNC with conventional oxygen
devices using a crossover design and during a short period of time after extubation
have confirmed the consistent benefit of HFNC in terms of overall comfort. Rittaya-
mai et al. [15] observed a decrease in respiratory rate and heart rate when comparing
HFNC therapy at 35 l/min vs conventional oxygen devices at 6–10 l/min in 17 pa-
tients during a 30min period. In contrast, Tiruvoipati et al. [37] found no change
in these physiological variables when comparing 30 l/min delivered through HFNC
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or 15 l/min through a high flow face mask. Shortly after this study, the first RCT
comparing HFNC with conventional oxygen devices after extubation was published
[38]. The study included patients with acute respiratory failure due to pneumonia
and trauma who were mechanically ventilated for a mean of almost five days before
extubation. In these patients, the use of HFNC was associated with better comfort,
better oxygenation, fewer desaturations and interface displacements, and a lower
reintubation rate.

Postoperative patients remain an important subgroup of patients with some dif-
ferences related to the response to HFNC. The effectiveness of HFNC therapy
during the extubation period in postoperative patients remains controversial; most
studies on this issue have included patients after cardiothoracic surgery. Parke et al.
[39] included a non-selected population of cardiac surgery patients with mild to
moderate acute respiratory failure, observing that HFNC patients more frequently
succeeded and could be weaned to conventional oxygen devices. In contrast, in
patients randomized to conventional oxygen devices, acute respiratory failure was
more likely to worsen and escalation to NIV or HFNC required. Corley et al. [40]
included a population of cardiac surgery patients with body mass index (BMI) � 30
who were randomly assigned to prophylactic HFNC therapy or conventional oxy-
gen devices after extubation. The authors did not observe any difference in atelec-
tasis formation, oxygenation, respiratory rate, or dyspnea. Finally, the BiPOP study
[28], a multicenter, non-inferiority RCT, compared HFNC and NIV for preventing
or resolving acute respiratory failure after cardiothoracic surgery. Three different
types of patient were eligible: patients who failed after a spontaneous breathing trial;
patients who succeeded but had a preexisting risk factor for postoperative acute res-
piratory failure (BMI > 30, left ventricular ejection fraction < 40%, and failure of
previous extubation); and patients who succeeded after a spontaneous breathing trial
but then failed extubation (defined as at least one of the following: PaO2/FiO2 < 300,
respiratory rate > 25 bpm for at least 2 h, and use of accessory respiratory muscles
or paradoxical respiration). After randomizing more than 800 patients, HFNC ther-
apy did not increase the rate of treatment failure (defined as reintubation, switch
to the other study treatment, or premature treatment discontinuation at the patient’s
request or due to an adverse event). Therefore, as HFNC therapy did not worsen
outcomes, may be easier to administer, and requires lower nursing workload, the
authors concluded that the results supported the use of HFNC in this subset of pa-
tients. Certain questions remain unanswered, however, such as the optimal flow and
the subset of patients who would benefit the most from HFNC therapy.

Recently, Hernandez et al. [1] reported a multicenter randomized trial analyz-
ing the effect of HFNC compared to conventional oxygen therapy in a population
of low-risk-of-reintubation patients. In the study, the authors aimed to evaluate
whether high flow oxygen therapy after planned extubation would reduce the need
for reintubation compared with standard oxygen therapy. The all-cause reintubation
within 72 h was lower in the high flow group (4.9 vs 12.2%). This difference was
mainly attributable to a lower incidence of respiratory-related reintubations in the
high flow group (1.5% vs 8.7%). The main benefit was observed on reducing reintu-
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bation secondary to hypoxemia and inability to clear secretions. These results agree
with those obtained by Maggiore et al. [38].

The authors classified patients according to the criteria for risk of reintubation.
They did not use the type of respiratory failure considering that the aim was to ob-
tain the preventive effects of HFNC and not treatment once the failure was present.
It is currently unclear how to identify at risk patients for extubation failure. Previous
trials, like that of Thille et al. [41], have tried to identify the underlying risks of ex-
tubation outcome. In keeping with these studies, this trial included 10 risk factors,
which can clearly select a low risk population.

High-risk-of-reintubation Patients
Simultaneously, Hernandez et al. [5] compared HFNC with NIV in patients at high
risk for reintubation in a non-inferiority trial. While studies have suggested that
prophylactic NIV could prevent postextubation respiratory failure, they appear in-
consistent with regard to reintubation. However, Thille et al. [41] added new data
supporting the benefit of NIV for this indication. In a general population of criti-
cal patients use of NIV has not been proved, for that reason in the low-risk group
HFNC was compared to conventional oxygen therapy [1].

This study confirmed that the reintubation rate was non-inferior in the HFNC
group compared to the NIV groupwithin 72 h (22.8% vs 19.1%). For postextubation
respiratory failure, the authors reported a lower rate in the HFNC group compared
to the NIV group (26.9% vs 39.8%), suggesting that the postextubation respiratory
failure rate could be even higher in the NIV group. This surprising result was ex-
plained by the significantly higher adverse event rate in the NIV group (43% vs
0%), mainly discomfort and subsequent early withdrawal of the therapy (mean real
time under NIV 14 h, instead of the 24 h per protocol). This increased postextuba-
tion respiratory failure rate was not correlated with the reintubation rate, supporting
a possible role of discomfort in NIV patients as the reason for the postextubation
respiratory failure. In addition, the length of hospital stay was significantly reduced
in the HFNC group [5].

Facilitating Weaning in Tracheostomized Patients
Weaning of tracheostomy patients is still a challenge. To our knowledge, only one
randomized trial has included high flow therapy in the protocol [42]. This was
a single-center study including 181 critically ill tracheostomy patients who were
randomized to have the tracheal cuff deflated or not during spontaneous breathing
trials. All patients received high-flow conditioned oxygen therapy through a di-
rect tracheostomy connection to the maximum tolerated flow and conditioned up to
37 °C. Although that study was not specifically designed to assess the effectiveness
of high flow through the trachea, the authors hypothesized that HFNC therapy may
have some benefits in the weaning process of tracheostomy patients with a deflated
tracheal cuff. Positive airway pressure may theoretically reduce microaspiration
and, with a deflated cuff, a higher flow is conveyed through the pericannular space,
allowing for better drainage of secretions.
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Improving Performance

Regarding the methodology used in the protocol by Hernandez et al. [1], HFNC
was applied before extubation to prevent the entrance of dry and cold air into the
patient’s native airway from the start of treatment. Although this is speculative, it
could play a major role in the early benefit that was found in the lower rate of upper
airway obstruction (laryngeal edema requiring reintubation was not observed in the
HFNC group).

Flow was titrated according to patient tolerance; initially set at 10 l/min and
titrated upward in 5 l/min steps until patients experienced discomfort. Twelve hours
after extubation, a steady state is usually obtained. In that low-risk-of-reintuba-
tion study, authors observed a tolerated main gas flow of 31 l/min, a moderate
flow as compared to the main flow tolerated in the high-risk-of-reintubation study
(50 l/min), reinforcing the idea that under these conditions the flow tolerated is
a marker of severity.

Another point of the protocol used by Hernandez et al. [1] deserves mention:
patients who tolerated the spontaneous breathing trial were reconnected with the
previous ventilator settings for rest and clinical evaluation of airway patency. Some
preliminary studies suggest that spontaneous breathing trials could lead to mild res-
piratory muscle fatigue that could somehow influence extubation success. However,
clinical evidence supporting this hypothesis is lacking.

After 24 h, high-flow therapy was stopped and, if necessary, patients received
conventional oxygen therapy.Maggiore et al. [38] reported better results using high-
flow for 48 h after extubation, with some of the variables showing significant im-
provement after 24 continuous hours of application, suggesting that some time-
dependent effects could lead to improved performance of this therapy.

With this information in mind, clinicians should counterbalance efficacy and
safety. On the one hand, the longer the duration of HFNC application, the greater
the clinical efficacy. On the other hand, the longer the duration of HFNC, the greater
the probability of delaying escalation of respiratory support when HFNC fails. In
fact, as suggested by Kang et al. [30], applying HFNC in patients with respiratory
failure according to clinical response could lead to delayed intubation. This could
be associated with a worse outcome, as has been shown with NIV. This may be pos-
sible because HFNC increases comfort, oxygenation and may disguise respiratory
distress. The results by Hernandez et al. [1], reinforce this idea; under a fixed 24-
hour protocol after extubation, the time to reintubation was not increased, whether
compared to conventional oxygen therapy in the low-risk-of-reintubation group or
NIV in the high-risk-of-reintubation group. A 24-h limit probably helped physicians
appreciate undertreated respiratory distress at an early stage and not delay reintuba-
tion. Nevertheless, the results confirmed that 24 h was enough to reduce the rate of
reintubation.

HFNC does not delay reintubation under those conditions. This result can be
attributed to the preventive intention, the fixed duration and to the predefined rein-
tubation criteria.
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Conclusion

Delivery of heated and humidified oxygen at high flow rates through nasal cannu-
las is now widely used in adult patients. Its mechanisms of action and potential
clinical benefits can help to improve the management of patients with acute respi-
ratory failure or during the weaning phase. With the currently available evidence,
several questions still remain unanswered; there is strong evidence for some clin-
ical indications, but for other situations without that evidence decisions on HFNC
treatment should be individualized in each particular situation and institution, tak-
ing into account resources, and local and personal experience with all respiratory
support therapies. However, HFNC therapy is an innovative and powerful technique
that is currently changing the management of patients with respiratory failure.
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Urgent Endotracheal Intubation in the ICU:
Rapid Sequence Intubation Versus Graded
Sedation Approach

G. Zaidi and P. H. Mayo

Introduction

Endotracheal intubation is a common procedure in the operating room (OR), which
provides airway protection and safe delivery of anesthetic agents during surgery.
In the OR, the complication rates of elective intubation performed by experienced
anesthesiologists on fasting patients with good physiological reserve and pre-
screened airway are low [1]. On the contrary, urgent endotracheal intubation de-
scribes endotracheal intubation that occurs in critically ill patients in the intensive
care unit (ICU), the emergency department (ED), or on the hospital wards. In con-
trast to the OR, patients requiring urgent endotracheal intubation are often unstable
with limited physiological reserve due to the presence of cardiopulmonary failure.
Potentially difficult airways and conditions that will complicate the procedure may
go undetected before urgent endotracheal intubation. In addition, there is variation
in the level of expertise of clinicians responsible for performing this high risk, low
frequency event.

Several studies have reported a high rate of complications during urgent endotra-
cheal intubation. Schwartz et al. [2] performed a prospective study to evaluate the
complications of urgent endotracheal intubation in critically ill patients. In 297 con-
secutive intubations, they reported esophageal intubation in 8% of cases, aspiration
in 4%, and a 3% incidence of death either during urgent endotracheal intubation or
within 30min of the procedure. More than one intubation attempt was required in
25% patients with an 8% rate of difficult intubation. These authors demonstrated
a statistically significant correlation between the presence of hypotension during
urgent endotracheal intubation and subsequent cardiac arrest. Similarly, in a mul-
ticenter prospective observational study, Jaber et al. [3] reported that at least one
severe complication occurred in 28% of urgent endotracheal intubations, including
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severe hypoxemia in 26%, hemodynamic collapse in 25% and cardiac arrest in 2%.
Griesdale et al. [4] examined the relationship between operator skill level during
urgent endotracheal intubations in the ICU and the occurrence of serious complica-
tions. The overall risk of complications in this study was 39%. Difficult intubation
occurred in 6.6% of cases, severe hypoxemia in 19.1%, esophageal intubation in
7.4%, aspiration in 5.9% and severe hypotension in 9.6%. In these three studies,
anesthesiologists were the predominant clinicians performing urgent endotracheal
intubation. However, in out-of-OR intubations, emergency medicine physicians or
intensivists with significantly less experience in airway management than anesthe-
siologists, are often the primary providers of urgent endotracheal intubation.

These studies provide evidence that urgent endotracheal intubation in critically
ill patients is a high-risk procedure that is complicated by hemodynamic instability,
gas exchange failure, comorbidities, as well as suboptimal views on laryngoscopy.
It is thus logical to standardize urgent endotracheal intubation with a combined
team approach. In a prospective multicenter controlled study, Jaber et al. [5] re-
ported a statistically significant reduction in life-threatening complications associ-
ated with intubation following the implementation of an intubation bundle proto-
col for all urgent endotracheal intubations in the ICU. Intensive simulation based
training may also be useful in reducing risk of complications, as well as the use
of videolaryngoscopy as the primary intubating device. Lakticova et al. [6] per-
formed a prospective observational study comparing the rates of complications
during videolaryngoscopy using standard direct laryngoscopy versus videolaryn-
goscopy in a medical ICU in which either the pulmonary and critical care fellows
or the intensivists performed all intubations. In this study, they reported a reduction
in the rates of esophageal intubation (0.4% using videolaryngoscopy vs 19% using
direct laryngoscopy) as well as difficult intubation (7% using videolaryngoscopy
vs 22% using direct laryngoscopy). In a systematic review and meta-analysis of
videolaryngoscopy versus direct laryngoscopy for intubation in the ICU, De Jong
et al. [7] concluded that in comparison to direct laryngoscopy, the use of videolaryn-
goscopy increased first pass success rates and reduced the risk of difficult intubation
and esophageal intubation.

The pharmacologic agents that are chosen to facilitate urgent endotracheal intu-
bation are selected to minimize risk and adverse effects. Currently practitioners have
a choice between performing urgent endotracheal intubation using a rapid sequence
intubation (RSI) technique or, alternatively, using sedation without paralytics, also
known as graded sedation intubation (GSI). We review the evidence supporting each
technique as well as the pros and cons of both approaches.

Rapid Sequence Intubation

RSI is a technique that requires the administration of an induction drug to be fol-
lowed promptly by a neuromuscular blocking agent (NMBA) to induce paralysis.
This technique originated in the OR and was designed to reduce the risk of aspi-
ration in non-fasting patients. Although a large number of studies have reported
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out-of-OR RSI success rates as high as 98%, these results should be interpreted
with caution [8–19], as most of these data originate from studies in which skilled
operators performed the intubation on well-selected patients. The RSI strategy was
not developed for urgent endotracheal intubation; rather, RSI was adapted from the
controlled OR environment that is very different from that encountered in out-of-
OR intubation sequence. Despite this, use of RSI has become widespread in the ED
and in critical care units.

The goal of RSI is to increase the chances of first past success and to reduce the
time to intubation by creating optimal intubating conditions. This multistep tech-
nique follows an algorithmic approach. The preparation phase involves developing
an airway management plan by risk stratifying the patient’s airway, deciding on
a medication regimen, as well as ensuring that all required equipment is available.
Following this, the patient undergoes a period of pre-oxygenation using high flow
oxygen, with the option of using non-invasive ventilation (NIV). Once the patient
is apneic, this will increase the duration of time before any significant desaturation
occurs [20]. During intubation, manipulation of the oropharynx and the airway stim-
ulates the autonomic nervous system. This results in activation of airway protection
mechanisms, such as the cough and gag reflexes, which may cause tachycardia, hy-
pertension and an increased intracranial pressure. The RSI sequence may include
use of agents designed to attenuate response to airway manipulation, but these may
be impractical in emergent cases.

The focus of RSI is the rapid induction of paralysis using a NMBA. Since
NMBAs have no analgesic or sedative properties, their administration has to be
preceded by an induction agent, such as a benzodiazepine, propofol, ketamine or
etomidate. Neuromuscular blockade is then provided using either a depolarizing
NMBA, such as succinylcholine, or a non-depolarizing NMBA, such as rocuro-
nium. Succinylcholine mimics the effect of acetylcholine at the postsynaptic nico-
tinic receptors of the motor endplate. This results in a persistent state of depolariza-
tion of the neuromuscular junction. Non-depolarizing NMBAs inhibit all muscular
function by competing with acetylcholine at the postsynaptic receptors of the motor
endplate. Endotracheal tube insertion is performed immediately following adequate
induction and paralysis. In order to avoid gastric insufflation, bag-mask ventilation
is avoided and cricoid pressure may be applied in an attempt to prevent aspiration.
A systematic review has questioned the effectiveness of cricoid pressure and it is
considered optional during RSI [21].

While RSI is commonly used in the critical care setting, there is a lack of high
quality evidence supporting this choice. It is not clear from the literature, whether
the reported success of RSI in various studies was a result of a structured algo-
rithmic approach to urgent endotracheal intubation as opposed to being related to
the use of the specific pharmacological approach or intubation technique [22, 23].
Critically ill patients often have oxygen transport limitations due to alveolar vol-
ume loss and high shunt fraction, which may prevent an adequate response to pre-
oxygenation efforts with little reserve to tolerate interruption of oxygen delivery.
In the patient with hypoxemic respiratory failure, during apnea the time to oxy-
hemoglobin desaturation < 85% is 23 versus 522 s in a healthy adult [24]. The
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successful use of RSI is predicated on the supposition that the patient will be easy
to intubate on first pass. This is an uncertain proposition in the critically ill patient
who has limited physiological reserve in combination with the challenge of iden-
tifying a difficult airway in this population. If the initial intubation attempt fails,
the safety of RSI is further predicated on the supposition that the patient can be
re-saturated using a bag-mask ventilation system. The paralyzed patient with sub-
optimal facial anatomy or severe cardiopulmonary disease (e. g., pneumonia, acute
respiratory distress syndrome [ARDS], pulmonary edema, or airway disease) may
be difficult to re-oxygenate following failed intubation attempts. A potential failure
point with RSI is that it may lead to a cannot intubate/cannot bag-mask ventilate
scenario. RSI works well in the OR. It generally works well in the ICU; when it
does not, the results may be catastrophic.

The rapid onset and short duration of action of succinylcholine makes it the
NMBA of choice in RSI. However, succinylcholine may be associated with seri-
ous adverse effects including life-threatening hyperkalemia, bradycardia, malignant
hyperthermia, and trismus-masseter muscle spasm. Rocuronium, a relatively short
acting NMBA that lacks the risks of succinylcholine, is an alternative. However,
its duration of action is sufficiently long that, if the intubation attempt fails, there
may be need for prolonged bag-mask ventilation, which may be difficult to achieve
in the patient with severe hypoxemic respiratory failure. A Cochrane review of the
comparison of rocuronium to succinylcholine in order to facilitate RSI found that
rocuronium is slightly less effective in creating acceptable intubation conditions
[25], and its long duration of action leads to prolonged neuromuscular blockade.

The hyperkalemia associated with succinylcholine use is of particular concern
in critically ill patients. Under normal circumstances, succinylcholine administra-
tion results in a 0 to 0.5mEq/L increase in the serum potassium. However, patients
can occasionally have a pathological response to succinylcholine with a sudden
rise in serum potassium levels resulting in life-threatening arrhythmias or cardiac
arrest [26–28]. An upregulation of nicotinic receptors at the motor endplate, as
well as slow metabolism of succinylcholine results in sustained depolarization. Pa-
tients who have been immobilized due to casting or paralysis, or those who are
immobilized with muscular dystrophy, neuropathy or cerebral injury will also have
an upregulation of nicotinic receptors and are at risk of hyperkalemia with suc-
cinylcholine use. Renal failure, tumor lysis syndrome, and rhabdomyolysis are also
associated with a risk of succinylcholine-induced hyperkalemia. Given the emer-
gency nature of urgent endotracheal intubation, it may not always be possible for
the clinical team to adequately identify risk factors for succinylcholine-induced hy-
perkalemia. Although a rare complication of RSI, the hyperkalemia may have lethal
effect.

Malignant hyperthermia is a rare but life-threatening condition that can occur
when individuals with abnormalities in the skeletal muscle ryanodine receptors are
exposed to succinylcholine. An accumulation of intracellular calcium within the
skeletal muscles following administration of succinylcholine results in a severe hy-
permetabolic crisis. Although this is a very rare complication, it is important for
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providers to screen patients as the mortality from malignant hyperthermia, despite
treatment with dantrolene, ranges from 1% to 17% [29, 30].

Graded Sedation Intubation

Intubation without paralysis is an alternative strategy to facilitate urgent endotra-
cheal intubation in critically ill patients and to avoid the risks associated with NM-
BAs. With GSI, the clinical team uses some combination of sedative and/or opiate
agents to sedate the patient sufficiently to permit endotracheal intubation while
allowing the patient to have spontaneous respiratory effort. In addition to a stan-
dard pre-oxygenation protocol (e. g., high flow, high fraction of inspired oxygen
[FiO2] systems or NIV), the patient receives high flow nasal oxygen throughout the
laryngoscopy procedure. Because of maintenance of spontaneous respiration, the
patient entrains the oxygen and maintains arterial saturation throughout the proce-
dure. A variation of the GSI technique is to deliver oxygen thorough a nasal NIV
mask with performance of the endotracheal intubation using a bronchoscopic ap-
proach. This is particularly suitable for the high-risk airway or for patients who
cannot assume the supine position. The emphasis with GSI is on maintenance of
oxygenation throughout the procedure rather than on the actual event of the endo-
tracheal intubation. It avoids the risks intrinsic to use of succinylcholine and reduces
the likelihood of conversion to a CI/CB event that may occur with RSI.

There are a number of agents that are suitable for use with GSI. Ketamine, fen-
tanyl, midazolam, propofol or their congeners are effective agents for GSI. All are
associated with hypotension. This is of concern with urgent endotracheal intuba-
tion, as the critically ill patient may be particularly susceptible to this complication
by virtue of hemodynamic instability caused by their primary illness.

The use of propofol in critically ill patients is complicated by the risk of drug-
induced hypotension occurring as a result of vasodilatation and possible negative
inotropic effect [31]. However, studies have demonstrated that the hypotension re-
sulting from propofol use can be reversed or prevented by intravascular volume
expansion with fluid boluses and administration of vasopressors [32].

A study performed by Koenig et al. evaluated the safety of propofol as an induc-
tion agent for urgent endotracheal intubation in the medical ICU while performing
GSI [33]. This study described 472 urgent endotracheal intubations performed in
the medical ICU. Propofol was used as the sole induction agent in 409 patients. In
all cases, endotracheal intubation was accomplished without the use of a paralytic
agent. All urgent endotracheal intubations were performed using a standardized
checklist-driven protocol using a combined team approach, crew resource commu-
nication protocol, and with the team leader pre-trained using scenario-based simu-
lation methods. The team leader administered propofol to clinical effect. Propofol
doses ranged between 0.5 and 1.0mg/kg for initial bolus, with additional doses
given as needed. In order to counteract the hypotensive effect of propofol, the team
leader was trained in proactive use of vasopressors including their preemptive use,
i. e., initiation before propofol was given. Complications of urgent endotracheal in-



260 G. Zaidi and P. H. Mayo

tubation in those patients who received propofol were as follows: desaturation 30
(7%), hypotension 19 (4%), difficult intubation 44 (10%), aspiration 6 (1%), and
oropharyngeal injury 4 (1%). There were no deaths. Endotracheal intubation was
successful on the first attempt in 303 (71%) cases, on second attempt in 80 (19%)
cases. The rate of complication using propofol as the sole induction agent compares
favorably with studies on urgent endotracheal intubation from the anesthesiology
and emergency medicine literature.

Proponents of RSI argue that GSI provides sub-optimal intubating conditions
with intact airway reflexes and that the sedation required results in apnea. Use of
a NMBA may also reduce the risk of emesis during laryngoscopy in the event that
the patient has fluid in their stomach. In an observational study of 80 urgent endo-
tracheal intubations using left upper quadrant ultrasonography prior to intubation,
Koenig et al. [34] reported that significant gastric fluid was identified and drained in
16% of patients prior to attempting intubation. No significant aspiration events were
reported in this study. If ultrasonography examination for stomach contents is in-
troduced as a standard part of the urgent endotracheal intubation sequence, the risk
of unanticipated emesis can be reduced. GSI also obviates the risk of hyperkalemia,
and conversion to a cannot intubate/cannot bag-mask ventilate scenario.

The advantages and disadvantages of the two techniques are summarized in Ta-
ble 1.

Table 1 Advantages and disadvantages of rapid sequence induction (RSI) and graded sedation
intubation (GSI) in urgent endotracheal intubation

GSI Advantages RSI Advantages
– Maintenance of oxygenation function
– No risk of hyperkalemia
– Single center experience with results that
compare favorably to RSI

– Reduced risk of cannot intubate/cannot bag-
mask ventilate

– Better for ICU or ED staff who may lack
high level airway management skills

– Extensive clinical experience in the OR
– Provides excellent intubating conditions

GSI Disadvantages RSI Disadvantages
– Risk of hypotension
– Total duration of procedure likely longer
than RSI

– Rare event of lethal hyperkalemia
– Inability to perform intubation may result in
cannot intubate/cannot bag-mask ventilate

– Not designed for unstable patients in the
ICU or ED

– Not designed for intensivist or ED clini-
cians who may have non-expert level airway
management skills

ICU: intensive care unit; ED: emergency department; OR: operating room
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Conclusion

A randomized controlled trial comparing RSI to GSI is required in order to deter-
mine whether one method is superior to the other. Pending such a trial, the best
approach is that of clinical equipoise. It is possible that the determinant of safety
and outcome is not related to the pharmacological approach per se, but rather to the
deployment of a well-organized combined team approach to urgent endotracheal in-
tubation that utilizes simulation training, checklists, ultrasonography for detection
of stomach contents, and the mandatory use of video laryngoscopy for all urgent
endotracheal intubation.
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Sedation in ARDS: An Evidence-Based
Challenge

D. Chiumello, O. F. Cozzi, and G. Mistraletti

Introduction

Sedation is of paramount importance in the management of patients with acute res-
piratory distress syndrome (ARDS). In this chapter, we will present the difficult
balance that must be reached between the need to limit the potential harmful effects
of mechanical ventilation (ventilation-induced lung injury [VILI], inflammation,
asynchronies, lack of homogeneity) on the one hand and the need to limit the ef-
fects of prolonged deep sedation (hypotension, sepsis, weakness, delirium) on the
other.

Ideally, there are two phases – without clear clinical cut-offs – that require differ-
ent strategies for sedation targets and monitoring. First, supporting vital functions in
the acute phase of acute respiratory failure management requires deep sedation, both
to permit invasive procedures with the least iatrogenic damage and to control the
body stress response. Analgesic and sedative drugs are necessary to permit prona-
tion, for example, or to decrease work of breathing and respiratory asynchrony. In
this phase, objective methods of monitoring sedation, such as the simplified elec-
troencephalogram (EEG), should be used [1].

Once the patient is clinically stable and hypoxia is resolved, pain, agitation and
delirium symptoms must be adequately controlled, while maintaining the lightest
possible level of sedation [2]. Achieving compliance with mechanical ventilation,
decreasing oxygen consumption, or controlling anxiety and agitation are some rea-
sons justifying the use of sedative therapy in this phase.
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Optimal sedation management should thus provide the best possible adjustment
to the phase of critical illness while avoiding excessive depression of the con-
scious state [3]. In this context, the key intervention is to continuously monitor
pain/agitation/delirium using validated tools [4], so that neurological dysfunction
can be managed according to locally agreed protocols. Careful neurological sta-
tus monitoring is even more important than the choice of a particular sedative
agent, because the literature supports only modest differences in outcomes when
using non-benzodiazepine-based sedation protocols [2]. During weaning from me-
chanical ventilation, in addition to early active physical mobilization and family
engagement, intensivists should consider early sedation interruption, while main-
taining a calm, conscious, and cooperative patient [5].

The Difficult Choice BetweenDeep and Light Sedation

Patients with ARDS need special management. From the start of treatment, many
strategies have to be used, including protective ventilation with low tidal volume,
use of high positive end-expiratory pressure (PEEP), prone positioning, use of neu-
romuscular blockers, and extracorporeal membrane oxygenation (ECMO) in the
most severe cases. In these patients, administration of sedative agents is mandatory:
they ensure compliance with these procedures and adjustment to the harsh ICU
environment [6]. Moreover, ARDS has serious physical and psychological implica-
tions, and these patients need the most appropriate and individualized neurological
treatment, because among many other vital organ failures, the early and long-term
consequences of ARDS may lead to severe brain dysfunction [7].

Pain, agitation, delirium, anxiety, and alteration of consciousness are fre-
quently triggered by treatable causes, such as hypoxemia, hypercarbia, acidosis,
hypoglycemia, hypo- or hypernatremia, sepsis, hypovolemia, alcohol or drug
withdrawal, or by life-saving medical treatments, including mechanical venti-
lation, invasive procedures, forced body postures, uninterrupted noise and light
stimulation, or their consequences, such as sleep deprivation or the inability to
communicate with the staff [1]. International guidelines recommend first treating
all organic and metabolic causes of distress, and minimizing environment-linked
stressors [2, 3]. As a second step, they suggest administration of analgesic, sedative
and antipsychotic drugs to ensure comfort, at all stages of the illness. Adequate
levels of sedation, therefore, represent a primary target for managing patients with
ARDS, but these patients do not have a unique sedation target for their whole ICU
stay; as soon as possible, the target sedative level should be changed from ‘deep’
to ‘light’. Because sedative therapy has several important adverse effects, including
hemodynamic instability and cardiac dysrhythmias [8], sepsis [9], ileus, delirium
and prolonged respiratory weaning [10], it is important to titrate administration to
the lowest effective amounts.

A conscious sedation target is an innovation particularly relevant to ARDS man-
agement. However, some intensivists tend to consider it unfeasible, considering the
potential higher risk of ventilation-related lung damage, the risk of self-removal
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of invasive devices, and the possible stress/discomfort for patients. From an ICU
staff perspective, it also raises the issue of increased workload. These beliefs are,
however, at least partially unfounded [11]. Despite guidelines supporting minimal
sedation and the fact that between 60 and 80% of ICUs use a specific score to eval-
uate the level of sedation [12], many physicians routinely maintain a deeper than
desired level of sedation, likely causing avoidable adverse effects.

Although the clinical course of each ARDS patient is different, it is useful to
distinguish at least two different scenarios leading to neuroactive drug prescription
(Fig. 1). In the acute hypoxic phase, intubation, placement of vascular catheters
and other maneuvers devoted to clinical stabilization require a deep sedation target,
similar to general anesthesia. The use of protective ventilation strategies may neces-
sitate the prolongation of this phase for several days. However, subsequent to this
phase, it is important to change the target toward lighter sedation, using the small-
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est possible amount of neuroactive drugs to ensure adequate patient adjustment to
critical illness. This second phase should start as soon as possible, depending on the
severity of pulmonary dysfunction. Other practices, such as adjustment of mechan-
ical ventilation settings, of drug therapies and of the environment to the specific
needs of each patient can help reduce discomfort.

Achieving the Sedative Target

The appropriate target level of sedation primarily depends on a patient’s acute
disease process and on the therapeutic and supportive interventions required. Gener-
ally, the use of deep levels of sedation to facilitate mechanical ventilation or painful
procedures should be minimized with optimization of ventilation settings and ade-
quate analgesia, rather than deepening unconsciousness [13, 14]. In any case, after
hypoxia resolution, the sedation target should be a calm patient, awake during the
day and asleep at night.

The appropriate balance of sedation and analgesia is difficult to achieve and
maintain.Without a rational agreement on ‘target levels’ of sedation, different mem-
bers of the healthcare team will have disparate treatment goals, increasing the risk
of iatrogenic complications and potentially delaying recovery. The target level of
sedation for each patient should thus be discussed between the different ICU staff
members, defined at the beginning of each staff shift, and re-evaluated regularly as
the clinical condition of the patient changes. The pharmacological treatment should
be planned with sufficient flexibility to enable titration to the desired endpoint, an-
ticipating fluctuations in sedation requirements throughout the day. Frequent moni-
toring with validated tools improves communication among clinicians and plays an
important role in detecting and treating pain, agitation and delirium while avoiding
excessive or prolonged sedation [12].

Continuous Neurological Assessmentwith Subjective,
Validated Tools

Individual assessment of sedation, performed at the bedside by nurses or physicians,
can be hampered by lack of objectivity. Guidelines recommend establishing a se-
dation target and regularly redefining it for each patient, using a validated sedation
assessment scale [1–3]. These scales provide repeatable and comparable measure-
ments, enabling adequate titration of analgesic, sedative and antipsychotic therapy
and, as such, are a key component of sedation algorithms.

Among the validated tools, the scales with the highest psychometric properties
[4] are the Verbal Numeric Rating (VNR), the Behavioral Pain Scale (BPS) [15] and
the Critical-care Pain Observation Tool (CPOT) [16] for pain assessment; the Rich-
mond Agitation-Sedation Scale (RASS) and the Sedation Agitation Scale (SAS)
for agitation/sedation assessment; and the Confusion Assessment Method for the
Intensive Care Unit (CAM-ICU) [17] and the Intensive Care Delirium Screening
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Checklist (ICDSC) [18] for delirium assessment. Amongst these validated tools,
each ICU should choose at least one for pain, one for agitation/sedation, and one
for delirium.

Proper identification of pain symptoms in critically ill patients presents a chal-
lenge because of difficulty communicating with patients who have an endotracheal
tube in situ, those with altered states of consciousness, and those receiving neuroac-
tive drugs. To address these issues, specific behavioral scales have been designed
and validated in unconscious/sedated and in conscious/awake patients, and estab-
lished as valid, reliable, and simple tools to be used in clinical practice.

Under- or over-use of sedative drugs may compromise clinical stability. Po-
tentially life-threatening adverse effects of untreated agitation and stress response
are evident: self-removal of life-sustaining devices, tachypnea, tachycardia, hyper-
tension, sustained hypoxemia and hypercarbia due to uncoordinated mechanical
ventilation [3]. At the same time, deeper-than-necessary sedation may increase
mortality [19], length of ICU stay [2], sepsis severity [9], and the onset of new
neurological failure both during hospitalization and after discharge.

To obtain the best sedative titration, use of validated tools is mandatory. The
RASS describes 10 levels of sedation/agitation using observation, verbal and phys-
ical stimulation. Scores range from �5 (unconscious, unresponsive to voice and
physical stimuli) to +4 (overtly combative, violent, immediate danger to staff),
adequately describing the possible neurological conditions that require immedi-
ate intervention. Interestingly, the RASS is also validated to assess degree of se-
dation over time, both in spontaneously breathing/mechanically ventilated and in
sedated/not-sedated critically ill patients.

Although encouraging results regarding evaluation of pain and agitation have
been reported in the literature, recognition and assessment of delirium [20] are more
challenging, because they rely on effective and continuous staff education [21].
There is a direct relationship between increased morbidity and mortality and the
duration (in days) of delirium [22]. The presence and duration of delirium also
correlates with a significant deterioration in the quality of life after ICU discharge.

Assessments of sedation/agitation must be reported in the clinical chart at least
once per shift, together with an evaluation of the adequacy of sedative treatment.
Monitoring of neurological status plays a key role in patients with ARDS, and is
easy and quick to perform: physicians should state the desired sedation target for
the specific patient at the specific moment of their clinical course; nurses, for their
part, should report the current neurological state, describing pain, anxiety, agita-
tion, sleep, need for physical restraints, delirium, together with a comprehensive
evaluation of sedative therapy, in order to achieve optimal treatment titration.

Teaching protocols used for implementation of sedation scales have shown good
results among ICU caregivers. Different methods have been used to implement
evaluation tools in clinical practice. Typically, they use an introductory in-service
training for nurses and physicians followed by graded, staged educational interven-
tions at regular intervals. Web-based, freely available teaching interventions have
also been proposed (e. g., www.icudelirium.org, www.sedaicu.it).

http://www.icudelirium.org
http://www.sedaicu.it
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Some problems remain, particularly regarding the fluctuation of consciousness.
Patients with ARDS are prone to sudden changes in their state of consciousness
as a result of effects of drugs, sleep disruption, organic and metabolic disease or
delirium. Assessment of sedation once a shift is indispensable but not sufficient.
Among the different possible values measured (minimal/maximal level, prevalent
level, worst level), it is important to state the duration of each value within the
observed shift. Sedation and agitation need to be reassessed on a regular basis
and during any clinical modification, to promptly capture any changes requiring
intervention. Moreover, it is relatively common for patients to manifest sudden ag-
gressive behavior when recovering from sedation and without fully awakening. For
this reason, it is important to encourage interdisciplinary communication between
nurses and physicians in order to be aware of and prevent these problems.

Finally, assessing sedation during the night is frequently challenging. Most anal-
gesics and sedatives are known to make patients sleepy, but without achieving
restorative, physiological sleep [23]. If a critically ill patient appears calm and keeps
his/her eyes closed during the night, he/she should not be stimulated just to make
a sedation assessment. He/she could be observed during unavoidable procedures
conducted during the night in the ICU, in order to discriminate normal sleep (with
arousals due to noise or light) from sedation or coma.

Sedation Assessment Using ObjectiveMethods

Several objective methods of sedation assessment have been proposed (e. g., bispec-
tral index [BIS], entropy, auditory-evoked potentials [AEPs], actigraphy), but none
is completely satisfactory [3].

The BIS is a four-channel EEG monitor that generates a single value correlated
with the depth of consciousness during general anesthesia. The poor correlation be-
tween BIS and validated ICU sedation scales (Fig. 2) is related to BIS variability at
awake/agitated levels and electromyography (EMG) interference [24]. Based on the
analysis of EEG signal irregularity, the entropy monitor also uses the EMG signal,
which may provide useful information for assessing whether a patient is responding
to an external, painful stimulus, but provides no additional information on sedative
level. In this context, the Responsiveness Index may offer some advantages [25].
AEPs are electrophysiological responses of the nervous system to standard sen-
sory stimulation transmitted through headphones. These methods have a role in
monitoring sedation levels only in patients needing deep sedation, or receiving neu-
romuscular blocking agents, as in this circumstance sedation scales cannot be used
[24].

Actigraphy provides a continuous measure of body movements and was initially
developed to measure sleep-wake cycles. This small electronic device, containing
an accelerometer, continuously senses and records minimal movements, summariz-
ing such data in numerical form. Although wrist actigraphy does not discriminate
the effects of lack (or excess) of analgesics and sedatives from other acute neurolog-
ical dysfunctions, preliminary observations suggest that the measurement of body
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Sedation/agitation monitoring ARDS patients
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movements could provide a timely indication of acute changes in neurological sta-
tus generating motor agitation or hypoactive behavior [26]. This objective method
is relatively new in this context. It presents interesting properties, worthy of future
investigation [27].

Clinical Practice Flowchart for Sedation and Agitation
Management in ARDS Patients

Recognition that inappropriately heavy sedation may increase mortality and mor-
bidity has led to a new approach that maximizes patient comfort while they remain
awake, interactive and oriented. This new approach relies on strategies, such as
protocolized sedation, analgesia-based sedation, enteral sedation, avoidance of par-
alytic agents, early mobilization and use of validated tools for sedation assessment
[28]. In recent years, many guidelines have been proposed [1–3], providing a guide
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to symptom-oriented prevention, diagnosis, and treatment of delirium, anxiety and
stress, and protocol-based analgesia, sedation, and sleep-management. These guide-
lines comprehensively describe all aspects that need to be considered in order to
perform the optimal neurological management. Nevertheless, even in high quality
guidelines, numerous recommendations are supported by only moderate or low lev-
els of evidence [29].

The principal recommendation regarding analgesia is to evaluate pain and main-
tain its level at � 4/10, by beginning treatment early rather than late, and by using
opioid drugs first, together with non-opioid and multimodal analgesic techniques.
For sedation, a target RASS of 0/�1 is recommended once hypoxia is resolved,
with the use of deep sedation reserved only for patients with specific indications
(e. g., patients with early ARDS, requiring neuromuscular blockade or prone po-
sitioning). Intensivists should consider the specific indication and individual goal
of sedation, and the pharmacokinetics/pharmacodynamics of each drug used. Non-
benzodiazepine drugs, such as propofol or dexmedetomidine, are preferred. The
need for sedation varies widely among different patients and with the course of
illness, and should be defined as ‘deep sedation’, ‘cooperative/awake sedation’,
and ‘no sedation’, always preferring superficial levels of sedation and promoting
early mobilization. The use of containment measures in episodes of severe agi-
tation should be performed in this order: first verbal, then pharmacological, and
finally physical, considering that neuroactive drugs should not be administered in
excess as a form of ‘chemical immobilization’. In the sedation flowchart (Fig. 3), it
is clear that defining a target and evaluating the current level of sedation or agitation
using validated tools is an absolute priority. The choice of the specific sedative drug,
albeit important, comes only after clinical reasoning focused on managing the or-
ganic/metabolic causes and the problems that may be caused by adjustable invasive
devices.

Recommendations for delirium management suggest first that modifiable risk
factors be identified and the presence of delirium assessed regularly using the CAM-
ICU. If delirium occurs, a non-pharmacological protocol should be used first, while
also stopping or decreasing any deliriogenic therapies; the most appropriate drug
(haloperidol, atypical antipsychotics or dexmedetomidine; avoid the use of benzo-
diazepines) should then be chosen and titrated to the lowest effective dose.

Sedation Protocols in the Literature

Adoption of local sedation protocols is strongly advised by international guide-
lines [1–3]. The protocols should include daily interruption of short-term sedatives
(propofol, dexmedetomidine), analgesia-based sedation (morphine, fentanyl or
remifentanil), use of inhalational halogenated anesthetic agents in the early phase
(e. g., sevoflurane) and use of an enteral approach during subsequent phases.
Whichever the local protocol, international guidelines highlight the need to make
mechanically ventilated patients “calm, conscious and cooperative” as soon as pos-
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sible [5], while avoiding the iatrogenic risks associated with both under- and over-
sedation.

Continuous intravenous infusion is the most frequently used method for admin-
istering sedatives, because of its pharmacokinetic properties. Intravenous infusions
have predictable and easy to handle onset/offset properties, facilitating an early
goal-directed sedation strategy. Although these characteristics are necessary for
short ICU stays, they may be useless, or even dangerous, for patients requiring more
than 3 days of mechanical ventilation [30]. When using potent drugs, it is easy to
provide excessive doses even if appropriate goals are established [12]. Moreover,
daily awakening trials produce far-from-physiological fluctuations in neurological
state [31].

If continuous intravenous infusions of sedatives and/or analgesics are used, daily
interruption may be recommended in order to reduce the total administered dosage
and to enable spontaneous breathing trials to be performed if possible. The pur-
pose is to reduce the development of complications and the duration of mechanical
ventilation. This strategy may prove less effective if specific and ICU team-shared
protocols are used [28].

Many different sedation protocols have been presented in the literature [10];
some rely essentially on the use of different drug doses [32], whereas others are
based on nursing-implemented algorithms [33] or on analgesia-first sedation [19].
Tested methods to optimize sedation management in the ICU include patient-con-
trolled sedation [34] or automated sedation in patients needing deep sedation [35],
the use of inhaled halogenated anesthetic agents [36] and the enteral administration
of drugs [37, 38]. All these protocols rely on continuous and adequate neurologi-
cal assessment conducted with validated tools, in order to measure not only pain,
agitation and delirium, but also level of consciousness and patient mobilization.

The most promising protocol, in terms of efficacy, recommends combining se-
dation strategies with early physiotherapy [39], mobilization [40] and occupational
therapy [41], and also engaging patient families. Although implementing such pro-
tocols is not simple [42], it has offered the best results in terms of effectiveness
[43]. Briefly, following the acronym ABCDEF, the authors make these suggestions:
Assess, prevent and manage pain; Both spontaneous awakening trial and sponta-
neous breathing trial; Choice of analgesia and sedation; Delirium – assess, prevent
and manage; Early mobility and exercise (goal-directed early mobilization); Family
engagement and empowerment.

Special Circumstances

For patients with ARDS needing extracorporeal life support (ECLS), there is a gray
area about sedation, in which safety aspects and the ability to positively influence
recovery must be balanced. Patients on ECLS have numerous risk factors for de-
veloping delirium during the ICU stay and post-traumatic stress disorder (PTSD)
after discharge. Hyperactive delirium or agitation can be life-threatening for these
patients, so that effective monitoring and symptomatic therapy of stress, anxiety,
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delirium, pain and insomnia are essential to safely achieve a target RASS of 0.
A higher level of alertness, enabling the patient to actively partake in physical exer-
cise [44] is considered a feasible and safe goal [45, 46]. International guidelines
recommend strict definition of sedation targets for patients on ECLS, including
frequent clinical monitoring and continuous adjustment of the level of sedation re-
quired [1].

Positioning therapy has been shown to be effective in ameliorating the prognosis
of patients with severe ARDS. It is used for prophylaxis and treatment of respiratory
dysfunction, and requires an individualized sedation target. Changes in position
frequently represent a challenge for the symptomatic treatment of anxiety, stress and
pain. Therefore, a symptom-orientated therapy should be adapted to the changing
demands during positioning therapy. Although deep sedation may be indicated for
patient repositioning [47], excessive sedation should be avoided by using objective
tools based on EEG analysis, as previously described.

The use of non-depolarizing neuromuscular blockers in patients with severe
ARDS is suggested during the first 48 ICU hours. Once tracheostomy has been
performed, it is advisable to consider a decrease in sedative and analgesic regi-
mens. It is advisable not to use benzodiazepines for the withdrawal of mechanical
ventilation. Dexmedetomidine is recommended in case of weaning difficulty, in pa-
tients with withdrawal syndrome, or after failed attempts at weaning secondary to
agitation and delirium [48]. Low-dose remifentanil as a continuous infusion is an-
other effective alternative during the weaning process. Music therapy is a possible
non-pharmacological adjuvant to sedation [49]. Melatonin supplementation could
be useful to decrease the need for sedative drugs, thus shortening the duration of
mechanical ventilation [50], and to restore the sleep-wake rhythm.

Conclusion

Appropriate analgesic and sedative therapy plays a key role in the care of patients
with ARDS. All available strategies must be used to avoid under- and over-sedation
because they can affect morbidity and mortality. Among the many pharmacologi-
cal strategies proposed in the literature, none has been clearly shown to be better
than another. We therefore suggest that – irrespective of the local protocol used –
intensivists should aim early and constantly to keep patients conscious, calm and
cooperative, by titrating the therapy. To optimally guide sedation management, ad-
equate validated assessment tools for analgesia (VNR and BPS), for sedation and
agitation (BIS and RASS) and for delirium (CAM-ICU or ICDSC) must be used.
The most crucial aspect in managing sedation in patients with ARDS remains the
‘clinical challenge’ of bridging the hyperacute phase, when evidence supports deep
sedation, to the subsequent recovery phases, when it is recommended that sedation
be kept as light as possible.
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Mechanical Ventilation in Obese ICU Patients:
From Intubation to Extubation

A. De Jong, G. Chanques, and S. Jaber

Introduction

Obesity has become a worldwide health concern. The prevalence of obese adults
in the United States of America has risen significantly over the last decade to 35%
[1]. Bariatric surgery and complications associated with bariatric surgery are be-
coming increasingly frequent [2]. Obese patients represent a specific population in
the intensive care unit [3]. Atelectasis formation is increased in obese patients, be-
cause of the negative effects of thoracic wall weight and abdominal fat mass on
pulmonary compliance, leading to decreased functional residual capacity (FRC)
and arterial oxygenation. These atelectases are further exacerbated by a supine po-
sition and further worsened after general anesthesia and mechanical ventilation.
Atelectases contribute to hypoxemia during mechanical ventilation and after wean-
ing from mechanical ventilation. More importantly, they persist after extubation in
the obese patient in comparison with full resolution in non-obese patients [4], lead-
ing to pulmonary infections. Moreover, obese patients often present comorbidities,
such as obstructive apnea syndrome or obesity hypoventilation syndrome. Obesity
is a major risk factor for obstructive apnea syndrome (30 to 70% of subjects with
obstructive apnea syndrome are obese). Many complications of respiratory care are
directly related to the obstructive apnea syndrome: difficult airway management in-
cluding difficult mask ventilation, difficult intubation and obstruction of the upper
airway. The repetitive occurrence of rapid eye movement (REM) sleep, hypoven-
tilation or obstructive sleep apnea with long-lasting apnea and hypopnea induces
a secondary depression of respiratory drive with daytime hypercapnia, leading to
obesity hypoventilation syndrome. Obesity hypoventilation syndrome is defined as
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Table 1 Pathophysiological specificities of the obese patient

1. Lung volume – Atelectasis in the dependent pulmonary area
– & functional residual capacity (FRC)
– % intra-abdominal pressure
– Diaphragm passively pushed cranially
– & thoracic and pulmonary compliance

2. Airway – % resistances (but normal after normalization to the functional lung
volume)

– % work of breathing
– % risk factors for difficult mask ventilation (age > 55 years old,
snoring, beard, lack of teeth, obstructive apnea syndrome, asso-
ciated congenital diseases) and difficult intubation (MACOCHA
score: Mallampati III or IV, obstructive apnea syndrome, limited
mouth opening, reduced cervical mobility, coma, hypoxemia, opera-
tor not trained, associated congenital diseases)

3. Ventilatory control – & ventilatory response to hypercapnia and hypoxia in case of obe-
sity hypoventilation syndrome

– % breath rate
4. Pulmonary
circulation

– Post-capillary pulmonary hypertension if associated cardiac dys-
function, pre-capillary if use of toxins (anorectics)

5. Blood gas exchange – % oxygen consumption
– % carbon dioxide production

6. Comorbidities – Obstructive apnea syndrome
– Obesity hypoventilation syndrome

a combination of obesity (body mass index [BMI] � 30 kg/m2), daytime hypercap-
nia (PaCO2 > 45mm Hg), and disordered breathing during sleep (after ruling out
other disorders that might cause alveolar hypoventilation) [5].

However, while obesity contributes to many diseases and is associated with
higher all-cause mortality in the general population [6], obesity and mortality in
the intensive care unit (ICU) are inversely associated as shown by meta-analyses [7,
8]. The “obesity paradox” phenomenon has recently become apparent in the ICU
[9]. In particular, acute respiratory distress syndrome (ARDS) in obese patients,
in whom diaphragmatic function is challenging, has a lower mortality risk when
compared with non-obese patients [10, 11].

Obese patients can be admitted in a critical care setting for de novo acute respira-
tory failure, ‘acute-on-chronic’ respiratory failure with an underlying disease, such
as an obesity hypoventilation syndrome, or in the perioperative period. The main
challenges for ICU clinicians are to take into account the pulmonary pathophysi-
ological specificities of the obese patient (detailed in Table 1) to optimize airway
management and non-invasive or invasive mechanical ventilation.

Physiology

Oxygenation decreases with increase in weight, mostly because oxygen consump-
tion and work of breathing are increased in obese patients [12]. At rest, oxygen
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consumption is 1.5 times higher in obese patients than in non-obese patients [12].
Obese patients have an excess production of carbon dioxide (CO2), because of their
increased oxygen consumption and increased work of breathing, especially when
there is an associated obesity hypoventilation syndrome, including a decreased res-
piratory drive [13]. In several studies, the spontaneous breath rate was from 15 to
21 breaths per minute in morbidly obese patients (BMI > 40 kg/m2), whereas it was
close to 10 to 12 in non-obese patients [14]. Moreover, abdominal pressure is in-
creased because of increased abdominal and visceral adipose tissue deposition. The
capacity of the chest is reduced compared to non-obese individuals, because the
diaphragm is passively pushed cranially. Obese patients have decreased pulmonary
and thoracic compliance, a reduction in FRC, and an increased work of breathing,
compared to non-obese patients [15]. Airway resistance is increased, but not after
normalization to the lung volume. The main change remains the decreased FRC,
leading to more frequent atelectasis in obese than in non-obese patients after ven-
tilation. Finally, as mentioned earlier, obesity is a major risk factor for obstructive
apnea syndrome.

Noninvasive Respiratory Management

Non-invasive Ventilation

Non-invasive ventilation (NIV) may be applied to avoid intubation in obese patients
with acute respiratory failure, without delaying intubation if needed. In hypercap-
nic obese patients, higher positive end-expiratory pressure (PEEP) might be used
for longer periods to reduce the hypercapnia level below 50mmHg [16]. NIV is
as efficient in patients with obesity hypoventilation syndrome as in patients with
chronic obstructive pulmonary disease (COPD), in case of acute hypercapnic respi-
ratory failure [17].

High-FlowNasal Cannula Oxygen

High flow nasal cannula oxygen (HFNC) could be particularly interesting in obese
patients. HNFC permits continuously humidified and warmed oxygen to be deliv-
ered through nasal cannula, with an adjustable fraction of inspired oxygen (FiO2).
The flow administered can reach 60 l/min with 100% FiO2 [18]. A moderate level
of PEEP has been measured with this device [18] when the patient breaths with
a closed mouth. In case of hypoxemia, HNFC could be performed between sessions
of NIV.
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Positioning

Optimization of body position can enhance respiratory function in patients requiring
mechanical ventilation. In healthy spontaneously breathing obese subjects, a signif-
icant reduction in pulmonary compliance was shown in the supine position [19].
A sitting position should therefore be privilegied in case of respiratory failure.

AirwayManagement

Pre-oxygenation

Facial Mask
Following pre-oxygenation, there is a reduction in the non-hypoxic apnea time
(length of apnea following anesthetic induction during which the patient has no
oxygen desaturation) in obese patients [20]. Using classic bag-mask ventilation as
a method of pre-oxygenation, desaturation during intubation thus occurs within
3min on average, sometimes less than one minute in severe obesity. The end-ex-
piratory volume is reduced by 69% after anesthetic induction in the supine position,
compared with baseline values [21]. The main cause of this rapid desaturation is the
decrease in the FRC.

Non-invasive Ventilation
Using a PEEP of 10 cmH2O during pre-oxygenation is associated with a reduced
atelectasis surface, improved oxygenation and increased time of apnea without
hypoxemia by one minute on average [22]. Pre-oxygenation of 5min with NIV,
associating pressure support (PS) and PEEP, permits an exhaled fraction of oxygen
(FeO2) > 90% to be reached more quickly [23]. In another study, the use of NIV
limited the decrease in pulmonary volume and improved oxygenation compared
to conventional pre-oxygenation with a face mask [24]. Continuous positive air-
way pressure (CPAP) or NIV are therefore the reference pre-oxygenation methods
(Fig. 1).

High-flow Nasal Cannula Oxygen
HFNC may also be considered for pre-oxygenation of obese patients, including ap-
neic oxygenation, enabling oxygen to be delivered during the apnea period (Fig. 1).
This is particularly important in case of rapid sequence induction (RSI), where the
obese patient does not receive oxygen between removal of the NIV mask and ade-
quate positioning of the tracheal tube into the trachea.

Positioning
A sitting position during pre-oxygenation may decrease positional flow limitation
and air trapping, limiting atelectasis and increasing oxygen desaturation during the
intubation procedure (Fig. 1).
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Obese patient = at risk of difficult intubation and difficult mask ventilation

Assess additional risk factors of difficult intubation and mask ventilation
MACOCHA score (Mallampati III or IV, obstructive apnea syndrome, reduced cervical mobility, limited mouth opening, coma,

hypoxemia, non-trained operator), beard, snoring, associated congenital diseases

Preoxygenation:

Physician choice if absence of
additional risk factors of difficult

intubation and/or
videolaryngoscope not available

Recommended

Videolaryngoscopy Direct laryngoscopy

Check availability of equipment for
management of difficult airway

• Continuous positive pressure or noninvasive ventilation
• +/– high-flow oxygen

• ln a semi-sitting position

Tracheal intubation

Extubation

ln case of difficult intubation
follow the unit algorithm*

Weaning test: T-piece or PSV 0 +PEEP 0
Cuff-leak test: if no leak, consider intravenous steroids at least 4 hours before extubation to prevent stridor

Protective mechanical ventilation
1. Low volume ventilation
2. Moderate to high PEEP
3. Recruitment maneuvers

Consider for all obese patients:
Preventive noninvasive ventilation

+/– alternated with
high-flow nasal cannula oxygen

Fig. 1 Suggested airway and ventilation management algorithm in the obese patient in the inten-
sive care unit. During the whole procedure, the patient should be ventilated in case of desaturation
< 80%. In case of non-adequate ventilation and unsuccessful intubation, emergency non-invasive
airway ventilation (supraglottic airway) must be used. *In case of difficult intubation (multiple
attempts), follow an intubation airway algorithm nonspecific to obese patients (for example see
[50]). PEEP: positive end-expiratory pressure; PSV: pressure support ventilation
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Intubation

Obesity and obstructive apnea syndrome, and a fortiori the combination of both,
are risk factors for difficult intubation and difficult mask ventilation [3, 25]. Age
> 55 years old, BMI > 26 kg/m2, snoring, beard and lack of teeth are independent
risk factors for difficult mask ventilation. Most of these factors are directly related
to obesity. In the same way, tracheal intubation is more difficult in obese patients
with obstructive apnea syndrome, with an incidence close to 15 to 20% (versus 2
to 5% in the general population), and associated with the severity of the obstruc-
tive apnea syndrome [26]. A recent study reported an increase in the incidence
of difficult intubation in obese patients [3]. Moreover, in this study, elevated Mal-
lampati score, limited mouth opening, reduced cervical mobility, presence of an
obstructive apnea syndrome, coma and severe hypoxemia (risk factors included in
the MACOCHA score [27]) were associated with difficult intubation in obese pa-
tients. Each intubation in a morbidly obese patient should be considered as difficult,
and adequate preparation following an algorithm for difficult intubation performed
(Fig. 1). Videolaryngoscopes are of particular interest in obese patients [28] and
their use should be particularly emphasized when additional risk factors for diffi-
cult intubation are present.

Extubation

Obese patients are particularly at risk of post-extubation stridor [29]. A cuff-leak
test [30] should be systematically performed in these patients, and in case of suspi-
cion of laryngeal edema, prevention of stridor could be performed using a protocol
of intravenous steroid administration, at least four hours before extubation, in the
absence of contraindications [31].

Mechanical Ventilation

Protective Ventilation

Tidal Volume
In patients with pulmonary lesions, such as ARDS, the benefits of ventilation with
low tidal volumes (6ml/kg) has been widely demonstrated [32]. Since 2010, pro-
tective perioperative ventilation has been studied more closely. In the setting of
abdominal surgery, the IMPROVE multicenter, randomized, double-blinded study
[33], compared an “optimized” strategy of ventilation called “protective ventilation”
(tidal volume 6–8ml/kg of ideal body weight [IBW], PEEP 6–8 cmH2O, systematic
alveolar recruitment maneuvers every 30min) with a “traditional” strategy called
“non-protective ventilation” (tidal volume 10–12ml/kg of IBW, without PEEP or
recruitment maneuvers). The included patients had a moderate risk of postoperative
pulmonary complications. Patients with a BMI > 40 kg/m2 were excluded. The main
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endpoint was a composite criterion including the onset of pulmonary complications
(pulmonary infections or need for ventilation) and/or extrapulmonary complications
(sepsis, septic shock, death) diagnosed by an observer blinded to the perioperative
ventilator settings. Protective ventilation enabled a decrease in the global rate of
complications from 27.5% to 10.5% and in the length of hospitalization by two
days. In the randomized European PROVHILO study [34] including patients at risk
of postoperative pulmonary complications after abdominal surgery, two ventilation
strategies were compared. All the patients received a tidal volume of 8ml/kg of
IBW and were randomized into two groups: one group with low PEEP (� 2 cmH2O)
without recruitment maneuvers and a group with high PEEP (12 cmH2O) with re-
cruitment maneuvers. There was no significant difference between the two groups
for the main endpoint, which was a composite of postoperative pulmonary compli-
cations in the five first days following surgery. There were significantly more cases
of hemodynamic failure in the group with high PEEP. These two large randomized
studies are complementary: while the first showed the usefulness of protective ven-
tilation to decrease pulmonary and extrapulmonary postoperative complications, the
second warns against the hemodynamic dangers of excessively high levels of PEEP
for all patients, in particular when high PEEP levels are not associated with low
tidal volume.

In obese patients, particularly at risk of atelectasis, the same rules can be applied.
In spite of these recommendations, a recent study showed that obese patients were
still ventilated in the perioperative period with tidal volumes that were too high [35].
In obese as in non-obese patients, the optimal tidal volume is between 6 to 8ml/kg
of IBW associated with PEEP to avoid atelectasis by alveolar closing (derecruit-
ment). The tidal volume setting must be guided by the patient’s height and not by
his/her measured weight. The easiest formula for calculation of IBW to remember
is the following: IBM (kg) = height (cm)� 100 for a man and height (cm)� 110 for
a woman.

Positive End-expiratory Pressure
Given their decreased FRC, obese patients are more sensitive than non-obese pa-
tients to atelectasis and lack of PEEP. In several studies specifically performed in
obese patients, respiratory mechanics and alveolar recruitment have been shown to
be significantly improved by application of PEEP (improvement in compliance and
decreased inspiratory resistance), as has gas exchange [36]. Moreover, the PEEP
levels used help prevent derecruitment (alveolar closing) due to FRC decrease,
but do not open alveoli once they are collapsed. It is consequently better to apply,
from the start of mechanical ventilation and during the whole period of ventilation,
a PEEP of 10 cmH2O associated with a tidal volume of 6 to 8ml/kg of IBW [24, 37].
However, it is necessary to remain on guard and always assess the hemodynamic ef-
fects of high PEEP: risk of decreased oxygenation because of an impact on cardiac
flow and of hypotension because of compromised venous drainage. In case of auto-
PEEP, application of a PEEP will depend on the presence or not of a limitation in
expiratory flow because of airway collapse during expiration. If this phenomenon
exists, an extrinsic PEEP of 2/3 of the intrinsic PEEP should be applied.
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The optimal level of PEEP in obese patients and the best means of titrating PEEP
are still unknown. Some obese patients may benefit from higher levels of PEEP than
others. Measuring transdiaphragmatic pressure seems crucial to determine the max-
imum pressure minimizing alveolar damage, taking into account that the plateau
pressure is related to both transthoracic and transalveolar pressures.

Recruitment Maneuvers
To open alveoli once they are closed, recruitment maneuvers should be used, tran-
sitorily increasing the transpulmonary pressure. The impact of these maneuvers in
the obese patient has been shown to improve arterial oxygenation and available lung
volume [24].

The best recruitment maneuver has not been determined in the obese patient.
Recruitment maneuvers are mandatory to fully reopen the lung after anesthesia in-
duction and a PEEP must be applied to prevent the progressive closing of the lung
leading to atelectasis. The optimal level of PEEP during protective ventilation re-
mains to be determined, but many physiological studies suggest that PEEP levels
of at least 5 cmH2O are necessary, in particular in obese patients. Levels of pres-
sure needed to open the alveoli seem to be higher than in the non-obese patient,
mostly because of the increased transthoracic pressure. Questions persist regarding
the type of recruitment maneuver to recommend. The reference method is an ex-
piratory pause with a PEEP level of 40 cmH2O during 40 s, but many alternatives
exist, including progressive increase in PEEP until 20 cmH2O with a constant tidal
volume within 35 cmH2O of plateau pressure, or a progressive increase in the tidal
volume [38]. These recruitment maneuvers can be performed only if they are hemo-
dynamically well tolerated. The ideal frequency for recruitment maneuvers has still
not been determined.

Driving Pressure
Driving pressure is the difference between inspiratory plateau pressure and end-
expiratory pressure. The concept of driving pressure assumes that functional lung
size is better quantified by compliance than by predicted body weight. This concept
explains why ventilator-induced lung injury (VILI), cyclic strain and survival may
be better correlated with driving pressure than with tidal volume. Lower levels of
driving pressure have been found to be associated with increased survival in ICU
patients [39]. The ventilatory setting during mechanical ventilation, especially in
obese patients, should be set to minimize driving pressure.

Respiratory Rate

Concerning the setting or respiratory rate, obese patients have an excess produc-
tion of CO2, because of their increased oxygen consumption and increased work of
breathing, especially when there is an associated obesity hypoventilation syndrome,
with a decreased respiratory drive [13]. In four studies, the spontaneous breath rate
was from 15 to 21 breaths per minute in morbidly obese patients (BMI > 40 kg/m2),
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whereas it was close to 10 to 12 in non-obese patients [14]. Ventilation should,
therefore, be adapted, essentially increasing breath rate.

VentilatoryMode

Which ventilator mode is better in obese patients? The pressure modes deliver
a constant pressure in the airway, decreasing the risk of barotrauma, with an in-
sufflating pressure set at less than 30 cmH2O. In case of increase in airway resis-
tance (bronchospasm, obstructed tube) or decrease in compliance of the respira-
tory system (obesity, atelectasis, selective intubation, surgical pneumoperitoneum,
pneumothorax . . . ), the tidal volume decreases, leading to hypercapnia acidosis if
alveolar ventilation is too low. It is consequently important to carefully check tidal
volume, minute ventilation and capnography when using a pressure mode. The use
of a volumemode carries the risk of an increase in the insufflation pressure to deliver
the required tidal volume (risk of barotrauma), hence the importance of checking
the alveolar pressure at the end of inspiration, i. e., the plateau pressure.

In obese patients, some teams recommend the pressure controlled mode be-
cause the decelerating flow should allow a better distribution of the flow in the
alveoli. However, studies comparing the two ventilatory modes report contradic-
tory data: discordances can be explained by the different inclusion criteria and
the methodological limitations of the studies [40]. In practice, the advantages and
inconveniences of each mode must be known and the ventilatory mode that the
physician prefers used.

Pressure support ventilation (PSV) seems very interesting in obese patients. In
obese piglets, it was shown that PSV improved oxygenation and decreased in-
flammation [41]. In the obese patient, postoperative pulmonary complications were
decreased by the use of PSV compared to pressure controlled ventilation [42]. In
anesthesia as in the ICU, in obese ventilated patients, the scientific evidence is still
weak and future studies are necessary to compare PSV, new ventilatory modes,
such as neurally-adjusted ventilatory assist (NAVA), adaptive support ventilation
(ASV), and proportional assist ventilation (PAV), with conventional pressure or vol-
ume controlled modes.

Positioning

In the supine position, positional flow limitation and air trapping impedes respi-
ratory management particularly in obese patients [43]. A sitting position during
mechanical ventilation is therefore advised. Prone positioning in obese ARDS pa-
tients enables an improvement in the partial arterial pressure of oxygen (PaO2)/FiO2

ratio more than in the non-obese patient, and is not associated with more complica-
tions [10].
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Weaning fromMechanical Ventilation

A recent physiological study specifically investigated the inspiratory effort during
weaning of mechanical ventilation in a population of critically ill, morbidly obese
patients [44]. The main result of this study was that for obese patients, T-piece and
PSV 0 + PEEP 0 cmH2O weaning tests were the tests that best predicted post-extu-
bation inspiratory effort and work of breathing ([44]; Fig. 1). Following extubation,
positive protective ventilation should be pursued, both in the ICU and in the recov-
ery room. Postoperative CPAP or NIV might be extended to all obese patients, even
those without obstructive apnea syndrome.

Specific Settings

Acute-on-chronic Respiratory Failure

Prevention of relapses of acute-on-chronic respiratory failure are essential and
should be ensured by the intensivist. Positive airway pressure therapies can be im-
plemented in the ICU and continued at home, with the support of home therapists.
Sleep-related breathing disorders, including obesity hypoventilation syndrome,
should be followed by a specialist after ICU discharge, ideally in the setting of
a multidisciplinary obesity team.

Perioperative Management

In obese patients with obstructive apnea syndrome, nocturnal CPAP should be ini-
tiated before surgery, especially if the apnea hypopnea index (AHI) is more than
30 events per hour or if there is severe cardiovascular comorbidity. If CPAP or NIV
were used prior to surgery, they should be pursued throughout the perioperative
period, including the postoperative period.

The risk factors for postoperative respiratory failure include the severity of ob-
structive apnea syndrome, the intravenous administration of opioids, the use of
sedatives, the site (close to the diaphragm) and the invasive nature of the surgi-
cal procedure, and the apnea onset during paradoxical sleep on the third or fourth
postoperative day.

Some postoperative interventions that can decrease the risk of respiratory fail-
ure are a postoperative analgesia strategy sparing opioids, oxygenation by CPAP or
NIV, careful patient positioning and monitoring. CPAP or NIV must be resumed in
the recovery room [45]. Compliance to CPAP or NIV will be better if the patients
bring their own equipment to the hospital. In case of frequent or severe hypox-
emias, start of CPAP or NIV should not be delayed. If possible, the supine position
should be avoided in patients with an obstructive apnea syndrome at risk of postop-
erative pulmonary complications, and a sitting position adopted. The prophylactic
application of NIV after extubation decreases the risk of acute respiratory failure
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by 16% and reduces length of stay [45]. Moreover, in obese hypercapnic patients,
the use of NIV following extubation is associated with decreased mortality [46].
A randomized controlled trial performed in morbidly obese patients after bariatric
surgery reported an improvement in ventilatory function when CPAP was imme-
diately implemented after extubation compared to CPAP started 30min following
extubation [47]. Hence, NIV associating pressure support and PEEP or CPAP alone
must be used liberally in the postoperative period, in order to reduce the aggravation
of atelectasis, a long period of oxygen dependence and consequently the patients’
length of stay in the post-surgical unit and in the hospital [45]. Among patients with
hypoxemic respiratory failure following abdominal surgery, use of NIV compared
with standard oxygen therapy reduced the risk of tracheal reintubation within 7 days
[48]. These findings support the use of NIV in this setting.

Oxygen supplementation should be administered continuously to all patients
with obstructive apnea syndrome at increased perioperative risk until they are able
to maintain their baseline oxygen saturation on ambient air; oxygen saturations
should be monitored after leaving the recovery room [49].

Respiratory physiotherapy and patient education of exercises, such as incentive
spirometry or high volume respiration, also limit the reduction in lung volume in-
duced by surgery.

Conclusion

Obese patients admitted to the ICU are at risk of atelectasis, which is associated with
pulmonary complications. NIV can be safely and efficiently used to prevent and/or
treat acute respiratory failure, without delaying intubation if needed. HNFC enable
continuously humidified and warmed oxygen to be delivered through nasal cannula,
with an adjustable FiO2, with a flow reaching 60 l/min and providing a moderate
level of PEEP. Because of the increased incidence of difficult mask ventilation and
intubation in obese patients, a protocol of difficult airway-management should be
systematically applied to prevent the complications related to the intubation-proce-
dure (severe hypoxemia, arterial hypotension and cardiac arrest). Pre-oxygenation
should be optimized using positive-pressure ventilation (CPAP or NIV) in a semi-
sitting position, eventually added to apneic oxygenation using HFNC in the more
severely obese patients. After tracheal intubation, to avoid both baro-volutrauma
and atelecto-biotrauma, association of low tidal volume, moderate to high PEEP and
recruitment maneuvers (lung protective ventilation) should be applied. The height
of the lung being correlated to the height of the patient, tidal volume should be
set according to IBW and not actual body weight, between 6 and 8ml/kg IBW.
In patients with ARDS, prone position is a safe procedure which permits respi-
ratory mechanic improvements and oxygenation. Obstructive-apnea syndrome and
obesity-hypoventilation syndrome should be investigated to introduce appropriate
treatment, including implementation of positive airway pressure at home.
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Novel Insights in ICU-Acquired Respiratory
Muscle Dysfunction:
Implications for Clinical Care

A. Jonkman, D. Jansen, and L. M. A. Heunks

Introduction

The respiratory muscles drive ventilation. Under normal conditions, the diaphragm
is the main muscle for inspiration, whereas expiration is largely passive, driven by
relaxation of the inspiratory muscles and elastic recoil pressure of the lung. A dis-
turbance in the balance between capacity and loading of the inspiratory muscles will
result in respiratory failure. This may occur in the course of numerous disorders that
increase loading of the diaphragm, such as pneumonia, acute respiratory distress
syndrome (ARDS), acute exacerbation of chronic obstructive pulmonary disease
(COPD) and trauma. On the other hand, capacity of the respiratory muscles may
be impaired due to congenital myopathies or acquired muscle dysfunction (e. g., in
COPD or cancer cachexia). Mechanical ventilation can partially or completely un-
load the respiratory muscles. Despite being life-saving, studies published in the last
decade have demonstrated that respiratory muscle function may further deteriorate
in ventilator bound intensive care unit (ICU) patients. Respiratory muscle weakness
in ventilated ICU patients is associated with prolonged duration of ventilator wean-
ing [1] and increased risk of ICU and hospital readmission [2]. Therefore, it seems
of crucial importance to limit the detrimental effects of critical illness, and in par-
ticular mechanical ventilation, on the respiratory muscles. The aim of this chapter
is to describe recent insights into the pathophysiology of diaphragm dysfunction in
ICU patients and how these new findings may affect clinical care for our patients.
We will focus on studies performed in humans.
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Effects of Critical Illness on Diaphragm Structure and Function

Effects of Critical Illness on Diaphragm Structure

Less than a decade ago, Levine et al. were the first to describe a rapid loss of di-
aphragmmuscle mass in patients on controlled mechanical ventilation [3]. Biopsies
were obtained from 14 brain-dead organ donors on controlled mechanical ven-
tilation for 18 to 69 h before organ harvest. The cross-sectional area (CSA) of
diaphragm fibers was significantly lower (53% and 57% for fast- and slow-twitch
fibers respectively) compared to fibers obtained from patients referred for elec-
tive lung cancer surgery. Interestingly, the severity of atrophy was less pronounced
in the pectoralis muscle, indicating that the diaphragm is much more sensitive to
the effects of disuse. In subsequent studies, it was demonstrated that the decrease
in diaphragm fiber CSA was proportional to the duration of mechanical ventila-
tion (Pearson r2 = 0.28) [4]. Diaphragm inactivity was associated with oxidative
stress, active caspase-3 expression and upregulation of mRNAs coding for lig-
ands related to the proteolytic ubiquitin-proteasome pathway (muscle atrophy F-
box [MAFBx] and muscle ring finger 1 [MuRF-1]). In addition, activation of the
lysosomal-autophagy pathway was demonstrated in the diaphragm of these brain-
dead patients ventilated for˙60 h [5]. Very recently,Matecki et al. demonstrated in-
creased oxidation, nitrosylation and phosphorylation of the diaphragm sarcoplasmic
reticulum ryanodine calcium release channel in ventilated brain-dead patients [6].
These molecular modifications were associated with enhanced calcium leak from
the channel (increased open probability). Additional experiments in mice indicated
that leaky ryanodine channels are associated with diaphragm weakness.

Collectively, these data demonstrate that inactivity of the diaphragm under con-
trolled mechanical ventilation is associated with rapid posttranslational protein
modifications, activation of proteolytic pathways and muscle fiber atrophy. How-
ever, these early studies used biopsies of the diaphragm of brain-dead patients.
This might be an excellent model for diaphragm disuse associated with mechanical
ventilation, but differences in treatment and underlying pathophysiology in more
representative ICU patients should be recognized. Hooijman et al. were the first
to study structural, biochemical and functional modifications of biopsies obtained
from the diaphragm of ventilated ICU patients (n = 22, mean duration on the venti-
lator: 7 days, range 14 to 607 h) [7]. These authors found that both fast- and slow-
twitch diaphragm fibers had a CSA that was approximately 25% smaller than that
of fibers from the diaphragm of patients referred for elective surgery. Biochemical
analysis revealed activation of the proteolytic ubiquitin-proteasome pathway. His-
tological analysis demonstrated that the number of inflammatory cells, including
neutrophils and macrophages, was significantly increased in the diaphragm of ICU
patients; this supports a role for inflammatory mediators in the development of at-
rophy or injury. Interestingly, van Hees et al. demonstrated that plasma from septic
shock patients, but not from healthy subjects, induced atrophy in (healthy) cultured
skeletal muscle myotubes [8]. This indicates that plasma from septic shock patients
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contains molecules with catabolic properties. Additional experiments presented in
that paper suggest that interleukin (IL)-6 plays a role in the development of muscle
atrophy in sepsis.

Effect of Critical Illness on Diaphragm Function

Structural modifications of the respiratory muscles as described above may have
functional implications. Single muscle fibers isolated from the diaphragm provide
an excellent model to study contractile protein function. The force generated by
single fibers from the diaphragm of ICU patients was significantly reduced com-
pared to fibers from non-ICU patients [7]. Reduction in force resulted from loss of
contractile proteins (atrophy) and contractile protein dysfunction.

The gold standard to evaluate in vivo diaphragm contractile function in ventilated
patients is to assess the change in endotracheal tube pressure induced by magnetic
stimulation of the phrenic nerves during airway occlusion (Ptr,magn). The major
advantage of this technique is that it can be performed at the bedside and does not
require patient cooperation. Demoule et al. measured Ptr,magn within 24 h of me-
chanical ventilation in a population of 85 critically ill patients [9]. Of this group, 54
(64%) patients were diagnosed with diaphragm dysfunction defined as a Ptr,magn
< 11 cmH2O. More recently, the same investigators confirmed these earlier find-
ings in 43 ventilated patients [10]; 23 (53%) of these patients exhibited diaphragm
dysfunction at ICU admission. These are important findings, as they indicate that
other factors besides disuse play a role in the pathophysiology of respiratory mus-
cle weakness in ICU patients. In fact, in their earlier study [9], the authors reported
that diaphragm dysfunction was independently associated with sepsis. Consistent
with that study, Supinski et al. [11] found that measures for in vivo contractile force
were affected more in ventilated patients with infection than in ventilated patients
without infection.

In a follow up study, Jaber et al. measured Ptr,magn every 24 to 36 h in ICU
patients (n = 6) ventilated for > 5 days [4]. Ptr,magn rapidly declined by approxi-
mately 30% in the first 5 to 6 days of controlled mechanical ventilation. The recent
study by Demoule et al. [10] also assessed Ptr,magn during the ICU stay. In that
study, 61% of patients fulfilling criteria for diaphragm dysfunction at admission
had persistent respiratory muscle weakness while in the ICU. Of the patients with
normal diaphragm function at ICU admission, 55% developed weakness while on
the ventilator. This study demonstrates that 80% of all patients fulfilling their inclu-
sion criteria (i. e., > 5 days on mechanical ventilation), develop respiratory muscle
weakness at some time while on the ventilator.

Goligher et al. described the evolution of diaphragmatic thickness during me-
chanical ventilation and its impact on diaphragm function, assessed with ultrasound
[12]. Changes in diaphragm thickness were found in 56% of the study population
(n = 128). Both loss and gain of diaphragm thickness were observed during the first
week of ventilation, in 44% and 12% of the patients, respectively. Contractile ac-
tivity of the diaphragm was estimated as the diaphragm thickening fraction during



294 A. Jonkman et al.

maximal inspiratory effort. There was a significant correlation between the mean
diaphragm thickening fraction during the first 3 days of ventilation and changes in
diaphragm thickness (p = 0.01): a loss of diaphragm muscle mass was associated
with lower contractile activity, while higher contractile activity was found for pa-
tients exhibiting increases in diaphragm thickness. Both increased and decreased
diaphragm thickness seemed to be modulated by the intensity of respiratory muscle
work performed by the patient, because the change in diaphragm thickness was in-
versely correlated with the driving pressure applied by the ventilator over the first
72 h of ventilation (p = 0.04, after removal of one outlier).

In conclusion, in the last decade our knowledge of the effects of critical illness
and mechanical ventilation on respiratory muscle function has markedly improved.
We have gained more insight into the pathophysiology, including molecular path-
ways, associated with dysfunction. In addition, it appears that the most important
clinical risk factors for development of dysfunction include disuse and inflamma-
tion/sepsis.

Clinical Implications of Current Knowledge

MonitoringDiaphragm Function in the ICU

As described above, disuse is proposed to be an important risk factor for the devel-
opment of atrophy and dysfunction of the diaphragm in ventilated patients. There-
fore, a reasonable clinical goal is to limit the duration of respiratory muscle inactiv-
ity by using partially assisted modes, such as pressure support ventilation as soon
as feasible and safe (fulfilling criteria for lung-protective ventilation). It should be
recognized that even in partially assisted modes, full unloading of the diaphragm
may occur ([13]; Fig. 1). Moreover, this study demonstrated that clinicians are of-
ten unable to recognize diaphragm inactivity based on pressure and flow signals on
the ventilator screen. Therefore, there may be a role for more advanced respiratory
muscle monitoring techniques [14, 15]. Recently, we reviewed clinically available
methods to monitor respiratory muscle function in ventilated ICU patients [14].

Today, the state of the art technique for monitoring diaphragm activity is as-
sessment of the transdiaphragmatic pressure (Pdi). This can be estimated by simul-
taneous measurement of esophageal pressure (Pes) and gastric pressure (Pga) as
surrogates for the pleural and abdominal pressures, respectively. Recently, recom-
mendations for the use of Pes monitoring in ICU patients were published [16, 17].
Although no reference values for Pdi are available for critically ill patients, mon-
itoring will prevent unwanted periods of diaphragm inactivity due to over-assist
in partially supported modes. In addition, Pes monitoring enables the clinician to
detect patient-ventilator asynchronies.

Binding of acetylcholine to the skeletal muscle acetylcholine receptor will re-
sult in depolarization of the plasma membrane, which in turn opens calcium re-
lease channels that activate contractile proteins, resulting in the generation of force.
Depolarization of the plasma membranes can be visualized by electromyography
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Fig. 1 Ventilator screen of a patient in pressure support mode. Despite the fact that this patient was
in a partial assist mode, the diaphragm was inactive as demonstrated by the absence of diaphragm
electrical activity (lower tracing). Technical issues for absence of diaphragm electrical activity
were excluded

(EMG). Recently, continuous monitoring of diaphragm electrical activity (EAdi)
has become available for ICU patients. Neurally-adjusted ventilator assist (NAVA)
is a relatively new mode for partially assisted ventilation that uses EAdi to control
the ventilator. EAdi is acquired using a dedicated nasogastric feeding tube with nine
electrodes positioned at the level of the diaphragm muscle. The electrical activity is
shown real-time on the ventilator screen (Servo-i/U, Maquet Sweden), even when
the patient is ventilated in another mode than NAVA. Therefore, EAdi may be an al-
ternative to esophageal and gastric balloons to monitor diaphragm activity (Fig. 2).
Indeed, absence of EAdi is consistent with inactivity of the diaphragm, when tech-
nical issues have been excluded. However, conversion of EAdi (in microvolt) into
pressure has not yet been well validated. Bellani et al. proposed a proportionality
coefficient (pressure-electrical activity index, PEi) that allows calculation of pres-
sure generated by the diaphragm from EAdi [18]. Another index derived from the
EAdi is the patient-ventilator breath contribution (PVBC) index, which provides an
estimation of the fraction of breathing effort that is generated by the patient com-
pared to the total work of breathing (ventilator + patient). Liu et al. demonstrated
in 12 patients ventilated using the NAVA mode that PVBC predicts the contribution
of the inspiratory muscles versus the pressure delivered by the ventilator [19]. Al-
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Fig. 2 Physiological tracings of a patient ventilated in partially assisted mode. The electrical ac-
tivity of the diaphragm (EAdi, lower tracing) reflects inspiratory effort, as shown by a decrease in
esophageal pressure (Pes)

though both PEi and PVBC may be helpful to limit the risk of ventilator over-assist,
additional studies are required before clinical implementation is justified.

Strategies to Prevent DiaphragmDysfunction

Although respiratory muscle weakness may already be present at ICU admission
[9], many patients develop weakness while in the ICU [10]. Sepsis is a recognized
risk factor for development of respiratory muscle weakness [10], but apart from
appropriate treatment of sepsis, no specific interventions can be applied to protect
the respiratory muscles. Certain drugs have been associated with the development
of respiratory muscle weakness, in particular corticosteroids and neuromuscular
blockers. The effect of both drugs, together or separately, on muscle dysfunction
is complex and beyond the scope of this paper. We refer to an excellent recent re-
view on this subject [20]. However, it should be noticed that short periods (48 h) of
full neuromuscular blockade are not associated with the development of clinically
relevant respiratory muscle weakness, because ARDS patients treated with a neu-
romuscular blocker were liberated faster from mechanical ventilation than patients
in a placebo group [21].

As discussed earlier, inactivity appears to be an important risk factor for the de-
velopment of respiratory muscle dysfunction. No clinical studies have compared
the effects of controlled and partially supported modes on the development of res-
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piratory muscle dysfunction in humans. Sassoon et al. [22] investigated the effect
of controlled mechanical ventilation or partially supported modes of mechanical
ventilation on diaphragm force-velocity relationships in vitro in rabbits. The loss
of diaphragmatic force-generating capacity was significantly less in rabbits on par-
tially supported modes compared to those receiving controlled mechanical ventila-
tion. Despite the absence of evidence in humans, from a physiological perspective
it is reasonable to apply partially assisted ventilator modes when feasible and safe.
Recently, it was demonstrated that assisted ventilation in patients with mild-to-
moderate ARDS improved patient-ventilator interaction and preserved respiratory
variability, while maintaining lung-protective ventilation in terms of tidal volume
and lung-distending pressure [23].

Nevertheless, in some critically ill patients admitted to the ICU partially assisted
modes are not feasible, for instance due to very high respiratory drive. In these
patients, high levels of sedation may be required, resulting in full unloading of the
respiratory muscles. An interesting hypothesis is that in these patients electrical
activation of the muscles (‘pacing’) may limit development of dysfunction. Pavlovic
and Wendt were the first to hypothesize that electrical pacing of the diaphragm
may prevent disuse atrophy and contractile dysfunction in mechanically ventilated
patients [24]. This hypothesis was based on evidence that electrical pacing of limb
skeletal muscle is an effective therapy to maintain muscle activity without patient
cooperation. For example, multiple studies have shown that non-invasive pacing
of the quadriceps in COPD patients improves muscle performance and exercise
capacity [25–27]. Based on the effectiveness of these studies, there is a growing
interest for pacing the respiratory muscles in the critically ill ventilated patient.

Today, the major clinical application of non-invasive pacing of the phrenic nerve
has been as a diagnostic tool, using brief transcutaneous stimuli at the neck for the
evaluation of phrenic nerve conduction time, diaphragm contractility and fatigue
[28, 29]. However, this method is not feasible for therapeutic purposes, because pro-
longed transcutaneous pacing is uncomfortable for patients and correct positioning
of the stimulator (coil) is cumbersome in an ICU setting because of its selectiveness:
minor changes in the location of the stimulus can result in submaximal activation
of the phrenic nerve and co-activation of other anatomically related nerves.

Although there is no clinical evidence for therapeutic pacing to reduce di-
aphragm atrophy and dysfunction during mechanical ventilation, a few studies have
been conducted. A very novel technique, using transvenous phrenic nerve pacing,
has been investigated recently [30]. To activate the phrenic nerves bilaterally, a pac-
ing catheter is introduced in the left subclavian vein and advanced into the superior
vena cava. The preclinical study in mechanically ventilated pigs showed that loss of
diaphragm muscle mass was attenuated in pigs subjected to phrenic nerve pacing.
Future studies should evaluate the feasibility of this device in humans.
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Strategies to Restore RespiratoryMuscle Dysfunction

ICU-acquired respiratory muscle weakness may prolong duration of mechanical
ventilation. Therefore, in difficult-to-wean patients, strategies that improve respi-
ratory muscle strength are of potential clinical importance. Surprisingly, very few
studies have evaluated strategies to enhance respiratory muscle function in these pa-
tients. We will discuss the role of inspiratory muscle training and pharmacological
interventions.

Inspiratory Muscle Training
We have recently discussed the rationale for inspiratory muscle training in ICU
patients [31]. Briefly, few studies have evaluated the effects of inspiratory muscle
training in ICU patients. In the largest trial [32], 69 patients admitted to a long-term
weaning facility were randomized to inspiratory muscle strength training or sham
training. In both groups, endurance training was accomplished by progressive spon-
taneous breathing trials. Inspiratory muscle strength training significantly improved
inspiratory muscle strength and facilitated weaning from the ventilator. Importantly,
no adverse effects of inspiratory strength training were reported.

Inspiratory muscle weakness after extubation is associated with increased risk of
ICU and hospital readmission within 6 weeks after ICU discharge [2]. Therefore,
the recently published trial by Bissett and colleagues [33], in which 70 ICU patients
ventilated for > 7 days were randomized to inspiratory muscle strength training or
usual care after successful extubation (> 48 h), is of particular relevance. Training
was performed five days/week for two weeks. The primary endpoint, respiratory
muscle strength, was significantly improved in the training group (training: 17%
versus control: 6%, p = 0.02), but this did not result in clinical benefits, such as
length of stay or risk of readmission.

In conclusion, based on these preliminary studies, inspiratory muscle strength
training appears to be effective in enhancing inspiratory muscle strength and is safe
in ICU patients. Future studies are required to determine the optimal moment to start
inspiratory muscle training (early versus late in ICU admission) and to investigate
the optimal training protocol.

Pharmacotherapy
In contrast to cardiac muscle dysfunction, surprisingly no drug is approved to im-
prove respiratory muscle function. We briefly discuss the role of anabolic hormones
and of the cardiac inotrope, levosimendan. For more extensive discussion we refer
to an earlier review by our group [31].

Anabolic steroids increase bodyweight, fat-free mass and muscle strength in
healthy people [34]. Although many clinical trials have assessed the effects of an-
abolic steroids in patients with chronic diseases, they do not have sufficient statisti-
cal power for clinically relevant endpoints. Pan et al. [35] conducted a meta-analysis
and selected eight randomized controlled trials investigating the effects of anabolic
steroids in patients with COPD. They concluded that anabolic steroids improve fat-
free mass and quality of life, but do not influence inspiratory muscle strength, al-
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though some high quality studies did demonstrate that anabolic hormones improved
inspiratory muscle strength when administered during a rehabilitation program [36].
No randomized studies have been performed in weak difficult-to-wean ICU pa-
tients. Notably, Takala et al. reported that early administration of growth hormone
increased mortality in ICU patients [37]. In conclusion, anabolic hormones should
not be routinely used in ICU patients to enhance muscle strength. Whether they may
have a role for difficult-to-wean patients with severe respiratory muscle weakness
remains to be investigated.

Levosimendan is a relatively novel cardiac inotrope, which enhances the binding
of calcium to troponin and improves contractile efficiency of the muscle fibers. It is
approved for the treatment of heart failure, but exerts effects in other organs as well
[38]. Levosimendan has been shown to enhance contractile efficiency of muscle
fibers isolated from the diaphragm of healthy subjects and patients with COPD
[39]. Doorduin et al. demonstrated in healthy subjects that levosimendan reversed
fatigue and improved neuromechanical efficiency of the diaphragm in vivo [40].
Future studies should evaluate the effects of levosimendan on respiratory muscle
function in difficult to wean patients.

Conclusion

In the last decade, our understanding of the pathophysiology of ICU-acquired respi-
ratory muscle weakness has improved considerably. Molecular mechanisms include
activation of different proteolytic pathways and posttranslational protein modifica-
tions, in particular of calcium release channels. This results in atrophy of respiratory
muscle fibers and dysfunction of the remaining contractile proteins. Weakness is
associated with prolonged mechanical ventilation and increased risk of ICU and
hospital readmission. Risk factors for the development of respiratory muscle weak-
ness include sepsis and disuse. In particular, duration of disuse can be limited in
selected patients by applying appropriate monitoring techniques that help reduce
over-assist by the ventilator. Future studies should reveal the optimal monitoring
techniques and the precise goals of monitoring. In patients who have developed
ICU-acquired respiratory muscle weakness, no intervention has been shown to im-
prove outcome. Nevertheless, several studies have demonstrated that inspiratory
muscle strength training improves strength. No drug has been approved to improve
respiratory muscle function. As respiratory muscle weakness has detrimental effects
on patient outcomes, clinically effective treatment strategies are urgently needed.
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Part IX
Neurological Conditions



Neuroanatomy of Sepsis-Associated
Encephalopathy

N. Heming, A. Mazeraud, and F. Verdonk

Introduction

Sepsis is defined as a life-threatening organ dysfunction caused by a non-home-
ostatic response of the host to an infection [1]. Sepsis associated encephalopathy
(SAE) is a transient and reversible brain dysfunction, occurring when the source of
sepsis is located outside of the central nervous system. SAE affects approximately
a third of septic patients [2] and is a risk factor for long term disability and mor-
tality [2, 3]. SAE is characterized by an altered mental status, which may range
from delirium to coma. Electrophysiological and brain imaging anomalies may be
present [4, 5]. The electroencephalogram (EEG) anomalies of SAE were described
and classified by Young et al., including, from the most benign to the most severe,
excessive theta rhythms, predominant delta rhythms, triphasic waves and burst sup-
pression [6]. A recent study reported that seizures were recorded in up to 15% of
patients [4]. However, the exact place of EEG monitoring in sepsis remains to be
defined. Evoked potentials, when investigated in sepsis, show evidence of increased
latencies and decreased amplitudes. Cerebral imaging shows various patterns of
brain injury during SAE. Brain magnetic resonance imaging (MRI) can be normal
or show focal injuries, such as white matter hyperintensities or ischemic stroke,
in the presence of disseminated intravascular coagulation (DIC) or of cardiac ar-
rhythmia [5]. Although there is no hallmark biomarker for SAE, elevated plasma
levels of S100ˇ or neuron-specific enolase (NSE) have been reported. Their exact
significance, however remains unclear [7].
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Syndromes

The neurological anomalies associated with sepsis include, from the least to the
most severe, sickness behavior, delirium and coma (Fig. 1). The most common
physiological and behavioral modifications associated with any viral or bacterial
infection are called “sickness behavior”. This condition is characterized clinically
by reduced attention and alertness, as well as by eating and drinking disorders, anx-
iety and social withdrawal [8]. Biological characteristics include activation of the
adrenal axis and the adrenergic system. Sickness behavior relates to the general feel-
ing of being unwell. These modifications result from the action of proinflammatory
cytokines (interleukin [IL]-1˛ and IL-1ˇ, tumor necrosis factor (TNF)-˛ and IL-6)
on centers controlling the behavioral, neuroendocrine and autonomic responses.
Sickness behavior is considered to be a physiological reaction to an infectious in-
sult, enabling subjects to better cope with the disease and to protect them from
a dangerous environment. Sickness behavior can be maladaptive when its intensity
or duration does not correlate with the intensity of the insult [8].

A more severe form of neurological impairment occurring during sepsis is delir-
ium [9]. Delirium is defined by the DSM-5 as an acute and fluctuating disturbance
in attention and awareness that is not explained by a preexisting neurological con-
dition and does not occur in the context of a severely reduced level of arousal such
as coma [10]. Standardized tools for assessing delirium in the ICU have been devel-
oped, such as the Confusion Assessment Method for the ICU (CAM-ICU). Using
such a score, delirium occurs in up to 80% of critically ill patients [9]. Two ma-
jor forms of delirium are described – hypoactive and hyperactive – with a range
of possible forms in between. Delirium is associated with prolonged mechanical
ventilation, increased ICU length of stay and death [11]. An imbalance between

Fig. 1 Schematic repre-
sentation of the interaction
between sepsis-associated
neurological syndromes, the
affected structures and clini-
cal outcomes. Modified from
[15] with permission
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neurotransmitters is implicated in the pathophysiology of delirium in the critically
ill [12]. However, randomized trials assessing the neuromodulatory effects of psy-
chotropes in the critically ill failed to show benefit and even suggested worsened
outcomes [3, 13, 14]. Finally, substance withdrawal, kidney or liver failure, elec-
trolyte anomalies as well as the toxic effect of drugs may all be implicated in the
genesis of delirium [15].

The most severe form of neurological impairment during the course of sepsis
is the occurrence of coma. Coma may in part be linked to the administration of
sedative drugs in a critically ill patient. The depth of coma may easily be assessed
using the Glasgow Coma Scale score or the FOUR score [16] and is associated
with mortality [2]. The FOUR score adds an additional layer of sophistication to the
assessment of coma by scoring brainstem reflexes in addition to the classical eye,
motor and verbal responses elicited spontaneously or in response to a nociceptive
stimuli. For example, an absent cough reflex is associated with 28-day mortality in
sedated critically ill patients [17].

Long-term neuropsychological sequelae, including memory, attention, verbal
fluency and executive function impairment, are frequent in the critically ill [18].
Sepsis is a major risk factor for long-term cognitive impairment [3]. Hospitalization
for severe sepsis increases the prevalence of moderate to severe cognitive decline
by more than 10% [19]. An episode of acute brain dysfunction may lead to anx-
iety, depression, post-traumatic stress disorders [20] and self-harm [21]. Two out
of five patients who have had sepsis are subsequently unable to return to full-time
employment [22].

Structures

Two distinct pathways transmit inflammatory signals to the brain in the absence of
blood brain barrier disruption: (1) the vagal nerve senses local inflammation and
transfers the information to the medullary autonomic nuclei [23, 24]; and (2) cir-
cumventricular organs allow the trafficking of inflammatorymediators into the brain
[25]. The vagal nerve is stimulated shortly after a lipopolysaccharide (LPS) chal-
lenge [24]. The vagal nerve reaches the autonomic and neuroendocrine systems [23,
24]. Deprived of a blood brain barrier, the circumventricular organs are located in
the vicinity of the third ventricle and include the area postrema, which controls
nausea and transmits peripheral vagal nerve information to the rest of the central
nervous system (CNS). Sickness behavior is induced by the action of pro-inflam-
matory cytokines on the brain. In rodents, the systemic or central administration
of IL-1ˇ induces all the behavioral, endocrine and autonomic features of sickness
behavior [26]. The other proinflammatory cytokines that affect the brain are IL-1˛,
TNF-˛ and IL-6.
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Brainstem

A host of arguments point to the existence of brainstem dysfunction during sepsis,
which may be the consequence of neuroinflammation. The area postrema allows
the passage of circulating inflammatory mediators into the brainstem. Its surgical
ablation in rats is equivalent to a central vagotomy [27]. Therefore, it is conceivable
that excessive inflammatory signaling can be deleterious. Experimentally, inject-
ing endotoxin in rodents models the apoptosis of autonomic centers that is induced
by oxidative stress. We have reported multifocal necrotizing leukoencephalopathy
in a septic shock patient, characterized by an intense expression of inflammatory
cytokines and neuronal apoptosis within the pons [28]. Neuronal apoptosis within
autonomic centers has also been described [29]. The brainstem is involved in three
general functions: arousal, brainstem reflexes, and control of vital functions and
modulation of the immune response [23]. Brainstem dysfunction might result in
impaired alertness and impaired cardiovascular and immune controls, thereby lead-
ing to increased mortality. We found that the early abolition of the cough reflex and
oculocephalogyric response was independently associated with increased ICU mor-
tality in sedated critically ill patients [17]. Decreased heart rate variability, reflecting
an impaired sympathetic activity originating from the brainstem autonomic centers,
is also associated with a worse outcome in sepsis [30]. Absent EEG reactivity, in-
dicating a dysfunction of the reticular activating ascending substance, is a predictor
of death in septic patients [4].

Hypothalamus and Pituitary Axis

Sepsis is associated with multiple neuroendocrine disorders [23, 25, 31–35]. While
the initial stage of sepsis is marked by increased secretion of pituitary hormones
notably in response to a decreased sensitivity in peripheral hormonal receptors,
prolonged sepsis is characterized by a decrease in pituitary hormone release [36].
For example, septic shock is associated with relative adrenal insufficiency and in-
creased mortality, responding favorably to substitutive opotherapy [33, 37]. Septic
shock may also be associated with impaired production of vasopressin [31, 34, 38]
due to hyperpolarization of neurons of the organum vasculosum lamina terminalis
(OVLT) region [38].

Amygdala

Psychological consequences of sepsis include anxiety, depression and post-trau-
matic stress disorder (PTSD) [39] all of which involve the amygdala and its network
with the prefrontal cortex, hypothalamus or brainstem. The amygdala is particularly
affected by microglial activation during sepsis [29, 39]. Studies in military person-
nel presenting with PTSD showed that the amygdala was desensitized in response
to stressful stimuli. The incriminated mechanism is a dampened response to corti-
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costeroids which could be overcome by direct corticosterone administration [40].
A recent study translated these findings in order to prevent PTSD in sepsis patients
[41]. Such a beneficial effect of corticosteroids may involve non-genetic or epige-
netic effects of these drugs [42], inducing a major modulation of aversive memory
formation [43].

Hippocampus

Memory impairment can be induced by insults to the hippocampus or the frontal
cortex. Hippocampal atrophy is associated with loss of memory, such as in
Alzheimer’s disease. In rodents, sepsis is also associated with hippocampal dys-
function and subsequent spatial memory alterations evidenced by the Morris Water
Maze test [44], which are correlated with long term potentiation, late neuronal
death, gliosis and increased production of reactive oxygen species (ROS). TNF-˛,
caspase 1 and hypoxia seem to be implicated in the pathogenesis of this hippocam-
pal dysfunction [45].

Frontal Cortex

The prefrontal cortex and other sensorimotor areas constitute the frontal cortex.
Cognitive defects occurring after frontal cortex injuries include mainly impaired
memorization, attention and executive functions. Ultrastructural neuronal anoma-
lies were shown within the sensorimotor cortex in a dog model of endotoxic shock.
Pre-frontal cortex-related cognitive functions including memorization and verbal
fluency are frequently affected after sepsis [19]. Neuroinflammation within the
frontal cortex results in cognitive impairment [46].

WhiteMatter

As shown by MRI studies, sepsis can induce axonal damage; which may contribute
to the cognitive decline [46].

Processes

Threemajor processes are involved in the pathophysiology of SAE including diffuse
neuroinflammation, ischemic processes and excitotoxicity.
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Neuroinflammation

Microglial cells are the mononuclear phagocytes of the brain, implicated in im-
mune defense and synaptic plasticity. Microglia express membrane-bound receptors
that are able to detect endogenous or exogenous danger signals. Microglial ac-
tivation implies a level of blood brain barrier disruption or the local release of
proinflammatory mediators. Microglial activity ranges from proinflammatory to
anti-inflammatory. Microglial activation is a frequent neuropathological feature of
SAE [29, 47]. The modulation of microglial activity, although still in the pre-clini-
cal phase, may be an interesting option for treating SAE [48].

Astrocytes are supportive glial cell components. Astrocytes are involved in neu-
roinflammation as they are reactive and able to secrete various mediators [49].
Astrocytes are thus involved in cerebral blood flow control through the release of
mediators, such as nitric oxide (NO), prostaglandins and arachidonic acid [50]. As-
trocytes regulate the concentration of neurotransmitters, such as glutamate, GABA,
and glycine, in the synaptic space by taking up any excess neurotransmitter, pre-
venting their potential for accumulation [51]. Animal studies consistently report the
presence of astrogliosis during SAE. By contrast, no such finding has been reported
in man, possibly due to technical issues.

Neuroinflammation affects cellular metabolism, potentially leading to oxida-
tive stress and mitochondrial dysfunction [52]. Mitochondrial dysfunction has
been found in the brain of septic animals, associated with the production of oxy-
gen/nitrogen reactive species [53].

Ischemic Processes

The gliovascular unit associates endothelial cells, astrocytes and pericytes [54]. Ex-
changes between the brain and components of the blood occur through endothelial
cells. Astrocytes regulate water and ionic homeostasis through the transmembrane
channel aquaporin 4 (AQP4). Gliovascular units are implicated in adjusting blood
flow at the arteriolar and capillary levels in order to provide the energetic require-
ment of a given cerebral area [54].

Ischemia can result from macrocirculatory dysfunction, including hypotension,
decreased cerebral flow and impaired autoregulation. Sepsis induces activation of
cerebral endothelial cells which, by impairing microvascular tone and activating co-
agulation, promotes ischemic and/or hemorrhagic lesions of the brain [55]. Some
experimental data indicate that during the early stages of sepsis, there is an in-
creased expression of endothelial NO synthase (eNOS), which causes additional
NO release and enhances the activation of cerebral endothelial cells [56]. This
endothelial activation, coupled with the neuroinflammation process, can result in
impaired blood brain barrier permeability, upregulated AQP4, parenchymal infiltra-
tion by neutrophils, and the activation of astrocytes [57]. MRI studies have shown
blood brain barrier breakdown in patients with septic shock [58], possibly originat-
ing from the perivascular spaces of Wirchow-Robin, which may go on to involve
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the whole white matter. It has to be noted that posterior reversible encephalopathy
syndromes have been reported in septic patients [59]. Experimental studies con-
firm that blood brain barrier impairment relates to a dysfunction of tight junction
proteins, such as occludin, ZO-1, ZO-2, claudin-3 and claudin-5 [60].

Neurovascular coupling is a specific brain mechanism of vasoregulation that
adapts local cerebral blood flow to the neural metabolic needs. SAE is associ-
ated with neurovascular uncoupling due to microcirculatory dysfunction and low
blood flow. In septic patients, a discrepancy between neuronal activation, increased
metabolic needs and vascular reactivity is observed [61].

The combination of macro- and micro-circulatory defects, endothelial dysfunc-
tion and neurovascular uncoupling contribute to ischemic lesions, which were con-
stantly observed in a post-mortem study of patients who died of septic shock. These
ischemic lesions were found in brain areas sensitive to ischemia (i. e., the hippocam-
pus, the basal ganglia, frontal cortex, dentate gyrus and the bulbar olive) but also,
and specifically to sepsis, in the nuclei of the autonomic nervous system (i. e., amyg-
dala, anterior and posterior hypothalamus, locus coeruleus). Similarly, pronounced
neuronal apoptosis was observed in these areas. Furthermore, brain hemorrhages
were found in 17–26% of these neuropathological cases [47].

Neurotransmitter Dysfunction

A small number of brain structures, namely the amygdala, nucleus tractus solitarii
and locus coeruleus, are particularly vulnerable to sepsis and liable to neuronal
apoptosis [29]. Glutamate plays a role in neuronal apoptosis during sepsis, through
excitoxicity [62]. For example, the recycling and glutamate-stimulated export of
ascorbate by astrocytes are inhibited during sepsis [63]. Interestingly, analysis of
the cerebrospinal fluid of patients with SAE showed a decrease in the levels of
ascorbate, an anti-oxidant produced by astrocytes that plays a role in neuroprotec-
tion [64]. When activated, microglia cells also release large amounts of glutamate
[65].

The dopaminergic, ˇ-adrenergic [66], the GABA receptor [67], and the cholin-
ergic [52] systems are all impaired during sepsis. An imbalance between dopamin-
ergic and cholinergic neurotransmission might be particularly involved in delirium
[12]. However, cholinergic drugs, such as rivastigmine [13] as well as anti-
dopaminergic drugs, such as haloperidol [14], do not reduce the incidence or
duration of delirium. The use of GABA-agonists, such as benzodiazepines, actually
increases the risk of delirium [3], which is reduced by noradrenergic drugs, such
as dexmedetomidine [68]. Impaired neurotransmission might result from the pro-
duction of NO [69], but also from circulating neurotoxic amino-acids (ammonium,
tyrosine, tryptophan and phenylalanine) that are released in excess by the liver and
muscles during sepsis [70]. Metabolic disorders and drug toxicity (e. g., sedatives,
analgesics, antibiotics . . . ) contribute to neurotransmitter dysfunction.
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Conclusion

The clinical spectrum of SAE includes sickness behavior, delirium, focal deficits
and coma associated or not with brainstem reflex loss. It is associated with increased
mortality and long-term psychocognitive impairment. SAE results from inflamma-
tory, ischemic and neurotoxic processes that affect, in particular, the frontal cortex,
the hippocampus, the amygdala and the brainstem. Its diagnosis essentially relies on
neurological examination and EEG findings, which may indicate the need for brain
imaging. In daily clinical practice, brain infection has to be ruled out whenever
suspected, as well as drug toxicity or metabolic disturbances. There is no specific
treatment for SAE, apart from resolution of the underlying sepsis.
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Clinical Utility of Blood-Based Protein
Biomarkers in Traumatic Brain Injury

S. Mondello, A. I. R. Maas, and A. Buki

Introduction

Biomarkers are defined as “a characteristic that is objectively measured and evalu-
ated as an indicator of normal biological processes, pathogenic processes or phar-
macological responses to a therapeutic intervention” [1]. Traumatic brain injury
(TBI) is a complex disorder that is characterized by substantial injury-specific and
patient-specific variability. In particular, its clinical, radiological and pathological
heterogeneity is considered one of the greatest obstacles to optimizing diagnosis and
emergency management, to developing a reliable, efficient and valid classification
and prognostic system, and to finding effective targeted therapeutic interventions
[2]. Therefore, blood biomarkers that reliably capture the different aspects of in-
terindividual pathophysiological TBI heterogeneity are urgently needed [3]. Such
biomarkers may allow more timely and accurate diagnosis, as well as improved
characterization of TBI, assessment of disease progression and outcome prediction
in individual patients with TBI, conveying information beyond that obtained from
clinical evaluation and current neuroimaging techniques. Furthermore, by reflect-
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ing ongoing molecular mechanisms and pathological pathways, biomarkers might
provide opportunities for individualized, targeted interventions and may be incor-
porated in clinical trials, ultimately moving the concept of precision medicine into
clinical TBI management [4].

During the past decades, great efforts have been undertaken to translate biomark-
ers for TBI into clinical practice. In this chapter, we discuss the strength of evidence
for biomarkers in TBI as diagnostic, prognostic and predictive parameters. We
specifically focus on questions of particular clinical interest in which biomarkers
might assist in clinical decision making: to distinguish between patients with and
without computed tomography (CT)-detectable intracerebral lesions following mild
TBI, to predict outcome after injury, and to explore the potential of biomarkers in
clinical trials.

Early Diagnosis of Mild TBI

Of all TBIs, more than 90% are considered mild, with an annual incidence of 100–
550/100,000 making it one of the most common neurological disorders [5] and one
of the most common reasons for emergency department (ED) care [6].

Although most cases can be discharged without sequelae, a small proportion
of patients with mild TBI will have intracranial pathology and a minority of those
(~ 1%) will develop a potential life-threatening condition that requires neurosurgical
intervention [7]. The key to managing these patients is early diagnosis of intracra-
nial injuries using CT [7]. Unfortunately, although various clinical decision rules
based upon medical history and clinical examination are available for more selec-
tive use of CT scans, their low efficiency results in over 90% of CTs being negative
for clinically important brain injury [8]. In addition to unnecessary exposure to po-
tentially harmful ionizing radiation, this inefficient use of CT adds significantly to
health care costs and to the burden of overcrowding in the ED [9].

Biomarkers capable of reliably and objectively identifying those patients who
have post-traumatic lesions following mild head injuries would be highly valuable.
The ultimate goal would be to use these biomarkers as a reliable screening tool in
the ED to optimize clinical decision rules for the initial management of mild head
injuries and eliminate a large number of unnecessary CT scans without compro-
mising patient care. However, to enable adoption and use in the emergency setting,
these biomarkers should be reproducible, stable over time, inexpensive, and thor-
oughly validated. Ultimately, short turnaround times and highly sensitive assays
might be particularly relevant to aid in clinical decision making in terms of triage
for CT scans, hospital admissions and/or need for structured follow-up.

Diagnostic Biomarkers

Numerous studies have explored the diagnostic performance of blood-based
biomarkers in predicting intracranial injury in adult patients following mild head
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trauma in the acute setting. In terms of diagnostic application, the most substantial
research has focused on S100B. S100B is an astrocyte-enriched Ca2+-binding pro-
tein, mainly expressed in astrocytes [3] but that can also be detected in extracerebral
tissues, such as adipose tissue, cartilage and bone marrow [10]. The serum half-life
of S100B is about 30 to 90min and it can be detected soon after injury [11].

A number of studies have consistently demonstrated that initial circulating levels
of S100B are strong predictors of an absence of CT pathology with high individ-
ual sensitivities (75%–100%) and very high individual negative predictive values
(NPVs, 90%–100%) [12–14]. As a result, S100B has recently been introduced for
the first time into clinical practice guidelines [15]. Using a low cutoff of 0.10 µg/l,
analysis of S100B within 6 h following trauma, should safely reduce the number of
unnecessary CT scans by up to 30% in adult patients with low risk for intracranial
complication and/or neurosurgical intervention after mild head injury. However, as
S100B is not brain-specific and has a short half-life, patients with polytrauma and
those who sustained trauma more than 6 h prior to testing have a substantial risk of
false positive and negative results, respectively, and thus are not considered suitable
for S100B sampling.

Importantly, data from a study by Thaler and colleagues showed that older age
and platelet aggregation inhibitors did not appear to affect the diagnostic accuracy
of S100B [16]. Given the changing patterns in the epidemiology of TBI [17], this is
of substantial relevance. Nonetheless, future larger studies confirming these findings
are needed.

At present, data are insufficient to recommend the introduction of S100B into
pediatric head injury guidelines [18] considering also the age-dependent liabilities.
Further studies are needed to determine the value and validity in pediatric TBI set-
tings.

Glial fibrillary acidic protein (GFAP) is a brain-specific intermediate filament
protein found in astrocytes. It was recently identified as a biomarker candidate in-
dicative of intracranial lesions after head trauma [19, 20]. In their study including
94 patients with mild brain injury (Glasgow Coma Scale [GCS] score 13 to 15),
Metting and colleagues [20] reported significantly higher GFAP levels within 3 h
after injury in patients with an abnormal admission CT compared to those with
a normal CT. In 108 patients with mild to moderate TBI, GFAP serum concen-
trations within 4 h of injury were significantly higher in patients with intracranial
injury evident on CT scan. In particular, a cutoff level of 0.035 ng/ml yielded a sen-
sitivity of 97%, a specificity of 18%, and a NPV of 94% to rule out intracranial
lesions on CT. Furthermore, using a cutoff value of 0.17 ng/ml, GFAP was also able
to identify patients requiring neurosurgical intervention with a sensitivity of 100%,
a specificity of 42% and a NPV of 100% [19].

Based on these encouraging results, shortly thereafter the same group published
data on 209 mild to moderate TBI patients enrolled within 4 h of injury and 188
trauma patients with no TBI [21]. A sensitivity of 81%, a specificity of 70% and
NPV of 70% to rule out intracranial lesions on CT were reported. A blind com-
parison of GFAP and S100B was also carried out demonstrating that GFAP out-
performed S100B in detecting traumatic intracranial lesions on CT, particularly in
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the presence of fractures and extracranial lesions (area under the receiver operating
characteristics curve [AUC] 0.93 versus 0.75, respectively). The authors concluded
that GFAP might be a more accurate and valuable diagnostic tool in the acute real
world emergency setting. Similarly, GFAP appeared to out-perform S100B in de-
tecting traumatic intracranial lesions on CT in children and youths with mild head
trauma and has been proposed as a potentially valuable tool for the diagnosis and
clinical management of pediatric TBI [22]. Further prospective studies with larger
numbers of patients will be required to assess the reproducibility of these findings
and to establish meaningful thresholds.

Of the neuronal protein markers evaluated, only the neuronal ubiquitin C-ter-
minal hydrolase-L1 (UCH-L1) has been found to be promising as a pre-head CT
screening test. UCH-L1 is a highly enriched and abundant neuronal protein that is
stable and able to diffuse rapidly into the circulation after brain injury. It is known
to be involved in either the addition or removal of ubiquitin from metabolic pro-
teins via the ATP-dependent pathway, thereby playing a critical role in removal of
damaged, misfolded or over-expressed proteins in neurons both under normal con-
ditions and in response to pathological insults. UCH-L1 was shown to be 100%
sensitive for detecting intracranial lesions on CT scan in two different studies by
the same group [23, 24]. Although promising, these initial studies require indepen-
dent verification and rigorous validation. To gain definitive evidence for its clinical
utility, it will be essential to establish meaningful thresholds.

The diagnostic value of neuron-specific enolase (NSE), a glycolytic enzyme en-
riched in neuronal cell bodies, remains uncertain, as there are important variations
and contrasting results among studies. No evidence of a significant association be-
tween initial circulating concentrations of the microtubule-associated protein, Tau,
and CT findings was found. Finally, the use of phosphorylated NF (pNF-H) – the
extensively phosphorylated, axon-specific form of the NF-H subunit of neurofila-
ment – for detecting intracranial lesions on CT scan was evaluated in a single study
reporting encouraging sensitivity (87.5%) and specificity (70%) [25]. However, the
results have been difficult to replicate.

Taken together, although these studies and findings support the concept that
biomarker assessment on ED admission may be highly relevant to the routine clin-
ical diagnosis of patients who have sustained a mild head injury, they point to the
difficulty of using a snapshot of a single marker at one moment in time to predict or
rule out intracranial lesions, given the complexity of the pathobiological cascade of
events triggered by TBI, heterogeneity of type of injuries, as well as patient charac-
teristics including genetics, comorbid conditions, and medications. More accurate
prediction enabling more selective use of CT likely depends on a more ‘holistic’
approach consisting of a multimarker strategy of complementary markers reflecting
different pathogenic mechanisms and brain damage patterns and with distinct tem-
poral profiles and release dynamics in conjunction with relevant demographic and
clinical factors.
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Outcome Prediction After TBI

Early determination of prognosis after TBI remain a priority for relatives and
physicians involved in the care of these patients. Despite international management
guidelines for severe head injury [26], recent meta-analyses have highlighted no
clear reduction in TBI-related mortality over the past two decades or improvement
in overall outcome following severe TBI [17], with approximately 30% of patients
dying and 50% remaining disabled as a consequence of their brain injury. Indeed,
the incidence of complications and poor outcomes is rising, owing to the emer-
gent epidemiological transition characterized by an increase in TBI among elderly
individuals.

Although mild TBI has historically been considered a benign entity, a nontrivial
subset of patients (~ 15%) develops persistent dysfunction affecting many domains
of a person’s life, including physical functions, cognitive and psychosocial abil-
ities, and it may even prove fatal [27]. Although clinical descriptors are helpful
and widely used to assess patients with mild TBI, they are not objective and pro-
vide little information on the underlying TBI pathophysiology. Routine CT imaging
studies, on the other hand, have suboptimal sensitivities in detecting the subtle struc-
tural damage and changes that occur after mild TBI, and do not provide insight into
the complex cascade of molecular events triggered by the injury that are considered
the main contributors to long-term complication, and, thus are not closely correlated
with long-term neurocognitive and neuropsychiatric disabilities.

Over the past 20 years, biochemical markers of brain damage have been increas-
ingly studied as potential tools to improve the prognostic assessment of patients who
sustain TBI. There is an emerging recognition that biomarkers represent sensitive
and objective indicators of brain injury and yield important additional information
on injury-specific and patient-specific variability, and disease mechanisms. As such,
they are the ideal complement to clinical risk factors and imaging-based assess-
ments to help strengthen prognostic accuracy and lead to more precise outcome
prediction. There is now substantial evidence that a multimodal strategy that cate-
gorizes patients based on a combination of biomarker levels and traditional clinical
predictors enables more accurate risk stratification over a broad range of short- and
long-term outcomes [28]. However, to date, no blood-based brain injury markers
have been integrated into validated prognostic algorithms.

Prognostic Biomarkers

There are numerous reviews on the diagnostic performance of the blood-based
protein biomarkers. In particular, a growing body of evidence suggests that high
blood concentrations of S100B are associated with increased mortality and poorer
outcomes in moderate to severe TBI patients. Studies evaluating the accuracy of
a single baseline determination of S100B for prediction of mortality indicated that
thresholds to attain 100% specificity ranged from 1.38 to 10.50 µg/l, with a sen-
sitivity ranging from 14% to 60%. On the other hand, the accuracy of circulating
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S100B for prediction of poor outcome as defined by the Glasgow Outcome Score
(GOS< 4 or GOS-E < 5) indicated that threshold values for 100% specificity ranged
from 2.16 to 14.0 µg/l, with sensitivity ranging from 9% to 50% [29]. The differ-
ent assays and reagents used to measure S100B levels as well as the heterogeneity
in study populations can in part explain the substantial differences in the cut-off
values identified across the studies. The optimal prognostic threshold values for S-
100B therefore remain uncertain.

Data across prognostic studies of GFAP are also encouraging. Most studies re-
ported fairly similar findings and a similar cut-off, albeit they were conducted by
different groups and using different assays and reagents by different manufacturers.
Specifically, at a cut-off value of ~ 1.5 ng/ml, individual sensitivity and specificity in
predicting death ranged from 66% to 85% and from 52% to 93%, respectively. Con-
versely, for unfavorable neurological prognosis (GOS< 4 or GOS-E < 5), threshold
values varied widely (0.22 to 1.5 µg/l) and yielded specificities between 59% [30]
and 100% [31]. Nonetheless, reliable and valid thresholds remain elusive for re-
search and clinical practice.

While the prognostic value of NSE remains uncertain, UCH-L1 has consistently
shown high specificity in predicting death (96%) [32].

Taken together, these data provide evidence that biomarker assessment could
potentially play a role in the prognostic evaluation of patients with moderate to
severe TBI and improve discriminative capacity to inform clinical decision-mak-
ing. Yet, no specific recommendations on the optimal prognostic threshold values
or sampling time have been developed. This should be an important avenue for fu-
ture investigation. Moreover, studies exploring the added value of biomarkers over
clinical predictors are limited in number and size.

Biomarkers able to identify early after injury those patients with mild TBI who
are likely to experience long-term complications would be of great value and are
essential to facilitate treatment and maximize benefit to subjects enrolled in clinical
trials.

Evidence of the ability of S100B to evaluate prognosis of patients with mild
TBI is conflicting. A few studies found a correlation between S100B levels and
persistent cognitive abnormalities or post-concussive symptoms after mild TBI [33,
34]. Nonetheless, these findings were not replicated in later studies [35, 36].

Recent studies have also evaluated the ability of serum tau proteins to predict
prolonged post-concussive symptoms after mild TBI. Neither cleaved nor total-tau
appeared to provide any prognostic information related to persistent post-concus-
sive symptoms [35]. However, a recent study showed that levels of tau-A, a newly
discovered tau fragment, correlated with the duration of post-concussive symptoms
and may play a role in the setting of mild TBI [37]. Future studies are needed.

NSE does not provide significant prognostic data in mild TBI. To date, only
a single small prospective study has shown that initial GFAP levels were associated
with initial and follow-up symptom burden up to 1 month after injury in children
after concussion [38].

Overall, at present there is no sufficient evidence to support the prognostic value
of biomarkers after mild TBI.
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Clinical Trials in TBI

In the last decade, there have been intensive efforts to develop neuroprotective
and disease-modifying agents to improve patient outcomes after TBI. Among the
several factors which have contributed to the long history of failed TBI trials, clin-
ical trial design ignoring substantial interindividual pathological heterogeneity has
played a major role. Current patient enrollment criteria are, indeed, mainly uni-
dimensional (based on GCS score or imaging classification) and do not permit
appropriate and accurate characterization of the complexity and variability of TBI
patients [39]. This means that the populations included in these trials is highly het-
erogeneous in terms of brain pathology and underlying pathophysiological mecha-
nisms and, thus, a large proportion of individuals do not have the specific molecular
pathways that drive disease or represent targets for which the drug is to be tested,
adversely affecting the ability to identify a beneficial effect of the treatment. The di-
agnostic accuracy is probably even lower when considering patients with mild TBI
who will develop long-term complications (e. g., post-concussive syndrome).

Consequently, there is a critical need for further progress in the development
and validation of diagnostic tools that can accurately identify patients for inclu-
sion in TBI clinical trials and stratify them according to the magnitude of injury,
pathoanatomic features and pathophysiological molecular mechanisms. Biomark-
ers informing clinical trial design and determining the targeted patient population
of likely responders are likely to greatly increase the possibility of assessing drug
efficacy while holding promise for personalized (precision) medicine [40].

Furthermore, the absence of reliable biomarkers to identify and monitor the bio-
chemical effects of drugs (theranostic markers) and the lack of validated effective
‘endpoints’ of brain injury and recovery are considered to be additional major obsta-
cles to the development of neuroprotective agents for TBI. To this end, the FDA has
recently recommended that development of a companion diagnostic be performed
in concert with clinical drug development to improve delivery of safe and effective
therapies, and the Traumatic Brain Injury Endpoints Development (TED) Initiative
has begun “to assess the regulatory readiness of a variety of clinical outcome assess-
ments (COAs), blood-based biomarkers, and neuroimaging biomarkers that may be
used as tools for TBI clinical trials” [41].

The ultimate goal will be to develop and qualify appropriate biomarker signa-
tures for use during a clinical trial, and then move from clinical trials toward the
real world to guide patient management in routine clinical practice.

TBI Biomarkers: Role in Clinical Trials

Combinations of serum levels of glial and neuronal markers have been shown to
have a high predictive value for characterizing the initial type of injury and have
been increasingly incorporated in clinical trials [32]. However, at present, only pre-
liminary evidence exists.
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Evidence of the utility of S100B in the assessment of therapeutic effects, dose
optimization and as a safety marker has been provided by a recent pilot study com-
paring administration of different hyperosmotic agents (mannitol versus hypertonic
saline) after TBI [42]. The study found a decrease in serum S100B levels during
treatment with both osmotic agents, which was dose-dependent and linked to the
mechanism of action of the drugs and the clinical outcome. In summary, these find-
ings support the concept that brain damage biomarkers could be valuable tools to
monitor biochemical drug effects in clinical trials.

Large multicenter clinical trials that have been recently completed, including
the EPO-TBI (Erythropoietin in Traumatic Brain Injury, NCT00987454), BioPro-
TECT (Blood Tests to Study Injury Severity and Outcome in Traumatic Brain In-
jury Patients, NCT01730443) and INTREPID2566 (NCT00805818), have assessed
biomarker levels as a secondary endpoint. The initial results of INTREPID2566
demonstrated that serum levels of UCH-L1, GFAP, and SBDP150 on admission as
well as their change over time were strongly associated with clinical outcomes, sug-
gesting that biomarker determination may be useful to improve characterization and
stratification of trial participants. The results of these trials will hopefully provide
support for the application of biomarkers as proof of disease-modifying effects of
neuroprotective compounds and their adoption as surrogate endpoints for clinical
outcomes, thereby facilitating their qualification and implementation into clinical
practice.

Additional support is coming from the Operation Brain Trauma Therapy
(OBTT), a multicenter preclinical drug screening consortium for TBI. Incorpo-
ration of circulating brain injury biomarker assessments into these preclinical
studies has provided substantial evidence of the diagnostic and theranostic utility
of GFAP as well as its considerable potential to serve as a substitute for clinically
relevant endpoints. These findings are accelerating the development and the ulti-
mate translation of therapies to the human condition while supporting the adoption
of biomarkers in clinical trials of TBI [43, 44].

Conclusion

The translation of biomarkers from bench tools to bedside aids in clinical decision-
making is ongoing. The evidence for the benefit of biomarkers in TBI is compelling
as many studies have demonstrated the spectrum of potential clinical applications
and indicated that biomarkers can be crucial to bringing personalized medicine
to TBI patients (Table 1). However, there are still many unresolved issues and
no universally validated tests are currently available. It is, therefore, essential to
accelerate the validation process through standardization efforts with established
standard operating procedures, well-validated cutoff values and rigorous quality
control programs, as well as well-designed studies. Development of fully auto-
mated enzyme assay systems would also be instrumental in reducing interlaboratory
and analytical variation. Finally, large, concerted, international collaborative efforts
involving all the key-stakeholders (governmental, academia, industry and commu-
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nities) are highly desirable for the further valorization of biomarkers in TBI and for
their implementation into clinical practice.
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Novel Metabolic Substrates for Feeding
the Injured Brain

H. White, P. Kruger, and B. Venkatesh

Introduction

Brain injury is common with high mortality and morbidity, with implications for
both society and individuals in terms of cost, loss of production and long-term im-
pairment [1]. The cellular and molecular events initiated by cerebral injury are com-
plex, restricting the precision of characterization into primary, secondary and long
term as the durations of pathogenic events are variable and can overlap. Following
injury, cellular energetics play a vital role in maintaining cerebral homeostasis [2].
A better understanding of the impact of substrate supply on the injured brain may
help improve management following brain injury and provide novel therapeutic op-
tions.

The adult brain consumes approximately 20% of basal metabolism, most of
which is provided by the oxidation of 100–120g of glucose/24 h [3]. However,
in times of starvation or injury, the primary cerebral metabolic substrates may al-
ter. Following traumatic brain injury (TBI), a number of biochemical changes take
place in the brain, which diverts the processing of glucose via the normal pathways.

The purpose of this chapter is to examine cerebral energetics and alternative
substrates capable of supplying cerebral energy requirements (Table 1).
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Table 1 Potential substrates for enhancing cerebral energy supply

Substrate Proposed mechanism of action
Ketones BHB is more energy efficient then glucose

Increase in free energy of ATP hydrolysis
Increase in intermediary metabolites delivered to citric acid cycle
Protect against glutamate mediated apoptosis by attenuation of reactive oxidant
species
Enhancement of GABA mediated inhibition
Increase in cerebral blood flow

Lactate Sparing of cerebral glucose metabolism
Regulation of cerebral blood flow
Protects neural tissue against excitotoxicity as it attenuates neuronal death

BCAAs Limited protein loss from skeletal muscle
Contribute to synthesis of both inhibitory and stimulatory neurotransmitters
Lower cerebral levels of serotonin and catecholamines
Supplement intermediates in TCA cycle

Triheptanoin Replenish TCA cycle intermediates
Improvement in cerebral energetics

BHB: beta-hydroxybutyrate; GABA: gamma-aminobutyric acid; BCAA: branch chain amino acids;
TCA: tricarboxylic acid

Cerebral Metabolism

Despite comprising only 2% of total body weight, the brain receives 15% of the
cardiac output and can use up to 20% of total body oxygen [4]. The main cerebral
energy source is derived from ATP produced almost completely from the oxidative
metabolism of glucose. As such, 25% of total glucose is metabolized by the brain.
During starvation however, hepatic glycogen stores rapidly become exhausted. Af-
ter several days, brain glucose is produced as a result of gluconeogenesis from
amino acids derived from muscle metabolism [5]. From a week onward however,
hepatic gluconeogenesis decreases and ketone bodies become the dominant fuel
source for the brain (Fig. 1).

The Injured Brain

Disruption of ionic equilibrium shortly following TBI requires energy to correct,
reflected by an initial increase in cerebral glucose uptake [6]. This is followed by
a prolonged period of glucose metabolic depression. Further disruptions include
shunting of glucose through the pentose phosphate pathway, increase in production
of reactive oxidant species and DNA damage and inhibition of glycolytic processing
of glucose (see Fig. 2; [2]). As such, other substrates including ketones may provide
the injured brain with much needed energy.
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Fig. 1 Cerebral metabolic substrate use in health and during starvation. Ketone bodies added to
glucose fundamentally alter mitochondrial metabolism. When added to glucose, a physiological
level of ketone bodies reduces the mitochondrial NAD couple, oxidizes the co-enzyme Q couple,
and increases metabolic efficiency. These changes are shown on the right side of the figure. The
arrows illustrate the effects of ketone bodies compared to glucose alone. Ketone bodies provide an
alternative metabolic fuel which can act during blockade of glycolysis. TCA: tricarboxylic acid.
From [23] with permission

Studying Cerebral Metabolic Dysfunction

The metabolic dysfunction resulting from TBI has been extensively studied. In
general, injury is still classified as primary, occurring at the time of injury, and
secondary, a result of complex pathological processes occurring hours to days post-
injury. Experimental studies have revealed a number of changes including disrup-
tion to cellular membranes and homeostasis, release of excitatory neurotransmitters
including glutamate, impaired mitochondrial function and generation of free radi-
cals [4, 7–9]. Mitochondrial failure further exacerbates the cerebral energy deficit
leading ultimately to apoptosis and cellular death. Much of the current research is
aimed at restoring failing cerebral metabolic pathways and providing supplements
to augment cerebral energy supply.

Various techniques have been employed to investigate the underlying metabolic
perturbations following TBI and the impact of substrate supplementation in these
patients [6]. Arteriovenous gradient studies have investigated the cerebral metabolic
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Fig. 2 Sequence of cerebral
metabolic changes following
traumatic brain injury. From
[2] with permission
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rate of glucose, the uptake of a number of precursors including lactate, fatty acids,
essential amino acids and ketones [10–12]. Although simple to perform, these tests
lack the precision and the ability to differentiate between injured from normal cere-
bral tissues. Microdialysis improves upon these limitations providing continuous
sampling from localized areas of interest with the opportunity to analyze a variety
of molecules [12]. Features associated with adverse outcomes include high con-
centrations of lactate, high lactate/pyruvate ratio and both high and low glucose
concentrations [13, 14]. Despite these findings, microdialysis is still an experimen-
tal technique. Parameters may be difficult to interpret and owing to the focal nature
of the findings, their impact on treatment options is uncertain.

Positron emission tomography (PET) scanning has the advantage of being non-
invasive, quantitative and dynamic. PET imaging studies using labeled substrates,
including 2-deoxy-D-glucose, have provided valuable information regarding glu-
cose metabolism, confirming the relative depression in glucose utilization post TBI
[15]. Newer techniques, however, allow PET studies of labeled ˇ-hydroxybutyrate
(BHB) and acetoacetate to determine the metabolic fate of ketone bodies in the brain
and other tissues [16]. To date studies have confirmed that, in the brain, ketosis re-
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duces glucose utilization and increases ketone oxidation. With the steady increase
in the availability of tracers, more research into cerebral metabolism will improve
our understanding of these pathways.

Magnetic resonance imaging (MRI) techniques (such as magnetic resonance
spectroscopy [MRS]) can be useful in detecting the uptake and metabolism of
a number of substrates including N-acetylaspartate, choline-containing phospho-
lipids, creatine and phosphocreatine, lactate, myoinositol, glutamate, ketones,
gamma-aminobutyric acid (GABA), and lipids [17]. An important advantage is
their ability to provide biochemical information non-invasively and without the
need for tracers. A number of studies has utilized MRS to provide data on cerebral
metabolism of both lactate and BHB during starvation and following TBI [18]. The
main limitation of the technique is the need to transfer critically ill patients to the
MRI scanner and the associated risks.

Potential Substrates Capable of Maintaining Cerebral Energetics

Neuroprotective Effects of Ketones

Ketogenesis is the process by which ketone bodies are produced via fatty acid
metabolism in the liver [19]. Ketones or ketone bodies are by-products of fat
metabolism. They consist of four carbon units with part of the molecule contain-
ing a carbon-oxygen bond (C=O). They provide an alternative pathway for the
metabolism of acetyl CoA through the ß-oxidation of free fatty acids. Acetoacetate
is the central ketone body. Subsequently acetoacetate can be reduced to BHB by ˇ-
hydroxybutyrate dehydrogenase in a NADH-requiring reaction.

In health, glucose is the major fuel for human brains. During times of starva-
tion however, the brain has the capacity to adapt to the use of ketones as its major
energy source. Once glucose stores are depleted, supplying sufficient glucose to
support brain metabolic requirements from protein alone would lead to death in
about 10 days. However, there are reports of survival for 50–70 days in people
undergoing prolonged fasting and ketones play a key role [5]. During periods of on-
going starvation, an average size person produces about 150 g of ketone bodies per
day, capable of supplying 70% of cerebral metabolic requirements [20]. Ketones
therefore play a critical role in human evolution.

Aside from their evolutionary benefits, ketones may have neuroprotective effects
as they represent an alternative fuel for both the normal and the injured brain [21–
23]. There are unique properties of ketone metabolism that may make it a more
suitable cerebral fuel under various neuropathologic conditions:

1. Ketones are more energy efficient than glucose.
2. Ketones protect against glutamate-mediated apoptosis.
3. Ketones enhance GABA-mediated inhibition.
4. Cerebral ketone metabolism alters cerebral blood flow.
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Exogenous ketone supplementation has been examined in a wide range of ani-
mal and human models of neurological disorders including autism, Alzheimer’s
disease, migraine, strokes, hypoxic-ischemic encephalopathy, Parkinson disease,
amyotrophic lateral sclerosis, epilepsy and TBI [24, 25]. More recent studies have
examined the use of these diets in the management of brain tumors based on the
fact that altered glucose metabolism may have anti-tumor effects [26]. Most hu-
man research has looked at ketone supplementation in children for the management
of refractory epilepsy. Although initially contentious, there is now good evidence
supported by two randomized controlled trials that ketogenic diets in children im-
prove seizure control [27, 28]. The evidence in adults is less compelling but no good
studies exist.

Non-Esterified Fatty Acids (NEFA) as a Cerebral Energy Supplement

The ability of ketones to improve cerebral energy metabolism is not shared by
other fatty acid containing compounds. Despite being hydrogen rich, fatty acids
are utilized poorly by the brain as fuel and may have a number of deleterious prop-
erties including the induction of apoptotic pathways [29]. Although highly protein
bound, the slow passage of NEFA across the blood brain barrier does not appear
to be the cause of poor fatty acid oxidation. Certainly, there is evidence that NEFA
may actually damage the blood brain barrier by enhancing oxidative stress in en-
dothelial cells. Furthermore, despite rapid oxidation in peripheral tissues, NEFA is
metabolized slowly by the brain and appears to require more oxygen than glucose,
further exacerbating the hypoxic environment of the injured brain [30]. The poor
anti-oxidative defenses in neurons may be considerably overwhelmed by the rapid
accumulation of superoxides following ˇ-oxidation of NEFA. Thus the many bene-
fits associated with ketone supplementation are not shared by free fatty acids which
may prove detrimental in the TBI population.

Lactate as a Glucose Sparing Fuel

Lactate is a dead-end metabolite of its redox partner, pyruvate [31]. In mammals,
physiological levels may vary between 0.05–5mmol/l. Lactate is metabolized via
lactate dehydrogenase with the extent and direction of the reaction determined by
the NAD/NADH(H) ratio. Along with pyruvate, it forms the initial substrate for the
tricarboxylic acid (TCA) cycle and subsequently is critical for cellular energetics
[32]. Lactate has two optically active forms, L(–) and D(+). The predominant physi-
ological form is L(–) and the metabolic effects resulting frommetabolism of the two
forms differ significantly. Lactate is actively transported across plasma membranes
including red cells, kidney and liver and somewhat slower in the heart skeletal mus-
cle and the brain.

Evidence suggests that lactate can act as an energy source for the brain, espe-
cially during periods of substrate deficiency. Data confirm a significant increase
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in brain lactate following 2–3 days of fasting [18]. This may arise from a shift
in lactate metabolism following the shift toward ketone oxidation. Others suggest
a continuous production of lactate through glycolysis possibly via a complex inter-
action between astrocytes and oligodendrocytes (the so call astrocyte-neuron lactate
shuttle) [33].

Studies in TBI patients seem to support a role for hypertonic lactate solution in
reducing intracranial pressure (ICP) and demonstrate positive effects on cerebral
energetics. However, this may depend on the baseline cerebral metabolic state [34].
Studies in animals confirm the supposition that lactate may improve outcomes in
TBI. Animal models of both trauma and hypoxic injury have demonstrated a re-
duction in functional deficits, decrease in lesion volumes and cerebral blood flow
augmentation [35, 36]. Only a small number of studies have involved humans.
Glenn et al. demonstrated that peripheral lactate production accounted for approx.
70% of carbohydrate consumed for energy production by the traumatized brain and
suggested lactate should be supplemented to compensate for decrease in glucose
cerebral metabolism [37]. To assess the impact of exogenous lactate on cerebral en-
ergy metabolism, Bouzat et al. administered hypertonic lactate to 15 patients with
TBI [38]. Using cerebral microdialysis, they demonstrated an increase in lactate,
pyruvate and glucose and noted a concomitant decrease in glutamate and ICP. They
concluded that hypertonic lactate solution had a positive effect on cerebral energet-
ics and may be a useful therapeutic intervention. Similarly, Ichai et al. demonstrated
that hypertonic lactate was more effective at lowering and maintaining ICP when
compared with other hypertonic solutions [39]. By sparing cerebral glucose and
decreasing ICP, hypertonic lactate may provide an alternative means of controlling
ICP while improving cerebral energy metabolism.

Branch-chain Amino Acids and Recovery Post-TBI

The branch-chain amino acids consist of leucine, isoleucine and valine. They ac-
count for approximately 35% of essential amino acids and 14% of amino acids in
skeletal muscle. Branch-chain amino acids, while nutritionally essential, cannot be
synthesized by humans and must be supplied in the diet. They have been demon-
strated to impact positively on protein metabolism by inhibiting muscle breakdown
and promoting muscle and hepatic protein synthesis [40]. They are essential in the
nutritional support of the critically ill. Branch-chain amino acids impact on the pro-
duction of cerebral neurotransmitters in several ways and contribute to the synthesis
of both inhibitory and stimulatory amino acids [41]. They are essential for synthesis
of glutamate, which has been implicated in excess cellular damage following TBI,
but also of GABA, considered to be an inhibitory neurotransmitter and therefore
potentially neuroprotective [42]. Furthermore, by competing for transport across
the blood brain barrier, branch-chain amino acids lower cerebral levels of trypto-
phan, tyrosine and phenylalanine and therefore, indirectly, levels of serotonin and
catecholamines. They can also supplement intermediates in the citric acid cycle,
potentially improving cerebral energetics.
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Branch-chain amino acids have been shown to improve cognitive function in
a number of conditions. In animal studies, supplementation with branch-chain
amino acids provided a sustained improvement in cognitive function in a mouse
model of TBI [43]. In healthy, exercising people, branch-chain amino acids reduce
exertional and mental fatigue. Patients with hepatic encephalopathy benefit from
branch-chain amino acid supplementation, with improved mental status, asterixis
orientation, speech and writing. In an observational study of the TBI population,
Vuille-Dit-Bille et al. demonstrated that raised levels of the aromatic amino acids
were associated with decreased ICP and increased jugular venous oxygen satu-
ration as compared to branch-chain amino acids [42]. One small study (n = 20)
demonstrated that TBI patients administered branch-chain amino acids maintained
a positive nitrogen balance but data on morbidity and mortality were not provided
[44]. Aquilani et al. conducted two small studies (total of 42 patients in the in-
tervention group and 39 control patients) examining the benefits of branch-chain
amino acid supplementation on cognitive function in the recovery period post-TBI
[45, 46]. They were able to demonstrate a significant improvement in the Disability
Rating Scale in patients receiving the supplements. However, the branch-chain
amino acids were administered anywhere from 19–140 days following injury and,
therefore, the studies do not address their use in the acute setting. There is currently
no strong evidence supporting branch-chain amino acid use following acute brain
injury.

Triheptanoin and Anaplerosis

Anaplerosis is the process by which intermediates in the TCA cycle are replenished
involving the carboxylation of pyruvate and propionyl-CoA. Anaplerotic molecules
may include amino acids and odd chain fatty acids. Pyruvate carboxylase appears
to be the main anaplerotic enzyme in the brain. Cerebral ATP production is largely
dependent on a functioning TCA cycle. Evidence suggests that during neurologi-
cal injury, including seizures, energy production may be compromised. Therefore,
improving cerebral energetics may be an effective therapeutic target.

Triheptanoin was discovered by Roe et al. as an oral anaplerotic treatment for
metabolic disorders [47]. It is a triglyceride of heptanoate (C7 fatty acid) capa-
ble of being metabolized by ˇ-oxidation to provide propionyl-CoA, which can
subsequently be carboxylated to produce succinyl-Coa, and enter the TCA cycle.
Triheptanoin is a tasteless oil, which may enter the brain directly or following
metabolism in the liver to C5 ketone bodies ˇ-hydroxypentanoate and ˇ-ketopen-
tanoate. These may subsequently be taken up in the brain through monocarboxylate
transporters (MCTs) [48]. The result is an increase in acetyl-CoA and ATP produc-
tion.

Triheptanoin has proven effective in patients with different metabolic problems,
including cardiomyopathy and rhabdomyolysis in acyl-CoA dehydrogenase defi-
ciency, pyruvate carboxylase deficiency and carnitine-palmitoyltransferase II defi-
ciency. Several studies involving animal models of epilepsy found triheptanoin to be
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effective as an anticonvulsant [49, 50]. Adenyeguh et al. reported that triheptanoin
administered to patients with early stage Huntington’s disease was able to partially
correct the abnormal brain energy profile noted in these patients [51]. Efforts are
underway to further evaluate the anticonvulsant effects of triheptanoin and to un-
derstand its clinical potential for management of epilepsy and other brain disorders
[49, 52].

Challenges in Developing New Fuel Substrates
for the Injured Brain

While several examples exist that might make metabolic sense in the injured brain,
the impact of their therapeutic use and other aspects of systemic metabolism remain
to be seen. Probably the most researched substrates are ketones. Adverse effects
related to chronic oral intake are well described in the pediatric literature. Less is
known about the consequences of administering high doses in the acute brain injury
population. Furthermore, there are a number of potential routes of administration
which may present their own challenges. Several papers have looked at the admin-
istration of BHB as a sodium salt via the intravenous route [53–55]. This allows for
a rapid increase in peripheral BHB levels although long-term infusions lead to an
increase in pH. The effects of this on ICP have not been investigated to date. Other
potential routes of administration include various ketogenic enteral formulations,
the commercial product, KetoCal®, and more recently, as a ketone monoester [56].

Lactate can be administered as an iso or hypertonic formulation. The benefits of
hypertonic solutions in the head injury population are well described [57]. In gen-
eral, the likelihood of potential adverse effects, including hypernatremia, increased
osmolality and metabolic alkalosis will depend on the formulation provided and the
duration. Bouzat et al. administered a hypertonic solution of lactate to head injury
patients and did not find any change in physiological variables including PaCO2

however, the infusion only ran for 3 h [38].
The impact on systemic glucose metabolism is variable. Ketone administra-

tion is associated with decreased glucose concentration [58]. Lactate is thought to
produce a glucose sparing effect in the brain while NEFA may actually lead to hy-
perglycemia [59]. Branch-chain amino acids seem to stimulate insulin production in
the short-term but may lead to insulin resistance following long-term administration
[46].

Consideration should also be given to the impact of organ dysfunction such as
liver or renal failure when considering substrate supplementation. Branch-chain
amino acids have been extensively studied in critically ill patients and appear to
be well tolerated and certainly have been demonstrated to be protein sparing [55].
Similarly, NEFA may have a positive impact in critical illness although, as previ-
ously noted, may be deleterious in the brain injury population [59, 60]. Ketones and
lactate may accumulate and potentially lead to metabolic derangements such as sys-
temic acidemia if liver/renal function is markedly impaired, leading to an inability
to metabolize these substrates.
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It is therefore necessary to consider the implications of supplementing substrates
in terms of other potential metabolic effects and in the setting of major metabolic
derangements.

Conclusion

In healthy individuals, glucose is the main substrate for cerebral energy production.
However, it is clear that in the damaged brain a significant alteration takes place
in metabolic pathways and other substrates may become more important. Of the
various potential substances investigated, ketones have received the most in-depth
study and would appear to be an excellent alternative to glucose. Research into the
field of cerebral energetics however, is still in its infancy. More effort is required
to determine which metabolic substrate or combinations of these might provide the
damaged brain with the optimum energy requirements.
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Fluid Therapy for Critically Ill Burn Patients

A. Dijkstra, C. H. van der Vlies, and C. Ince

Introduction

Burn injuries continue to pose significant medical and surgical challenges in both
military and civilian injuries due to limitations of autogenous skin, wound infec-
tion, severe metabolic deregulation and other associated injuries. Annually more
than 500,000 people seek medical attention, resulting in 40,000 hospitalizations
and 4,000 deaths in the United States.

Additionally, burn injuries have a considerable health-economic impact. The an-
nual cost for the medical treatment of burn injuries is estimated to be more than
1 billion dollars in the US, excluding the costs for rehabilitation, chronic disability
or other quality of life indices. Because of the high morbidity and mortality rate
of burn injuries, numerous studies have been conducted to uncover the complex
pathophysiology of burns. Clinical improvements in the critical care management
of severely burned patients have led to a decrease in length of hospitalization and
mortality over the years [1]. Adequate fluid resuscitation in the acute phase re-
mains critical in terms of survival and overall outcome. However, excessive fluid
resuscitation has become a widespread problem in the management of severely
burned patients. The primary objective during this phase includes the restoration
and preservation of tissue perfusion in order to prevent ischemia from hypovolemic
shock. Despite the availability of large data sets in the field of fluid resuscitation,
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there is no international consensus regarding the appropriate type or quantity of fluid
for resuscitation. This overview provides insights into the complex pathophysiolog-
ical process of burn injuries, and the importance and various options of targeting
adequate fluid resuscitation.

The Pathophysiology of Burns

Understanding the pathophysiology of burn injuries is crucial for appropriate mea-
sures of action. Different types of burn require specific treatment strategies. There-
fore, it is necessary to evaluate the mechanism of injury and understand the subse-
quent physiological response. Irradiation, thermal, electrical and chemical injuries
can lead to burns. Thermal burns are responsible for approximately 80% of all re-
ported burns. Burn injuries may result in a local or systemic response depending on
the severity of the injury.

The three zones of burn wounds as described by Jackson include: the zones
of coagulation, stasis and hyperemia. The different zones divide the burn wound
based on the severity of tissue destruction and altered blood perfusion. The co-
agulation zones represent the area that was destroyed during the injury, which is
surrounded by the stasis zone with relatively less perfusion and inflammation. The
outermost layer consists of the hyperemia zone, where microvascular perfusion is
still ongoing. Burn injuries involving more than 15–20% of the total body sur-
face area (TBSA) may lead to hypovolemic, cardiogenic and distributive shock
because of the massive release of cytokines and inflammatory mediators [2]. In-
terleukins, histamines, prostaglandins, bradykinins, serotonins and catecholamines
induce a hypermetabolic state that often leads to organ malfunction. Shock repre-
sents an abnormal physiological state in which ischemia occurs due to insufficient
tissue perfusion and oxygenation. Burn shock is a complex process of hemodynamic
instability and microvascular dysfunction. Increased fluid permeability because of
capillary leak leads to a decrease in the intravascular plasma oncotic pressure and
to an increase in the interstitial oncotic pressure and subsequent volume depletion.
Compensatory vasoconstriction occurs. Because of the massive loss of fluids, pro-
teins and electrolytes, this state may lead to hypoperfusion (Fig. 1) and systemic
hypotension. Movement of the intravascular volume into the interstitium causes
edema formation. This edema increases rapidly within the acute phase of the in-
jury. Edema formation occurs when the lymph vessels draining a specific tissue
mass are overloaded with fluid leaking from microvessels. The amount of edema
formation is dependent on the type and severity of the injury. The edema reaches its
maximum between 12–24h in the acute phase [3]. Because of the acute release of
inflammatory mediators, edema formation will not stop and may lead to increased
tissue pressure and hypoperfusion. Clinically these changes lead to hypotension and
a decrease in urinary output. Adequate fluid resuscitation remains the cornerstone
treatment for burn shock patients in order to restore tissue perfusion and oxygena-
tion.



Fluid Therapy for Critically Ill Burn Patients 347

a

b

Fig. 1 A laser speckle image of the leg of a burn patient, identifying perfused (green/yellow) and
non-perfused tissue (blue) areas (a). In (b) the black and white video image of the same location
is shown
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TissueOxygenation andWound Healing

A burn is considered as a complex trauma that needs continuous and multidisci-
plinary care. The main objective of this complex care is to ensure optimal resuscita-
tion in the acute period and then achieve re-epithelialization of injured or destroyed
skin either by support of endogenous healing or by surgical necrectomy and graft-
ing with split skin grafts. Poor wound healing, contraction and scar formation pose
significant challenges for clinicians in burn patients. It is, therefore, necessary to
understand the process and determinants of wound healing in burn patients that
are different from other types of wound healing. Burn injuries are clinically cat-
egorized into superficial, superficial-partial, deep-partial, and full-thickness burns
corresponding to the depth of the injury. Superficial wounds heal within 21 days,
whereas deep and full thickness injuries require surgical therapy and lead to scarring
of the skin. The healing process of burns involves three phases: the inflammatory
phase, the proliferative phase and the remodeling phase. Superficial burns tend to
heal relatively rapidly as the epidermis has regenerative healing capabilities in it-
self. Deep tissue burns heal slowly and are dependent on various factors. After the
acute inflammatory response, the burn wound harbors different cell types that con-
tribute to healing. Platelets, neutrophils, macrophages, lymphocytes and fibroblasts
directed by cytokines and chemokines move into the burn wound. Growth factors,
such as vascular endothelial growth factor (VEGF), platelet-derived growth factor
(PDGF) and transforming growth factor-ˇ (TGF-ˇ), are major regulators that con-
tribute to angiogenesis and fibroblast proliferation.

An important prerequisite in all these phases of healing is that of a preserved
microcirculation, which is crucial in regulating the blood flow and tissue perfusion,
mediating the delivery of oxygen and nutrients to living parts of the wound and in
so doing sustaining the newly formed granulation tissue [4]. Burn injuries not only
cause damage to the vessels in the injured areas but also alter blood flow in the sur-
rounding areas (Jackson model). Hypoxia in the injured areas induces angiogenesis
to reconstruct the microcirculation, which includes small arteries, arterioles, cap-
illaries and the venules that can be observed in several ways [5]. The relationship
between the depth of burn and the microcirculation has been the focus of attention
for many years with recent technological developments to visualize the dynamics of
the microcirculatory environment. In 1974, Bruce Zawacki concluded that capillary
stasis could be reversed and necrosis avoided in the zone of stasis by appropriate
prevention of dehydration of the wound [6]. The deeper the burn, the less reversal
of capillary stasis and more necrosis was observed in the induced wounds in guinea
pigs. Altintas et al. observed microcirculatory disturbances and histomorphological
alterations during burn shock treatment using in vivo laser-scanning microscopy
[7]. Ten burn shock patients underwent measurements prior to and after 24 h of
resuscitation using confocal-laser scanning microscopy. Ten matched hemodynam-
ically stable burn intensive care unit (ICU) patients served as controls. At baseline,
hemodynamically unstable burn shock patients showed a significant reduction in
microvascular blood flow compared to hemodynamically stable burn patients. After
24 h of fluid resuscitation, microvascular blood flow was significantly improved in
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the burn shock group but there was no significant change in the control group com-
pared to baseline. Post-resuscitation, the granular cell size, basal layer thickness and
epidermal thickness increased significantly in burn shock group, but therewas a non-
significant difference in the control group.Adequate fluid resuscitation in burn shock
patients was able to improve themicrocirculatory environment leading to restoration
of blood flow and enhanced wound healing compared to the control group. Micro-
circulatory alterations are key determinants of tissue perfusion, oxygenation and
capillary leak, which in turn have enormous impact on wound healing after a burn
injury. The goal of fluid resuscitation in critically ill burn patients is to maintain key
organ perfusion and avoid shock by replacing intravascular fluid losses.

Resuscitation fluids and protocols that restore intravascular volume losses are
continuously being investigated in terms of efficacy and outcome. Choosing the
appropriate fluid for resuscitation and protocol remains a topic of discussion.

Why Burn Victims Need Fluid Therapy

In 1930, Underhill described studies on patients burned in the Rialto theatre in New
Haven [8]. These studies described how systemic shock in these severely burned pa-
tients was related to initial fluid losses. This finding was based on the understanding
that the origin of the large amounts of accumulated fluids in blisters was filtrate of
circulating plasma. Prior to these studies almost no documentation was available
relating to burn resuscitation. In a publication from Blalock in 1931, hemodynamic
parameter alterations, specifically blood pressure, were related to edema found in
burnt tissue. One of the first specific recommendations regarding burn resuscita-
tion using clinical indices to direct fluid therapy was initiated during World War II.
Blood values, such as hematocrit and hemoglobin levels, were used to detect hemo-
concentration at different time points in severe burn patients during resuscitation.

However, this approach led to inappropriate resuscitation. From that time on,
it was acknowledged that a standardized formula of resuscitation was warranted
to improve patient outcome. This led to various burn resuscitation formulas being
developed including the Wallace rule of nines [9], the rule of the surface of the hand
and the Lund and Browder Chart rule. Finally, the Parkland formula was developed
by Baxter and Shires [10]. This formula is based on percentage TBSA (%TBSA)
burned and is currently the most used algorithm worldwide. Fewer patients now die
in the initial 24–48h because of implementation of immediate fluid resuscitation.

The main goal of fluid resuscitation in severe burn patients is to preserve organ
perfusion and prevent ischemia. Different guidelines and protocols use different
degrees of TBSA burned for initiation of resuscitation. It is common practice to
resuscitate in patients having burns greater than 15–20% TBSA. The main im-
mediate hemodynamic consequences of severe burns greater than 15% TBSA is
hypovolemic shock with severe organ damage, increased burn depth or death if not
immediately and adequately treated. Inflammatory mediators released by the burn
induce an overwhelming systemic inflammatory response that causes capillary leak.
At 12–24 h post burn, profound intravascular hypovolemia develops. During this
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phase, fluid resuscitation is of utmost importance. Fluid needs can be extreme due
to proteins and plasma leaking into the interstitium. Because of the large amounts of
fluids administered in this phase, a daily positive fluid balance can result in compli-
cations, including renal, respiratory (acute respiratory distress syndrome [ARDS]),
gastrointestinal dysfunction, abdominal hypertension and compartment syndrome.
Excessive use of narcotics and opioids during the first day of the burns injury can
be part of the cause of excessive fluid administration. As systemic inflammation is
resolved, polyuria occurs to excrete the initial resuscitation fluids. Despite many
publications regarding burn resuscitation, there still is no consensus on the opti-
mal resuscitation fluid, nor the endpoints that need to be targeted to avoid fluid-
overload. Since the development of the Parkland Formula, almost no progress has
been made in the field of fluid resuscitation for severe burns in critically ill pa-
tients. Recent years have seen a tendency to over-resuscitate patients in the first
24 h, a phenomenon referred to as “fluid creep”. The next section describes the most
appropriate solutions for burn patient resuscitation, how to quantify the amounts of
fluids needed and to what target based on current knowledge.

Which Type of Fluid, HowMuch and toWhat Target

Fluid resuscitation is the cornerstone in the immediate care of the severely burned
critically ill patient to preserve organ perfusion. The ideal resuscitation solution to
achieve this aim has, however, not yet been identified. The amount of fluid to be
administered is directly related to the severity of the injury based on TBSA, the pa-
tient’s age, the amount of smoke inhalation and electrical injury. A TBSA of > 15%
is considered as a major burn and requires strict intravenous resuscitation. The pri-
mary endpoint in burn care to guide resuscitation is a urine output of > 0.5ml/kg/h
in adults and 1ml/kg/h in children. However, some studies have questioned this
endpoint because no correlation between urine output and invasively derived hemo-
dynamic parameters has been found [11]. Some studies even suggest that targeting
urine output contributes to the phenomenon of fluid creep [12]. The reader is re-
ferred to two recent reviews on this topic [13, 14].

Crystalloids

Administration of large volumes of 0.9% NaCl (normal saline) solutions can result
in adverse conditions like the development of hyperchloremic metabolic acidosis.
Because large amounts of fluid are needed in burn resuscitation, the recommenda-
tion is that normal saline should be avoided as a first choice in burn resuscitation
protocols in favor of balanced crystalloids [15]. Literature discussing the most ap-
propriate type of crystalloid for burn resuscitation, however, is scarce. In the Park-
land formula, Ringers lactate (RL) is used, which is the reason why RL is the fluid
of choice in the resuscitation of burn patients. To date only two observational stud-
ies have been reported regarding crystalloid resuscitation in burn patients. Oda et al.
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[16] described an observational cohort study of 36 burn patients with TBSA > 40%
and compared the development of abdominal compartment syndrome (ACS) in burn
patients resuscitated with hypertonic lactated saline (HLS) versus RL. They found
that resuscitations with HLS resulted in a lower fluid volume compared to RL and
suggested that this could reduce the risk of secondary ACS. In 2013, Gille et al.
[17] performed an observational case control retrospective (RL) and prospective
(Ringers acetate [RA]) study in 80 burn patients with a TBSA of 20–70%. They
compared fluid resuscitation with RL (n = 40) to RA (n = 40), based on the Parkland
formula and targeting an hourly urine output of 0.5–1.0ml/kg/h. They found lower
SOFA (Sequential Organ Failure Assessment) scores for RA solution versus RL.
Based on current available knowledge, balanced crystalloid solutions would seem
to be the most appropriate resuscitation fluid for large volume replacement. RA has
been shown to have a favorable profile in trauma patients; however, the evidence for
its use in burn patients is limited. Further studies comparing RL and RA for burn
resuscitation are needed.

Colloids

The use of colloids in burn management remains controversial. Colloids contain
high molecular weight molecules that increase intravascular plasma oncotic pres-
sure. Theoretically, this enhances intravascular volume expansion by a factor of 1.5
compared to crystalloids. The use of synthetic colloids in the first 24 h of burn re-
suscitation has been controversial from the beginning because of the idea that an
existing capillary leak will allow large molecules to leak into the interstitium lead-
ing to the formation of edema [18]. However, Vlachou et al. demonstrated that
capillary leakage and endothelial dysfunction were present within 2 h post burn
with a median duration of only 5 h [19]. During the last 15 years, a renewed interest
in colloids has developed. These colloids can have synthetic (hydroxyethyl starch
[HES] and gelatin) or natural (albumin and plasma) components. HES molecules
are metabolized slowly, give a longer intravascular volume expansion, but have the
potential to accumulate in liver, kidney and skin and can interfere with blood co-
agulation. Since the recent reluctance to use HES, gelatins are the only synthetic
colloids used in burns, although their efficacy is less than that of HES [20]. The
reluctance to use HES has, however, been questioned, because some of the studies
on which this reluctance was based have been criticized for being methodologi-
cally questionable [21]. Some studies were carried out with starches of the first and
second generation, which are no longer used for this goal, and not applied to burn
patients. These studies were, however, the basis that HES should not be used in
burn resuscitation leading to the recommendation from the Parmacovigilance Risk
Assessment Committee (PRAC) against the use of HES in critically ill patients with
burns. Nowadays, the indication for HES solutions in acute hypovolemic shock has
been suggested by the CRISTAL study [22].

The safety of gelatin is unclear. Two meta-analyses found no advantage of
gelatins over crystalloids, and older generation gelatins have been associated with
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anaphylaxis. Their safety cannot be ascertained in a systematic review of random-
ized controlled trials, and no studies guaranteeing their safety in burn patients are
available. The current recommendation is that colloids, especially HES, cannot be
recommended for the resuscitation of critically ill burn patients.

Albumin

Albumin is a plasma protein contributing to the intravascular oncotic pressure. As
with all colloids, questions regarding safety and efficacy have been ongoing. In
1998, onemeta-analysis showed increased mortality in the group receiving albumin,
however the small size of the studies included limited the conclusions [23]. After
this study the SAFE-trial was conducted [24]. In this randomized controlled trial,
7,000 critically ill patients were included and a comparison made between albu-
min 4% and normal saline. There were no differences in mortality or organ failure.
However, no burn patients were included. In 2007, in a case-control study, Cochran
et al. studied patients receiving albumin during resuscitation and reported decreased
mortality compared to patients who did not received albumin [25]. Lawrence et al.
reported that colloid administration ameliorated fluid creep and normalized the
resuscitation ratio [26]. Albumin 20%, based on the available evidence, can be rec-
ommended in severe burns, especially in the de-resuscitation phase after 24 h if
guided by indices of capillary leak, fluid balance, extravascular lung water, intraab-
dominal pressure, fluid overload and cumulative fluid balance.

Hypertonic Saline

Hypertonic saline expands the circulating volume by attracting water to the in-
travascular compartment. In 1973, studies showed that hypertonic saline reduced
the amount of fluid needed for burn resuscitation [27]. When large amounts of hy-
pertonic saline are used, hypernatremia, associated with acute cerebral fluid shift
and renal failure can occur [28]. In 1995, a study comparing hypertonic saline ver-
sus controls who received crystalloids showed a significantly higher rate of acute
kidney injury (AKI) and mortality in the hypertonic saline group. In 2006, however,
Oda et al. reported a significantly reduced risk of secondary ACS in patients receiv-
ing hypertonic saline [15]. At the moment, no consensus can be reached regarding
the use of hypertonic saline in burn resuscitation. When hypertonic saline is used,
close monitoring of sodium levels is strongly advised.

Quantification of Amount of Fluid Needed

Large amounts of fluids are administered during the first 24 h in burn patients. Ini-
tial resuscitation is usually started with crystalloids. Most burns units worldwide
have been using the Parkland formula as the gold standard for fluid resuscitation
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in acute burns for many decades [29]. Since its introduction, under-resuscitation
has become rare and it has revolutionized acute burn care management by reducing
mortality and morbidity during the last 50 years. In the formula, 4ml/kg/%TBSA
crystalloid (mostly RL) is given for the first 24 h of which half is given over the first
8 h. Resuscitation fluids traditionally target an hourly urine output of 0.5–1ml/kg/h.
As a resuscitation endpoint, this is far from ideal, because urine output may not
reflect end-organ or tissue hypoperfusion at the microvascular level. In 1991, Dries
and Waxman found that fluid resuscitation guided by vital signs may be inadequate
[30]. Urine output and vital signs showed little variation after fluid replacement,
whereas significant alterations were observed in parameters measured by the pul-
monary artery catheter (PAC). Since then, one of the most important measures to
guide volume therapy has been cardiac output, but only 8% of burn units base their
resuscitation plan on it because of the need for a PAC initially. A publication in
2005 by Holm et al. [31] showed the reproducibility of transpulmonary thermodilu-
tion measurements in patients with hypothermia and burn shock. All studies of goal-
directed therapy in major burn patients reported similar results where the directed
therapy group received more fluid than those treated with the Parkland formula.
Curiously, only the study of Tokarik et al. [32] showed results incongruent with
those reported earlier. After reviewing the results of all the goal-directed therapy
studies, it seems reasonable to say that goal-directed therapy using transpulmonary
thermodilution has a role in burn resuscitation. However, it must be kept in mind
that these studies included small numbers of patients and the effect of goal-directed
therapy on patient survival has not yet been shown. Multicenter studies with large
number of patients are needed to obtain a good level of evidence.

What Target?

The optimal amount of fluid to be administered when resuscitating burn patients
has to be evaluated. The interpretation of the hemodynamic status can be very dif-
ficult in burn patients. Despite advances in hemodynamic monitoring and the goal-
directed therapy concept, most burn care providers still base their practice with
regard to resuscitation on formulas developed 40 years ago. Resuscitation formu-
las can be seen as guidelines for initiating fluid resuscitation. Infusion rates need
to be adjusted to physiological endpoints, which can be obtained by minimally
invasive monitoring methods. These endpoints, such as systemic blood pressure,
mean arterial pressure (MAP), lactate levels, cardiac output, global end-diastolic
index, and urine output, all have their own limitations. Every severely burned pa-
tient (TBSA > 20%) should be monitored adequately. As diuresis is a poor endpoint
and leads to under- or over-resuscitation, diuresis is no longer recommended as
a target parameter. In situations where there is limited monitoring, however, it can
be used with support of a urine output algorithm [33]. Fluid resuscitation should
only be given when tissue hypoperfusion is present as indicated by increasing base
deficit, increasing lactate etc. Burn patients receiving fluids for resuscitation should
be guided by physiological parameters or tests that are able to predict fluid respon-
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siveness. From this perspective, the use of microcirculatory monitoringmay provide
a guide to optimizing the amount of administered fluids [34]. As barometric preload
parameters, such as central venous pressure (CVP) and pulmonary artery occlusion
pressure (PAOP) are inferior to volumetric preload parameters, these are not recom-
mended to guide fluid resuscitation in burn patients. Volumetric preload variables
like global end-diastolic volume (GEDV) and intrathoracic blood volume (ITBV)
have been shown in numerous studies to represent preload more precisely than urine
output [35] or cardiac filling pressure.

Challenges for Fluid Therapy

Our understanding of the pathophysiology of burn shock has improved. The devel-
opment of fluid resuscitation strategies has led to dramatic outcome improvement.
Over-resuscitation, which occurs more frequently than under-resuscitation, is re-
lated to more morbidity and mortality and leads to complications such as compart-
ment syndrome and respiratory failure.

To prevent these complications all efforts should bemade to resuscitate organ per-
fusionwith the least amount of fluids. There is a need to redefine endpoints in burn re-
suscitation. Advanced hemodynamicmonitoringwith transpulmonary hemodilution
and pulse contour analysis can provide superior endpoints to avoid over-resuscitation
and guide the de-resuscitation process [35]. However, this personalized care using
a stepwise approach in predefined algorithms, has to be established by more stud-
ies in the severely burned patient. Furthermore, in the context of fluid resuscitation,
it is important to establish whether the resuscitation procedure under investigation
effectively improves tissue perfusion and oxygenation because it is clear that the ul-
timate aim of resuscitation is the restoration of perfusion of vital organs and tissues
where oxygen supply to the tissues is compromised due to shock. To accomplish this
end-point, oxygen-carrying red blood cells must successfully enter themicrocircula-
tion and deliver oxygen to the tissues. In burn resuscitation, conventional procedures,
such as administering fluids, are applied to accomplish this aim.

Most clinicians aim at normalizing physiological and systemic hemodynamic
variables of pressure, flow and/or oxygen delivery. Whether these procedures are
successful in achieving adequate perfusion and oxygen transport to tissues in the
burn patient is unknown at the bedside, and relies on the assumption that there is
a hemodynamic coherence between the macro- and microcirculations. Hemody-
namic coherence is the condition where resuscitation targeting correction of sys-
temic hemodynamic variables is effective in correcting microcirculatory and tissue
perfusion and oxygenation so that the parenchymal cells are able to perform their
functional activities in support of organ function [34]. Many studies have described
the presence of a loss of hemodynamic coherence in which resuscitation based on
the normalization of systemic hemodynamic variables did not lead to a parallel
improvement in microcirculatory perfusion and oxygenation [34]. Two of the four
types of microcirculatory condition in which there is a loss of hemodynamic coher-
ence are of specific relevance to burn patients, namely the presence of hemodilution
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and the presence of tissue edema [34]. Taking this into consideration, monitoring
of the microcirculation may be advised to ensure that fluid resuscitation is effective
in improving tissue perfusion. An optimal microcirculatory perfusion by monitor-
ing perfusion at the bedside could contribute to the administration of the optimal
amount of resuscitation fluids thereby preventing complications of under- and over
resuscitation [36]. With the introduction of hand held microscopy at the bedside
[37], the nature of microcirculatory alterations during burn shock resuscitation can
be elucidated. An alternative technique, which could be of use to identify areas
of hypoperfusion, is laser speckle imaging [38]. This modality allows microcircu-
latory imaging of large areas of tissue and can be readily used at the bedside and
during surgery [39]. At the moment, little is known about fluid therapy and its effec-
tiveness in recruiting the microcirculation in burn shock patients. In 2014, Altintas
et al. studied the effect of cold therapy on histomorphology, edema formation and
microcirculation in superficial burn. They found that these variables were signifi-
cantly influenced by local cold application, however these alterations were transient
and ineffective after 30min [40]. In 2016, Medved et al. determined that the best
reconstructive approach for an outer ear reconstruction after a severe burn injury
was by means of analyzing the microcirculation. Pedicled flaps were most similar
to healthy ear tissue. Although the external validity is suboptimal because of the
small number of patients, these results improve the knowledge of soft tissue vi-
ability. It also facilitates the process of reconstruction of the burned auricle [41].
Several studies have demonstrated that fluids can improve microvascular perfusion
by increasing the proportion of perfused capillaries and decreasing perfusion het-
erogeneity. The greatest effect on microcirculatory perfusion alterations is in the
early phase of resuscitation. The type of fluid and its impact on the microcircula-
tion is also a source of ongoing investigation. Recently, there has been a proposal
for the microcirculation to guide fluid resuscitation [36]. This could be very inter-
esting in severe burn patients as the optimal amount of fluids to be administered is
still an area of uncertainty.

Conclusion

Burn injuries continue to pose significant medical and surgical challenges and have
considerable health-economic impact. Due to a better understanding of burn shock
pathophysiology, dramatic improvements in outcome have been achieved. This is
mainly caused by development of fluid resuscitation strategies. Organ hypoperfu-
sion has become rare and there is growing concern that over-resuscitation is occur-
ring more frequently. In an attempt to prevent over resuscitation and its associated
complications, new targets and endpoints of resuscitation have to be defined. As
many studies have described that resuscitation based on normalization of systemic
hemodynamic variables does not lead to a parallel improvement in microcirculatory
perfusion and oxygenation, a microcirculatory-guided approach could be helpful to
determine the optimal amounts and types of fluids to be administered to critically
ill burn patients.
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Burn Patients and Blood Product Transfusion
Practice: Time for a Consensus?

A. Holley, A. Cook, and J. Lipman

Introduction

Severe burn injury commonly leads to anemia and coagulopathy [1–3]. This re-
sults from the underlying injury, as well as the subsequent treatment [1, 2]. An
appreciation of the pathophysiology driving these changes is important in guiding
both preventative and targeted treatment strategies. There is increasing evidence
from observational studies to support a more restrictive blood transfusion target in
burn patients, however high quality multicenter randomized controlled trials in this
cohort are lacking [4, 5]. The clinician must consider the evidence for restrictive
blood utilization balanced against the unique hematological changes and perfusion
requirements in burn patients. Currently, there are no formal recommendations in
regard to transfusion strategies and targets specific to patients with severe burns and,
therefore, practice among burns units remains very diverse [1, 5].

Mechanism of Anemia in Burns Patients

Anemia associated with severe burns is a common finding, with a multitude of po-
tential causes, including decreased erythropoiesis, direct red cell injury, erythrocyte
sequestration in burn tissue, hemodilution, blood loss from debridement, donor site
bleeding, and recurrent phlebotomy over the duration of an often prolonged admis-
sion [1] (Fig. 1).
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An understanding of the pathophysiology and timing of this anemia should lead
to improved prevention and targeted treatment. It is important to distinguish be-
tween anemia that occurs due to acute blood loss after a burn injury, and the anemia
that occurs in the setting of critical illness and persists despite wound healing [2].
The anemia needs to be interpreted in the context of the adequacy of organ perfu-
sion, rather than simply as an isolated hemoglobin value.

Acute anemia secondary to blood loss may occur as a result of the thermal injury
as well as due to the subsequent surgical management. Excision of burn wounds
mandates debridement down to viable bleeding tissue. There is further potential
blood loss from skin donor sites. As a result, significant amounts of blood can be
lost during surgical management [2]. Chronic blood loss due to iatrogenic factors,
such as phlebotomy, minor procedures, and dressing changes, are also likely to
contribute to the persistent and delayed anemia that characterizes major burns [2,
6].

An additional form of acute blood loss anemia is postulated to occur as a direct
result of the thermal injury with subsequent accelerated erythrocyte destruction [7–
9]. There is evidence that heating of erythrocytes directly to 50 °C, then performing
an autologous transfusion leads to alterations in the red cell morphology resulting
in a significant reduction in the erythrocyte half-life [7].

Aside from the direct thermal damage to the red cells, there appears to be a pro-
cess of active red cell lysis in burn patients [8]. Loebl et al. demonstrated this
process by transfusing red blood cells derived from healthy volunteers into pa-
tients with severe thermal injuries, which led to a significantly shortened lifespan
of the transfused cells [8]. The pathophysiology of this was investigated in a rodent
model that appeared to demonstrate complement-mediated intravascular hemolysis
in response to thermal injury [9]. There appears to be burn-induced complement
stimulation of neutrophil free radical production, although additional proposed pro-
cesses include C5b-9 mediated membrane attack complex lysis or C3b-mediated
opsonization and erythrocyte sequestration in the reticuloendothelial system [9].
A small case series also demonstrated similar early intravascular hemolysis in hu-
man burns patients [10]. The magnitude of these early effects may be insufficient to
warrant red blood cell transfusion in the first few days post-injury, as highlighted by
Palmieri et al. who demonstrated that the average timing of first transfusion among
burn patients was five days post-admission [4].

Burn patients are also particularly prone to anemia of critical illness as a result
of the prolonged duration of hemodynamic and metabolic stress associated with
a major burn injury [6]. This delayed anemia is not specifically related to surgical
debridement, may occur well into the phase of wound healing, and appears to be
responsible for a significant number of transfusions in severely burned patients [4,
6]. Based on our understanding of anemia of critical illness in general intensive care
unit (ICU) patients, shortened red cell lifespan, red cell loss, and diminished red cell
production are all contributing factors [11].

Blunted erythropoiesis seen in burn patients is likely secondary to systemic in-
flammation and nutritional deficiencies. Circulating cytokines, including interleukin
(IL)-1, IL-6 and tumor necrosis factor (TNF)-˛, contribute to anemia via reduced



362 A. Holley et al.

transcription of the erythropoietin gene and inhibited erythropoietin production,
a direct effect on erythroid progenitor cells to inhibit red blood cell production,
and by their effect on iron metabolism via upregulation of hepcidin, which impairs
duodenal iron absorption and macrophage release of iron [11]. It is known that se-
vere burn injury leads to a ‘hyper-inflammatory’ state, with a similar pattern of
circulating proinflammatory cytokines [12] and it is, therefore, likely that severe
burn injury contributes to impaired red cell formation via the above mechanisms
[11, 13].

The specific role that nutritional deficiencies play in impaired erythropoiesis in
the critically ill is not entirely clear [13] although one study demonstrated that up
to 13% of patients can have deficiencies that may contribute (9% iron deficient, 2%
folate deficient, 2% B12 deficient) [14].

The link between burn injuries and the blunted erythropoiesis of critical ill-
ness is highlighted by the work of Wallner et al. [15, 16]. Autopsy studies have
demonstrated a reduced percentage of erythroblasts, yet preserved numbers of gran-
ulocytes and megakaryocytes in the bone marrow of patents who died of burn injury
when compared with controls, indicative of retarded red cell production [15]. An
elegant murine model has also demonstrated severely blunted erythropoiesis in the
bone marrow of burned mice, with evidence of markedly depleted erythroid stem
cells. This effect was most pronounced at day 21, and persisted for as long as
40 days, highlighting the delayed and persistent nature of the anemia related to
burn injuries [16].

Mechanism of Coagulopathy in Burn Patients

The exact pathophysiology of the entity we refer to as burn-induced coagulopathy
remains relatively undefined, although is likely to share common mechanisms with
acute traumatic coagulopathy (Fig. 2). Acute traumatic coagulopathy is now a well-
recognized phenomenon, commonly present on admission to hospital prior to resus-
citation and is associatedwith subsequent organ dysfunction,mortality and increased
transfusion requirement [3, 17–20]. The pathophysiology of this entity is multifac-
torial, with contributions from a consumptive coagulopathy, systemic endogenous
anticoagulants, such as activated protein C, and enhanced fibrinolysis [19, 20].

Tissue injury due to trauma or burns leads to subendothelial tissue factor expo-
sure, and localized coagulation and platelet activation [20]. This sequence of events,
combined with widespread cellular hypoperfusion and circulating proinflamma-
tory cytokines disrupts both the pro- and anticoagulant pathways and contributes
to widespread coagulation system dysfunction [3, 18, 21]. It is well recognized that
the severity of coagulopathy correlates with the severity of the burn injury as well as
the serum lactate, providing further evidence that the coagulopathy can be attributed
to direct endothelial injury and hypoperfusion respectively [3]. A contribution from
either localized coagulation factor consumption or the subsequent development of
disseminated intravascular coagulopathy (DIC) may also provide a plausible ex-
planation. Inflammation associated with major burns leads to early and widespread
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coagulation system activation, consumption of endogenous coagulation factors, and
enhanced fibrinolytic activity [22]. Two studies, in particular, illustrate this concept.
A small case series by King et al. demonstrated a hypercoagulable state proportional
to the size of the burn up to 40% total body surface are (TBSA), after which point
a hypocoagulable state developed as fibrinolysis exceeded thrombosis, as measured
by high D-dimer titers [23]. Garcia-Avello et al. also demonstrated marked con-
current hypercoagulability and hyperfibrinolysis, and also demonstrated that the
severity of this effect was related to the extent of the burn and correlated with organ
failure and poor prognosis [24].

An additional mechanism contributing to burn-induced coagulopathy relates to
circulating systemic anticoagulants, such as activated protein C, as well as hyper-
fibrinolysis due to dysregulated tissue plasminogen activator [19, 20].

Tissue injury and endothelial activation enhances thrombin-thrombomodulin
binding, which accelerates protein C activation [25]. A systemic anticoagulation
effect can ultimately develop via this mechanism, as activation of protein C con-
tributes to inactivation of coagulation factors Va and VIIIa [19]. This endothelial
activation is actively triggered by inflammatory cytokines such as TNF and IL-
1 [20], which are present in increased concentrations in patients with large burns
[21]. Exaggerated fibrinolysis also occurs in this setting, as thrombin, produced
as a result of tissue injury, as well as circulating catecholamines and vasopressin
are associated with systemic illness and contribute to increased production of en-
dogenous tissue plasminogen activator (t-PA) and subsequent fibrinolysis [20].
Abnormal inhibition of t-PA may further contribute to exaggerated fibrinolysis, as
activated protein C consumes the serine protease plasminogen activator inhibitor-1,
which typically has a regulatory effect on t-PA [19].

The impact of dilutional coagulopathy in severe burns should not be underes-
timated. Hemodilution in the setting of burns occurs due to fluid shifts from the
interstitial compartment to the vascular compartment in response to changed Star-
ling forces, as well as potentially large volumes of exogenous resuscitation fluid
administration [20]. A large retrospective analysis interrogating the German Trauma
Registry demonstrated a positive correlation between the amount of intravenous
fluid administered and the incidence of coagulopathy in trauma patients [26]. One
recent study on patients with major burns presenting to a tertiary burns referral
center similarly demonstrated an association between the presence of coagulopa-
thy and the volume of intravenous fluid administered [17]. This study interestingly
observed that the majority of patients did not present with an established coagulopa-
thy, but rather developed a coagulopathy within 24 h of presentation, suggesting the
underlying mechanism is not identical to the acute coagulopathy of trauma and that
dilutional coagulopathy, in the setting of large volume resuscitation, may be a sig-
nificant contributing factor [17].

The presence of hypothermia, either due to heat loss from damaged tissue, or as
a result of aggressive fluid resuscitation, may also exacerbate coagulopathy [18].
In vitro studies suggest that this is predominately due to impaired platelet func-
tion, although impaired clotting enzyme function becomes apparent in moderate
hypothermia with core temperatures below 33 °C [27].
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Mechanism of Thrombocytopenia of Burn Patients

Thrombocytopenia is a common finding in burn patients. The predominant mech-
anism for this finding is probably platelet consumption in the setting of activation
of the coagulation cascade, with a possible contribution from dilution from resusci-
tation fluids, bone marrow suppression from critical illness, or exposure to certain
medications such as heparin [28]. A distinct pattern of thrombocytopenia has been
observed following a burn injury, with a nadir at day 3, followed by a return to nor-
mal value and subsequent thrombocytosis at day 15. Although the effect that this
thrombocytopenia has on bleeding is unclear, a large retrospective observational
study demonstrated that a low thrombocyte trough was predictive for mortality [29].

Current Evidence and Practice

Despite the well-recognized anemia and coagulopathy associated with thermal in-
jury there is a remarkable paucity of information in the medical literature to guide
therapy.

There is no high quality evidence to guide clinical practice in acute burn transfu-
sion care. The majority of evidence derives from retrospective observational studies
[5]. Significantly, there are no specific recommendations for transfusion practice in
burn patients in the European Transfusion Guidelines [30], The Canadian National
Advisory Committee on Blood and Blood Products [31] or the Australian National
Blood Authority guidelines [32].

Several studies have attempted to quantify the frequency and volume of blood
product transfusion in burns patients (Table 1). A universal finding is that transfu-
sion requirement is significant, and consistently related to size and severity of the
burn [4, 33–37]. The largest of these studies demonstrated that patients with > 20%
TBSA burn received 13.7 units on average during their admission, whereas those
with > 50% TBSA burn received more than 30 units during their admission [4].
There may be a developing trend in burn centers to transfuse to lower hemoglobin
targets than in previous years, likely as a result of evidence in favor of restrictive
transfusion targets for general ICU patients [1].

There is substantial evidence from large multicenter transfusion trials in favor
of a restrictive red cell transfusion strategy demonstrating a mortality benefit. It is
important however to note that burn patients were specifically excluded from these
studies [38, 39]. A large retrospective multicenter cohort study conducted in the
USA and Canada, specifically looking at transfusions in burn patients (outside of
the operating room) showed that, on average, a transfusion trigger greater than 9 g/dl
was employed although there existed substantial variation among the institutions.
Importantly, this study also demonstrated that increasing mortality was related to
the number of blood transfusions, even when corrected for the severity of the burns
[4]. A single center observational study compared outcomes after adopting a re-
strictive transfusion trigger of 7 g/dl among their burn patients and this study also
demonstrated significantly better mortality outcomes in its restrictive group, when
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Table 1 Burn transfusion literature

Author Year Patients Study Transfusion rates per
admission

Patient outcomes

Graves
[33]

1989 594 Retrospective
analysis

Mean 19.7 transfu-
sions/patient/admission

Significant correla-
tion between number
of transfusions and
infection

Yogore
[34]

2006 1,615
admitted
180
trans-
fused

Retrospective
analysis

< 10% TBSA: 4 units
11–19% TBSA:
8 units
20–40% TBSA:
12 units
> 40% TBSA: 20 units

Morbidity/mortality
outcomes not assessed

Palmieri
[4]

2006 666 Multicenter
retrospective
cohort analysis

79% of patients with
burns > 20% TBSA
received RBCs
Mean units per patient
> 20% TBSA:
13.7 units
> 50% TBSA:
> 30 units

Number of transfu-
sions associated with
mortality.
Number of transfu-
sions associated with
infection

Kwan
[40]

2006 172 Retrospective
analysis

Transfusion triggers:
Liberal group: 9.2 g/dl
Restrictive group:
7 g/dl

30-day mortality and
overall in-hospital
mortality lower in the
restrictive group

Jeschke
[42]

2007 277
pediatric
patients

Retrospective
cohort study

Stratified into high
(> 20 units) and low
(< 20 units) blood
transfusion groups

Pediatric patients with
60% TBSA burns and
concomitant inhalation
injury more likely to
develop sepsis if given
high amounts of blood
products

Boral
[41]

2009 1,615 Retrospective
analysis

Mean units among
patients with comor-
bidities:
– who required graft-
ing: 12 units RBC,
19 units FFP, 19 doses
of platelets
– who did not require
grafting: 5 units RBC,
8 units FFP, 13 doses
of platelets

5× mortality in trans-
fused patients with
comorbidities than in
non-transfused group.
Patients with comor-
bidities more likely to
be transfused in the
< 20% TBSA group

Fuzay-
lov [37]

2015 928 Multicenter
retrospective
study

30.5% of transfusions
were given in patients
with TBSA < 10%
All patients (regardless
of TBSA) transfused
to a hemoglobin target
of close to 9 g/dl

Not specifically
assessed
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Table 1 (Continued)

Author Year Patients Study Transfusion rates per
admission

Patient outcomes

Wu [35] 2016 133 Retrospective
analysis

97.7% of patients
with > 40% TBSA
burns received blood
products.
Median 19 units of
RBCs and 28.5 units
of plasma per patient

Factors associated
with significantly in-
creased consumption
of RBCs: age, total
TBSA, full thickness
TBSA, coagulopa-
thy, patient transfer,
tracheostomy, es-
charotomy, number of
operations

Koljonen
[36]

2016 558 Retrospective
analysis of
registry data

180 pts received RBC
transfusions. Mean
12.6 units per patient

Association between
transfusions and mor-
tality

TBSA: total body surface area; RBC: red blood cell; FFP: fresh frozen plasma

compared to the unit’s previous practice of transfusing to higher targets (9.2 g/dl
in this study) [40]. There is a suggestion that transfusions in patients with smaller
burns, or those in patients without comorbidities are also associated with higher
mortality [41].

Multiple potential harmful effects of blood transfusions are well recognized and
there is specific evidence among the burns population that the risk of infection is
increased, probably secondary to an immunomodulatory effect [4, 34]. Palmieri
et al. remarkably demonstrated that the patient’s risk of infection increased by 13%
per unit of blood transfused [4]. There exists compelling evidence in the pediatric
population that the risk of sepsis is increased by the number of transfusion events
[42].

In regard to coagulopathy, specific recommendations are also lacking. Ratio-
nal prescription of blood products, including fresh frozen plasma (FFP), should
possibly be best guided by functional tests, such as rotational thromboelastometry
(ROTEM), where available. This approach may provide more reliable and clinically
relevant information than traditional measures, such as prothrombin time or partial
thromboplastin time [43]. Other pharmacological agents targeting hemostasis are
also available. Recombinant factor VIIa has been successful in case reports [44] al-
though, overall, its efficacy remains unproven and it is associated with an increased
risk of thrombotic arterial events [45].

Prothrombin complex concentrate (PCC) can be considered as an adjunct in the
resuscitation of trauma patients who require massive transfusion, although its use
has not been thoroughly evaluated outside of vitamin K antagonist-associated coag-
ulopathy, let alone burn patients [46]. The anti-fibrinolytic agent, tranexamic acid,
has been demonstrated to improve mortality in trauma patients with, or at risk of,
significant bleeding [47] although evidence for its use in patients with coagulopathy
associated with burns is lacking [48].
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Table 2 Suggested trigger thresholds for transfusion

Product Stable patient Actively bleed-
ing patient

Neuroaxial/ocular
or risk of neuroaxial
bleeding

Pre-surgery

Packed red blood
cells

Target Hb
� 7 g/dl

Target Hb
� 10 g/dl

Target Hb � 8 g/dl Target Hb
� 9 g/dl

Fresh frozen
plasma

Target INR
� 2.5

Target INR � 2 Target INR � 1.5 Target INR � 2

Platelets Target platelets
� 30 × 109/l

Target platelets
� 50 × 109/l

Target platelets
� 100 × 109/l

Target platelets
� 50 × 109/l

Cryoprecipitate Target INR
� 2.5 or aPTT
� 60 s

Target INR � 2
or aPTT � 50 s

Target INR � 1.5 or
aPTT � 45 s

Target INR � 2
or aPTT � 50 s

Hb: hemoglobin; INR: International Normalized Ratio; aPTT: activated partial thromboplastin
time

We suggest normalization of coagulopathy in burns patients as a potential ther-
apeutic target, given the association between burns coagulopathy and mortality.
However practice among burns units both nationally and internationally remains
diverse [19].

Our Recommendations

It is important that well designed studies are undertaken to better inform our trans-
fusion practice in the thermal injury population. Ideally, national transfusion guide-
lines and Burn Societies should promulgate this information. Until then, general
preventative measures are reasonable, including prevention of hypoperfusion via
adequate fluid resuscitation and avoidance of hypothermia. Also important is em-
ploying strategies to minimize blood loss, including rationalization of blood tests,
venesecting smaller volume samples, meticulous surgical technique in early wound
debridement, the use of minimally invasive surgical procedures and the use of topi-
cal hemostatic techniques [1, 2]. Until further evidence is available, we suggest the
‘trigger thresholds’ shown in Table 2. While high quality evidence is lacking, this
would appear to provide a rational approach in the interim.

Conclusion

Anemia and coagulopathy in patients with severe burns is a common, yet incom-
pletely understood process. Contributing factors to anemia include blood loss, direct
thermal injury and impaired erythropoiesis, and factors implicated in coagulopathy
include consumption of procoagulant factors, endogenous anticoagulants, dilutional
effects, and hypothermia; each of these represents a potential preventative treatment
target. There is evidence in burn patients that the presence of coagulopathy is asso-
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ciated with higher mortality, whereas this is less evident with anemia, which can be
managed with more restrictive transfusion targets, although evidence from multi-
center randomized controlled trials to guide practice is lacking. Although a strategy
of rational blood product use seems logical, there are no clear, established guide-
lines from national blood authorities to guide blood utilization practices in the
management of burns patients, and current practice remains diverse.
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Bridging the Translational Gap: The Challenges
of Novel DrugDevelopment in Critical Care

S. Lambden and C. Summers

Introduction

During the last 30 years, intensive care medicine has seen a progressive improve-
ment in patient outcomes [1], which has largely been achieved through reductions
in iatrogenic injury associated with interventions such as fluid therapy [2] and inva-
sive mechanical ventilation [3]. Over this time, numerous therapeutic agents have
been examined in large randomized controlled trials, involving tens of thousands
of patients and costing many millions of dollars. Of those agents, none has been
shown to improve survival in patients with sepsis, and both of the agents that were
licensed for use in sepsis, HA-1A [4] and activated protein-C [5], have subsequently
been withdrawn amid concerns regarding efficacy and safety. Table 1 summarizes
the phase III trials of novel therapeutics undertaken in sepsis and their outcomes
since 1990.

Sepsis remains a syndrome that is associated with a huge healthcare, social and
economic burden, which results in the loss of an estimated 5.3 million lives world-
wide every year [6]. Demand for therapeutic intervention remains considerable, and
in developing new treatments careful consideration must be given to each stage of
the drug development pathway in order to maximize the likelihood of success. In
this chapter, we will address each stage of the drug development pathway – basic
science, animal models and clinical studies – and, using examples from the field,
consider how study design could be optimized to maximize the likelihood of the
next generation of therapies being successful.
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Table 1 Selection of completed phase III trials of novel therapeutic agents in sepsis

Study Date Intervention Outcome Reference
CHESS 1994 HA-1A (monoclonal antibody

binding to LPS)
No effect [45]

Opal et al. 1997 Anakinra (recombinant human
IL-1ra)

No effect [46]

NORASEPT II 1998 BAYX-1351 (TNF specific
monoclonal antibody)

No effect [36]

Angus et al. 2000 E5 (monoclonal antibody binding
to LPS)

No effect [47]

MONARCS 2001 Afelimomab (fragment of TNF
specific monoclonal antibody)

Benefit [37]

PROWESS 2001 Drotrecogin alfa (activated pro-
tein C)

Benefit [38]

OPTIMIST 2003 Tifacogin (recombinant human
tissue factor pathway inhibitor)

No effect [48]

Opal et al. 2004 Pafase (recombinant human
platelet-activating factor acetyl-
hydrolase)

No effect [49]

Lopez et al. 2004 546C88 (inhibitor of nitric oxide
synthase)

Harm [7]

PROWESS-
SHOCK

2012 Drotrecogin alfa (activated pro-
tein C)

No effect [5]

ACCESS 2013 Eritoran (TLR4 antagonist) No effect [19]
OASIS 2015 Talactoferrin (recombinant

human lactoferrin)
Possible
harm

[50]

TNF: tumor necrosis factor; TLR: Toll-like receptor; LPS: lipopolysaccharide; IL-1ra: interleukin-
1 receptor antagonist

Building on Basic Science: Understanding the Pathway Is Crucial
to Therapeutic Plausibility

Understanding ‘On-Target’ Effects

One of the main challenges that must be considered when developing a new ther-
apeutic agent is the detailed understanding of the pathway that is to be targeted.
Sepsis is a multisystem disorder with complex pathophysiological responses, some
essential to mounting an appropriate response, others deleterious. As much as the
avoidance of unexpected off-target effects is a critical part of drug design, a com-
prehensive understanding of the biology may help to avoid unwanted ‘on target’
effects. An example of this is the development of the therapeutic inhibitor of nitric
oxide synthase (NOS), L-NMMA (546C88®) [7]. NO was only definitively iden-
tified in 1987, although its actions had been recognized for over a century. The
discovery of the enzymatic system that synthesizes NO, the NOS, and their role
in sepsis-induced vasodilatation led to considerable interest in modulation of this
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pathway as a potential therapy. Within just 10 years of its discovery, a phase III trial
of a global inhibitor of NOS activity in septic shock was underway. As predicted,
546C88 had a significant impact on systemic vascular resistance, unfortunately it
was also associated with increased mortality [7]. Over succeeding years, as under-
standing of the biology of NO synthesis has evolved, it has become clear that in
addition to modulating the synthesis of NO in the vasculature, NO plays a dynamic
role in a diverse range of tissues. As a result, global inhibition of NOS activity leads
to impaired cardiac and immune cell responses to infection that are critical to an ap-
propriate response to infection [8]. Detailed understanding of the biological system
offers the opportunity to develop compounds that target elements of a pathway that
are harmful, whilst leaving appropriate responses unimpaired. In the case of NO,
it has become possible to target excessive vascular NO synthesis without causing
unwanted immune and cardiac dysfunction [9].

Human Target Validation

An alternative approach to discovery of potential therapeutic targets is through the
identification of potentially important pathways in human studies, and then develop-
ing modulatory agents which may be experimentally tested. This approach typically
relies on studies of genetic polymorphisms in critically ill populations to identify
pathways in which a change in function mediated by genetic predisposition con-
fers a protective or deleterious effect. An example of this approach comes from the
development of PCSK9 inhibitors as a potential therapeutic agent in sepsis. Walley
et al. [10] used data from two clinical cohorts to demonstrate that loss of function of
the PCSK9 gene, caused by the presence of a number of polymorphisms, was asso-
ciated with improved sepsis survival, whereas gain of function in the same gene was
associated with an increased risk of death from septic shock. This offered valuable
human target validation that the improvement in survival observed in septic animals
treated with a PSCK9 inhibitor may be conserved across species.

Animal Models of Sepsis: Matching Experiments
to the Clinical Paradigm

Bridging the gap from basic science to clinical utility necessitates the use of whole
animal models to explore the therapeutic potential and safety of new drugs. The fail-
ure in human clinical trials of many compounds previously shown to be efficacious
in animal models has led to concern regarding whether it is possible to reproduce
the apparent benefits seen in pre-clinical models of disease in human clinical stud-
ies. A number of features of conventional animal models of sepsis may limit their
potential for translation into therapeutic efficacy, including choice of species, type
of infective stimulus, the timing of administration of the therapeutic intervention,
and the impact of other therapies upon the treatment response.
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Mammalian Models of Sepsis: Animal Selection

The animals most commonly employed in pre-clinical studies of septic shock ther-
apies are rodents, which have been extensively used as a model of the response
to infection. A number of techniques are available to induce infection, and it is
possible to monitor the hemodynamic response in real time, as well as to deliver
conventional therapies in order to understand both the evolution of the septic re-
sponse and the impact of treatment. Concern has been expressed for some time that
there are significant inter-species differences in the physiological responses to in-
fection, which may reduce the ability to translate observations made in rodents to
humans with sepsis. In particular, it has been established for some time that the im-
mune response of the mouse differs both in profile and systemic impact to that of
humans; for example, murine monocyte NO production may be one or two orders of
magnitude greater than in the equivalent cell type in humans [11]. Hence, therapies
targeting the NO pathway may have a different magnitude of effect across the two
species, and beneficial effects seen in the mouse may not be reproduced in humans.

In addition to specific differences in certain parts of the immune response, in
a landmark paper, Seok et al. explored the genomic responses to burns, trauma
and endotoxemia in mice and humans, demonstrating that there was an almost to-
tal absence of correlation between the human and murine responses to endotoxin
administration [12]. This finding validated the observation that the murine physi-
ological response to infection differs significantly from the human response, with
hypothermia and a hibernation phenotype predominating in murine septic shock
[13]. By contrast, the rat demonstrates a hyperdynamic response to infection, with
cardiovascular failure only observed in the immediate period prior to death, a pat-
tern more consistent with the human clinical phenotype [14].

Careful consideration should therefore be given to the demonstration of thera-
peutic efficacy in a species other than mouse prior to progression to human sepsis
trials. Whilst relatively low cost and well established models will make mice a con-
tinued part of sepsis drug development, there is increasing use of larger mammals
to test therapeutic potential, rather than merely for the assessment of potential tox-
icity. Porcine and ovine models offer the ability to deliver complex critical care
interventions, including ventilation, sedation, fluids and vasopressor therapy, over
clinically relevant time periods [15]. In addition, use of these models means that
it is possible to undertake more invasive monitoring of cardiovascular parameters,
organ perfusion and treatment response than is possible in rodent studies.

There is recognition that a further limitation of traditional models is the use
of juvenile/young adult animals, which may be less representative of the clinical
population with sepsis, which is largely from an older age group. As a result, aging
animals for longer prior to experimentation is increasingly undertaken [16, 17].
Although the optimum age of animals included in these experimental models has
yet to be defined, and therapies have yet to be evaluated in this way, it may be
that this approach should be considered as a routine component of animal models
moving forward.
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Mammalian Models of Sepsis: The Septic Insult

The nature of the septic insult is an important determinant of the validity of an
animal model. Both the form and the timing of the chosen model of infection are
likely to be critical in determining the reproducibility of data in subsequent human
trials.

Two models of sepsis predominate in early trials of the efficacy of novel thera-
peutic agents: bacterial endotoxin (lipopolysaccharide [LPS]) and single live bacte-
rial injection. LPS is a product of the cell wall of Gram-negative bacteria and is not
a true infective stimulus. It delivers a specific Toll-like receptor 4 (TLR4) mediated
inflammatory stimulus, rather than the simultaneous activation of multiple path-
ways typically seen in microbial infections, and traditionally forms a major part of
efficacy studies of novel compounds [18].

The second most common model of infection used is a single injection of live
bacteria. The clinical pattern of severe infection is typically one of continuing ex-
posure to an infective and inflammatory stimulus for an often indeterminate period
until appropriate antimicrobial therapy and source control are delivered. This con-
trasts with a single injection of live bacteria in animal models, where the insult
delivers a sudden onset of profound bacteremia. This produces a severe model of
infection, but one that may not be representative of the clinical course of sepsis. An
example of this is in the development of E5564 (Eritoran®), a TLR4 antagonist that
ultimately showed no mortality benefit in a randomized controlled trial in patients
with severe sepsis [19]. Published pre-clinical models used LPS or a single bolus
of Gram-negative bacteria as the infection model [20]. Other examples of these ap-
proaches dominating pre-clinical development include the development phases of
interleukin-1 receptor antagonist (IL-1ra) therapy in sepsis [21] and Lenercept®, an
inhibitor of tumor necrosis factor (TNF) receptor-mediated inflammatory signaling
[22].

Alternative infective models are available, such as cecal ligation and puncture
(CLP) and intraperitoneal slurry administration [23, 24]. These produce a more het-
erogeneous response when compared to the injection of a single kind of bacteria;
however they offer a persistent polymicrobial infective source that drives pro- and
anti-inflammatory signaling in a manner consistent with a specific human disease
state. In addition to polymicrobial, largely Gram-negative infective models of fe-
cal peritonitis, there is increasing interest in the development of other techniques
that may recapitulate other common primary modes of infection. It is now possible
to model pneumonia with Gram-negative microorganisms, such as Pseudomonas
aeruginosa, Gram-positive organisms, such as Staphylococcus aureus, and a range
of viral stimuli [25, 26]. This may offer an additional route for the validation of
novel therapies, where increased confidence may be generated that the treatment
may have broad applicability through the use of different infection models. Alter-
natively, it may aid in the identification of patient populations likely to benefit from
therapy and facilitate clinical trial design.
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Mammalian Models of Sepsis: The Timing of Treatment Initiation

The timing of administration of the therapeutic agent being tested is also of rele-
vance when designing drug development studies. It is well established that the time
of presentation of patients with sepsis is highly variable, and it is rarely the case
that patients are identified at the moment of infection. One of the characteristics
of agents that have failed to demonstrate benefit in human clinical trials is that in
early phase studies the therapeutic tested has been administered either simultaneous
with, or even before, the induction of sepsis. This is of particular relevance in im-
munomodulatory therapies, where preventing the initial proinflammatory signaling
cascade may be an effective strategy in pre-clinical models. By contrast, in patient
populations, by the time a treatment is initiated a more complex interaction of pro-
and anti-inflammatory activation is usually well established, which may impair the
efficacy of these therapies. An example of this comes from the study of Eritoran®

in which pre- or simultaneous treatment models dominated the early-phase devel-
opment, and showed positive effects on survival. However, the first animal study of
Eritoran® in which the therapy was delayed until just one hour after the adminis-
tration of an infective insult showed that delay significantly reduced the beneficial
effects of therapy on outcome. This study was not published until after the human
phase II study in severe sepsis was already underway [27, 28]. Critical primate
trials of a number of agents have used simultaneous or pre-treatment models, in-
cluding Lenercept® [22] and activated protein C [29]. Given that the delivery of any
treatment for sepsis is determined largely by the development of clinical indices of
illness, some studies are now using the development of clinically relevant hemody-
namic compromise following the onset of sepsis to determine the timing of therapy
[9, 30]. This may better represent the clinical context in which these therapies would
be employed, and may improve the likelihood of successful translation.

Mammalian Models of Sepsis: The Use of Conventional Therapies
in Animal Studies

Critical care for the patient with severe sepsis or septic shock includes a broad array
of supportive therapies. The traditional model of drug development has used only
simple treatments, such as intermittent fluid boluses and in some cases antibiotic
therapy. However, mortality in these models is extremely high, and a therapy that
shows promise may not offer the same positive results in clinical practice, where
supportive therapies demonstrably reduce the risk of death. Therefore, animal mod-
els of sepsis that include the co-administration of clinically relevant treatments may
give greater insight into the therapeutic potential of agents. A number of approaches
exist to address this challenge, for example using a rat model in which a tether
can be implanted facilitating continuous central venous and arterial monitoring.
Through this it is possible to deliver titratable infusions of fluids and vasopressors
to maintain blood pressure in polymicrobial septic shock [9]. In larger mammals,
more complex strategies can be employed. In their study of angiotensin II therapy



Bridging the Translational Gap: The Challenges of Novel Drug Development 381

in sepsis, Correa et al. used a delayed treatment model in ventilated pigs. In their
experiments, designed to reflect the clinical time course, the therapeutic interven-
tion followed the onset of fecal peritonitis by 12 h, and included both appropriate
fluid resuscitation and either norepinephrine or angiotensin II targeted to maintain
blood pressure [15].

There has been considerable progress in the development of animal models that
more closely represent the clinical course of sepsis. These models are costly, techni-
cally demanding, and more time consuming than some more traditional models, but
may offer increased confidence that a compound may have clinical utility. In the fu-
ture, these approaches may form part of the novel drug development pathway after
initial rodent models have proved promising. However, until a model is developed
in which outcomes correlate with those seen in human trial populations, questions
will continue to be asked about the validity of animal studies in this area.

Clinical Trial Design

Sepsis Definitions

Sepsis has recently been defined as the “life-threatening organ dysfunction caused
by a dysregulated host response to infection” [31]. This definition represents pa-
tients presenting with a clinical syndrome associated with an increased risk of death
from an invading pathogen; however, within it falls the impact of a broad range of
organisms, sites of infection and host responses. This, coupled with the observa-
tion that the application of the definition of sepsis in clinical trials is variable [1],
means that populations recruited into clinical trials are diverse. Whilst this con-
fers the advantage that findings from these trials may be applicable to a range of
clinical cohorts, there is also a risk that subgroups of patients within the trial may
experience benefit, but that this signal may be lost amongst the noise generated by
a heterogeneous population.

Clinical Trial Enrichment

The challenge of identifying appropriate patient populations may be addressed
through ‘enrichment’ of inclusion criteria. This may include selection of patients
with a specific illness severity, or the use of biomarkers to identify a target popula-
tion.

Retrospective analysis of clinical cohorts has suggested that patients with
a higher risk of death, as opposed to the whole patient population that meet the
definition of sepsis, may benefit from specific therapies [32]. This is not true in
all cases, but the recruitment of more severely ill populations with a higher risk
of death may be a valuable approach in drug trials in this area. Caution must be
employed, however, as setting too high a threshold of illness severity could lead to
the selection of patients for whom no therapy will be effective [33].
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An alternative to using clinical indices as the sole inclusion criteria for patients
with septic shock is the use of biomarker driven approaches to recruitment. Whilst
no tool exists that will detect sepsis in an infected patient cohort with perfect sen-
sitivity and specificity, a number of assays have offered promise in this area [34,
35]. Of these, procalcitonin (PCT) is the best studied [35], and although an imper-
fect discriminator, may alone or in combination with other tools make it possible to
identify patients suitable for clinical trials of novel agents. For this approach to be
effective, rapid or point-of-care testing must be available to facilitate timely study
recruitment.

In addition to the identification of patients with sepsis, biomarkers may allow the
identification of subgroups who may benefit from a specific therapy. For example,
TNF-˛ release is a common feature of sepsis pathophysiology and levels of TNF-˛
expression in the plasma have been associated with poor outcome. However, obser-
vational data from clinical cohorts suggest that increased TNF-˛ is not a universal
feature of severe disease, with a proportion of patients showing no elevation at any
stage of the disease course. This suggests that there may be some patients in whom
an anti-TNF therapy may be beneficial, and others in whom it may have little ef-
fect. This variability in response is one of the potential explanations for a number
of therapies targeting this pathway proving unsuccessful [36]. It is also important to
note that using a biomarker of this kind to guide therapy is only a valid approach if
it represents both the true activity of the pathway in the target tissue and also a clin-
ically important target. An example of a potentially successful use of this approach
comes from the phase III MONARCS trial of a novel anti-TNF therapy. A rapid
assay of IL-6 levels was undertaken and patients stratified according to the result.
The a priori primary analysis of this trial was of the group of patients with high
plasma IL-6 concentrations, and after adjustment this study showed a statistically
significant improvement in 28-day mortality following treatment [37]. A number of
factors have led to this treatment not becoming a standard of care; however, it did
demonstrate that biomarker-driven selection of patients is feasible and may offer
advantages in therapeutic trials.

A further use of robust biomarkers of therapeutic effect is in the duration of treat-
ment. The duration of most drug courses used in clinical trials of novel therapies is
determined during the course of pre-clinical and early phase dose finding studies.
This approach has led to a standard duration of therapy being the norm in phase III
trials of new drugs [38]. Future therapies may use readily measurable markers of
target engagement to determine individualized durations of therapy, which may of-
fer either improved efficacy or a lower toxicity profile.

Alternative Study Designs: The Choice of Primary Outcome

Opportunities to change the design of clinical trials to offer an increased chance of
successful translation can be broadly divided into the choice of clinical outcome,
and the design of the trial itself. The gold standard primary outcome in clinical
trials of novel therapeutic agents undertaken to date has been a change in 28-day
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or 90-day mortality, with many trials aiming to detect a 5–10% reduction in abso-
lute mortality following treatment, compared to placebo treated patients. It is now
well established, despite the absence of a therapy that increases survival in sepsis,
that improvements in supportive care have led to a reduction in sepsis mortality to
around 20% (from more than 30% a decade ago [1]). This means that to demon-
strate efficacy, a new agent must achieve at least a 25% relative reduction in the
risk of death. This may be a difficult goal to achieve given the illness severity of
this population, and so two alternatives approaches are possible. The first is to ac-
cept a less dramatic improvement in mortality, although designing studies to detect
very subtle treatment effects is challenging and may require both increased sam-
ple size and narrower inclusion criteria. An alternative is to consider other clinical
outcomes that are important both to the patient and the clinician. Recent work has
confirmed that many patients view persistent disability as an outcome they con-
sider worse than death [39], and so composite outcomes including measures of
disability/function and overall mortality may provide a greater insight into the effi-
cacy of a novel therapy. In their published analysis plan for The Augmented versus
Routine approach to Giving Energy Trial (TARGET) by the Australian and New
Zealand Intensive Care Society Clinical Trials Group, Iwahsyna and Deane have
proposed a novel approach to analysis of a 4,000 patient randomized controlled
trial of enteral feeding approaches in ventilated patients on the intensive care unit
(ICU) [40]. In addition to the primary outcome of a reduction in absolute mor-
tality at 90 days, the study will pilot individualized outcomes in this clinical trial
population. By determining the functional status of patients prior to the develop-
ment of illness, and allocating them to one of eight categories, the trial will explore
whether the intervention is more effective at returning each patient to a category-
specific endpoint assessment of function. This may offer a new strategy for measur-
ing outcome, in which returning patients to their pre-morbid state is the therapeutic
target.

In addition to patient-centered outcomes, the impact of a novel therapy on the
overall length of stay in the ICU or number of supportive therapies patients require
may be a clinically relevant outcome for clinicians and patients. Given the extremely
high costs of delivering critical care, a treatment that is safe and reduces duration of
ventilation, length of ICU stay or requirement for renal replacement therapy may be
recommended on a health economic basis. For example, the recent Vasopressin vs
Norepinephrine as Initial Therapy in Septic Shock (VANISH) trial suggested that
although the use of vasopressin as a first line agent did not lead to improvements in
the primary composite outcome of kidney failure free days, it did report a significant
reduction in the requirement for hemofiltration [41]. This may make vasopressin
a potential first line therapy on the grounds that it will provide a net saving on the
cost of an ICU admission, a question that remains to be definitively answered.
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Alternative Study Designs: The Design of Clinical Trials

The design of clinical trials in critical care has focused on the traditional randomized
controlled trial, in which patients with a broad range of disease are recruited and
randomized to receive either the novel therapy or placebo. To date, this approach
has not proven successful, and there is now considerable interest in adaptive trial
designs as an alternative, which can facilitate more efficient dose response studies,
and also potentially improve the conduct, patient selection and recruitment of late
stage clinical trials. Adaptive designs are now increasingly used in randomized trials
in other areas of medicine [42].

Efficacy trials with an adaptive design can be divided into two categories, ‘re-
sponse adapting’ and sample size modifying trials [43]. In essence, the response
adapting trial relies on Bayesian approaches in which at the beginning of a trial,
multiple treatment or patient selection arms begin simultaneously, and the assump-
tions regarding outcomes and target populations can be modified at interim analysis
as the study continues (Fig. 1). Following interim review of the data, recruitment
of patients to arms of the study that show no benefit for a particular group or from
a specific therapy can be stopped, and randomization tools revised to exclude that
arm from recruitment to the study. Through this technique and repeated interim
analysis, trial design becomes dynamic with changes in patient selection and end
point possible in the context of the available data. The second type of adaptive de-
sign acknowledges the challenge of sample size calculation in clinical trials. This is
often an issue, and a number of recent clinical trials in critical care have produced
results that – had they been adequately powered – may have suggested clinically
important benefits [44]. However, these trials were undersized in terms of recruit-
ment due to sample size calculations that were made on the basis of pilot data from

Interim
analysis 1

Trial group B

Trial group C

Trial group A

Trial group D

Trial group B

Trial group D

Trial group B

Trial group D

Interim
analysis 2

Study
complete

Fig. 1 Adaptive clinical trial design. This image depicts the stylized course of an adaptive ran-
domized clinical trial of a novel therapeutic agent involving four groups. At the first interim
analysis, groups A and C display no evidence of improved outcome and randomization is focused
on groups B and D. At the second interim analysis, a signal to benefit is seen for treatment over
control, sample size calculations are repeated and additional recruitment undertaken prior to study
completion and final analysis
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small preliminary studies. By recalculating sample size at interim analysis, it is
possible to recruit more patients if the study appears underpowered, but also stop
a study if an experimental therapy proves unsuccessful. Adaptive trial designs can
potentially offer insights into the effectiveness or otherwise of a therapy, and also
explore simultaneously which subgroups of patients benefit most, more rapidly than
in traditional randomized trials. Limitations may include dependence on surrogates
for outcome at the interim stage, which may not correlate strongly with the primary
outcome at the final analysis, and issues regarding the traditional tools available for
the interpretation of results. If these issues are addressed, critical care may be well
suited to the conduct of this kind of trial.

Conclusion

In summary, the search for a therapeutic agent that improves survival in the critically
ill septic patient has to date proven unsuccessful, and there must be a limit to how
far improvements in supportive care delivery will be able to reduce mortality. Basic
science is identifying novel pathways and exciting potential therapeutic avenues
for the treatment of life-threatening infection on a regular basis. As we enter an
era of burgeoning antimicrobial resistance, the development and validation of novel
supportive therapies will become increasingly important.

Moving forward, clinicians and academics must recognize that there are con-
siderable challenges to the creation of therapies at each stage of the development
pathway, and that traditional approaches have so far led to failure. As new agents
become available for pre-clinical and clinical evaluation, consideration should be
given to the following in order to increase the likelihood of successfully bringing
a novel agent into clinical use:

� Consider exploring genetic studies for human target validation in the early phase
of drug development.

� Explore the use of clinically relevant rodent models, including advanced models
of infection, and the co-administration of conventional therapies as part of the
pre-clinical development process.

� Explore the use of animals with comorbid illness or advanced age to more closely
represent the clinical population that will be treated.

� Consider efficacy studies in non-rodent species prior to progression to human
trials.

� Use biomarker/physiology-driven recruitment to select patient populations most
likely to benefit from a specific novel intervention.

� Consider alternative patient-centered outcomes as a primary endpoint of treat-
ment efficacy.

� Identify trials where novel adaptive designs may facilitate identification of target
populations and exploration of the impact of combination therapies.
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Medicating Patients During Extracorporeal
Membrane Oxygenation: The Evidence is
Building

A. L. Dzierba, D. Abrams, and D. Brodie

Introduction

Extracorporeal membrane oxygenation (ECMO), which can support gas exchange
or hemodynamics in patients with severe respiratory or cardiac failure, has demon-
strated considerable evolution over the last decade [1], with a steady rise since 2009
in the number of ECMO-treated patients and number of centers providing ECMO
support [2, 3]. With more adult patients being placed on ECMO support, there is an
increased need to understand the complex changes in drug pharmacokinetics and
pharmacodynamics that occur with the addition of an ECMO circuit to the manage-
ment of a critically ill patient.

The relationship between the dose of a drug and the elicited response may be al-
tered in critically ill patients as a result of pharmacokinetic and pharmacodynamic
changes [4]. The use of extracorporeal mechanical support, such as ECMO, can fur-
ther increase the variability of pharmacokinetic alterations [5]. Therefore, the com-
bination of critical illness and ECMO presents considerable challenges to providing
optimal pharmacotherapy. The ability to anticipate alterations in pharmacokinetics
and pharmacodynamics in this patient population is essential for providing an in-
dividualized therapeutic plan that maximizes therapeutic benefit while minimizing
potential toxicity.

Despite improvements in extracorporeal technology and resurgence in its use in
respiratory and cardiac failure, there remains a paucity of data on pharmacotherapy
in patients receiving ECMO. This chapter summarizes our current understanding
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of the effects of ECMO on the pharmacokinetics and pharmacodynamics of several
drug classes commonly used to manage these critically ill patients.

The Effect of Critical Illness and ECMO on Pharmacokinetics

Pharmacokinetics encompasses the absorption, distribution, metabolism and elim-
ination of a drug, ultimately influencing the concentration at the targeted site of
action. In contrast, pharmacodynamics denotes the relationship between the drug
concentration and the physiologic and biochemical effects of the drug on the body,
including the intensity of therapeutic and adverse effects. The relationship between
pharmacokinetics and pharmacodynamics is influenced by the drug, the underly-
ing disease process, and the presence of extracorporeal factors. The culmination of
all of these factors can lead to considerable and unpredictable alterations in phar-
macokinetics. Fig. 1 summarizes the effects of serum drug concentrations and the
resultant pharmacokinetic changes influenced by critical illness and ECMO.

The elimination of drugs from the body is highly dependent on clearance of the
drugs from the body and on volume of distribution. The patient’s physiology and the
specific physiochemical properties of drugs, such as protein binding, hydrophilicity,
molecular weight, and degree of ionization at a given physiologic pH, may influence
both clearance and volume of distribution. The presence of ECMO frequently leads
to additional alterations, including an increased volume of distribution and either
increased or decreased drug clearance [5].

The liver and the kidneys are the two major organ systems responsible for drug
metabolism and elimination, with less significant elimination occurring through the
biliary system, gastrointestinal tract and lungs. Critically ill patients often develop
organ insufficiency or failure during the course of their illness thereby altering drug
elimination rates. Decreased renal blood flow or function will lead to a decreased
glomerular filtration rate, affecting drugs that are dependent on this route of elimina-
tion (mainly hydrophilic drugs), whereas decreases in hepatic perfusion or function
may lead to toxicity through decreased enzymatic activity or decreases in extraction
efficiency.

The distribution of drug throughout the body (volume of distribution) is largely
dependent on the drug’s hydrophilicity and its acid-ionization constant. Drugs that
are hydrophilic will have a lower volume of distribution and their concentrations
will primarily be influenced by fluid-shifts and large-volume fluid resuscitation. In
contrast, lipophilic drugs penetrate into the tissues, leaving lower concentrations in
the blood and increasing the apparent volume of distribution. The ECMO circuit
may increase the volume of distribution through either hemodilution or sequestra-
tion of drugs [5, 6]. An initial increase in volume of distribution that occurs at the
initiation of ECMO from the introduction of priming solutions (plasma, saline, or
albumin), primarily affecting hydrophilic drugs, may result in decreased plasma
concentrations and, potentially, therapeutic failure of a drug. This increased vol-
ume may also lead to the dilution of plasma proteins, notably albumin, affecting
drugs that are highly protein-bound, leading to potential toxicities as a result of an
increase in the proportion of the unbound fraction of a drug.
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Critical Illness

Extracorporeal Membrane Oxygenation

Augmented cardiac 
output

Leaky capillaries/
volume resuscitation

End-organ 
dysfunction 

(renal or hepatic)

Altered protein 
binding1

Increased clearance Increased volume of 
distribution2 Decreased clearance

Augmented cardiac 
output

Hemodilution Drug sequestration

Increased clearance Increased volume of 
distribution2

Increased plasma 
concentrations

Lowered plasma 
concentrations

Fig. 1 Changes in pharmacokinetics with critical illness and extracorporeal membrane oxygena-
tion. 1increased ˛1-acid glycoprotein and decreased albumin concentrations; 2mostly affecting
hydrophilic drugs

Modern extracorporeal circuits typically consist of cannulae, polyvinyl chloride
(PVC) tubing, a centrifugal pump, and an artificial membrane for gas exchange (of-
ten termed a ‘membrane oxygenator’). The membrane oxygenator and PVC tubing
comprise a large surface area for potential drug sequestration, which may lead to
drug loss over time, particularly for lipophilic drugs [5, 7, 8]. The composition of
the tubing and membrane oxygenator may play a role in the amount of drug that is
sequestered. Some studies have observed that both PVC tubing and the membrane
oxygenators absorb drugs to a similar extent, whereas others have shown signifi-
cant differences. This may be explained by both the age of the circuit and the type
of pump used [8–12].

Albumin and ˛1-acid glycoprotein, both synthesized in the liver, are the two
major blood proteins that bind to drugs. In critical illness, albumin concentrations
decrease in response to increased vascular permeability, decreased production and
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Table 1 Effect of critical illness and extracorporeal membrane oxygenation (ECMO) on pharma-
cokinetics (PK) of drugs, based on degree of lipophilicity

Hydrophilic drugs Lipophilic drugs
Volume of distribution (Vd) Low High
Primary mode of clearance Renal Hepatic
Log P Low High
Potential effect of critical illness on PK Increased Vd No change in Vd
Effect of ECMO on PK Increased Vd

No change in clearance
Increased Vd
Increased clearance

Log P: octanol-water partition coefficient (measure of drug’s lipophilicity)

increased catabolism; whereas, ˛1-acid glycoprotein is an acute-phase reactant that
may increase in response to physiologic stress. The changes in protein concentra-
tions could affect both the amount of free drug available and the overall volume
of distribution. Additionally the deposition of protein on the inner surface of the
ECMO tubing may potentially increase the sequestration of drugs that have a high
affinity for protein binding [13]. A recent ex vivo model tested the changes in con-
centrations over time of highly protein bound drugs [14]. Highly protein bound
drugs in this experiment included ceftriaxone, caspofungin and thiopentone, all of
which had significantly lower mean drug recoveries at 24 h (80, 56, and 12%, re-
spectively) compared to drugs that were not highly protein bound [14].

Since lipophilic and highly protein bound drugs are more prone to sequestration
in ECMO circuits, an understanding of the physicochemical properties of drugs
can assist in determining the relationship between the dose administered and the
anticipated blood concentration [5, 15]. The octanol-water partition coefficient or
log P, is a common way to report the measure of a drug’s lipophilicity [16]. Drugs
with high log P values (around 2.0) will have a propensity to be very soluble in
organic materials such as the PVC tubing used in the ECMO circuit. However, to
date, there has been no characterization of the drug-circuit interaction beyond 24 h
and, as such, little is known regarding the adsorptive capacity of the circuit over
longer periods of ECMO support. Table 1 summarizes the effects of critical illness
and ECMO on pharmacokinetics of drugs based on degree of lipophilicity of the
drug.

Analgesia and Sedation

Patients receiving ECMO often require analgesia and sedation to reduce oxygen
consumption, facilitate patient-ventilator synchrony, diminish patient stress and dis-
comfort, and prevent patient-initiated device dislodgement or removal [1]. However,
achieving the desired level of sedation and preventing delirium in the critically ill
patient receiving ECMO remains a challenge in ICUs, owing to paradigm shifts
in analgosedation regimens as well as pharmacokinetic alterations of commonly
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used analgesics and sedatives. Medication selection should be based on the pa-
tient’s needs, with titration to a predetermined goal in accordance with recently
published guidelines [17]. Limited data exist on the most appropriate opioid and
sedative medication regimen to use in ECMO patients to achieve the desired level of
sedation while minimizing excess sedative exposure. Commonly used intravenous
opioids include fentanyl, hydromorphone and morphine, while sedatives often in-
clude propofol, dexmedetomidine and benzodiazepines. The choice of agent used is
dependent on the desired physiological endpoint while balancing unwanted adverse
effects of each individual agent.

Three ex vivo studies using adult ECMO circuits composed of PVC tubing and
a hollow polymethylpentene fiber membrane oxygenator demonstrated significant
losses of commonly used opioids and sedatives [6, 18, 19]. One investigation ob-
served as much as a 93% loss in dexmedetomidine concentrations at 24 h [18].
Another study, measuring concentrations of morphine, fentanyl, and midazolam
over a 24-hour period, demonstrated that the average drug recovery relative to
baseline was lower with lipophilic drugs [6]. Only 3% of fentanyl and 13% of mida-
zolamwere detectable at 24 h; however, the ECMO circuit did not substantially alter
morphine concentrations, with 103% recovery at 24 h. Of interest, in the first hour
of ECMO support, up to 70% and 50% of fentanyl and midazolam, respectively,
were lost in the circuit [6]. The most recent ex vivo study using adult ECMO cir-
cuits primed with human whole blood observed a recovery of only 30% of baseline
propofol concentrations at 30min and negligible concentrations at 24 h [19]. Addi-
tionally, midazolam concentrations were substantially reduced with 54% and 11%
of baseline concentrations measured at 30min and 24 h, respectively [19]. Similar
findings have also been observed in neonatal circuits composed of PVC tubing and
earlier generation silicone membrane oxygenators. These investigations observed
up to a 68% loss of midazolam and a 98% loss of propofol within 40–120min and
up to a 30% reduction in lorazepam concentrations [11, 12].

Adult patients receiving ECMO for respiratory failure appear to have increased
requirements of analgesia and sedation over time [20, 21]. The first case report
demonstrating increased sedation requirements was in a 30-year-old man with se-
vere respiratory failure requiring venovenous ECMO as a bridge to lung transplan-
tation. Over 19 days of ECMO support, his requirements of morphine and propofol
to maintain deep levels of sedation increased significantly [20]. A small, single-
center, retrospective study observed an increase in opioid and sedative requirements
over time in 29 consecutive patients requiring ECMO (13 venovenous, 16 venoar-
terial) where the sedation protocol was to keep patients heavily sedated during
the first few days of ECMO followed by daily lightening of sedation when pos-
sible [21]. This study reported an increase in the average daily dose of midazolam
and morphine of 18mg (p = 0.001) and 29mg (p = 0.02), respectively [21]. Inter-
estingly, the authors did not find any significant increase in fentanyl requirements
over time. Additionally, patients receiving venovenous ECMO had a significantly
higher daily midazolam dose requirement than did patients receiving venoarterial
ECMO (p= 0.005) [21]. A more recent single-center, prospective cohort study set
out to determine the median daily dose of opioids and benzodiazepines in 32 pa-
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tients receiving either venovenous or venoarterial ECMO [22]. In this mixed cohort
the median daily dose of opioids and benzodiazepines, 3,875micrograms and 24mg
respectively, was found to be lower than that reported from previous trials. Addi-
tionally, the authors did not find increasing requirements throughout the duration
of ECMO support. The lower opioid and benzodiazepine requirements observed in
this study could be a result of the study institution’s analgosedation approach, lower
goal sedation scores, and use of other non-benzodiazepine sedatives [22].

The only comparative trial to date is a recent retrospective cohort study that
enrolled consecutive adult patients with severe respiratory failure with (n = 34) or
without (n = 60) venovenous ECMO support requiring at least one sedative to main-
tain a level of wakefulness appropriate to maintain patient comfort and safety while
optimizing oxygenation and ventilator support [23]. The authors found that themax-
imum median 6-hour sedative exposure was nearly twice as high in the ECMO
group and was reached nearly 3 days later when compared to the group not re-
ceiving ECMO. However, there was no significant difference in 6-hour sedative
exposure in adjusted analyses [23]. Therefore, this study challenges whether the in-
creased requirements of opioids and sedatives are a result of circuit-related factors
alone or whether other factors, such as tolerance, age or pharmacogenomics, play
a central role.

Existing data are sparse to guide the appropriate dosing of opioids and sedatives
in adult patients receiving ECMO in the context of modern extracorporeal tech-
nology. Many of the first-line agents used in the management of pain and sedation
are lipophilic and therefore have a high propensity to be adsorbed or sequestered
by the extracorporeal circuit [6, 11, 12]. One approach to achieving adequate se-
dation in patients receiving ECMO would be to start with continuous infusions of
both an opioid and a sedative, anticipating requirements that exceed standard doses
with the ultimate goal of minimizing the deleterious effects of sedative agents, es-
pecially benzodiazepines, with daily interruptions or down titrations. Additionally,
clinicians should anticipate the need for significant dose reductions at the time of
ECMO discontinuation given the likely rapid decrease in volume of distribution.
Failure to do so could result in overuse of these medications. The reduction in dos-
ing may be difficult to calibrate, so it is prudent to carefully monitor for signs of
withdrawal and delirium. Consideration of adjunct agents, such as sub-anesthetic
doses of ketamine, may help facilitate achieving sedation goals. Two uncontrolled
studies demonstrated reductions in sedative rates with the addition of low-dose
ketamine infusions [24, 25]. Most recently, a randomized trial did not show any
differences in opioid or sedative requirements with the addition of low-dose ke-
tamine to standard sedation practices as compared to standard sedation practices
alone in patients receiving venovenous ECMO for severe respiratory failure [26].
Standard sedation practices consisted of infusions of fentanyl or hydromorphone
and midazolam to achieve a Richmond Agitation Sedation Scale (RASS) of �5 at
the initiation of ECMO. The median cumulative amount of fentanyl and midazolam
equivalents in the low-dose ketamine group were almost twice and four times as
high, respectively, when compared to the control group from ECMO initiation to
the decision to achieve wakefulness [26]. However, patients receiving low-dose ke-
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tamine infusion had similar improvements in their RASS scores over the 72-hours
after the decision to achieve wakefulness [26].

The incidence of delirium in patients receiving ECMO is not well characterized;
however, given the high use of benzodiazepines in these patients, it may be reason-
able to presume that the rates are as high as those reported in the critically ill patient
population not receiving ECMO [27]. When appropriate, the use of a regimented
analgosedation approach, daily interruption of sedation, and early mobilization may
help minimize opioid and sedative exposure and thus reduce the incidence of delir-
ium associated with these drugs, as appears to be the case in critically ill patients in
general [17].

Antimicrobials

Infections are commonly encountered in critically ill patients and are associated
with higher mortality [28]. In a critically ill patient, source control, in addition
to timely and appropriate antimicrobial administration, remains the cornerstone of
successful treatment of infection [29]. Selecting the appropriate dose of an antimi-
crobial can be challenging given the potential effects of critical illness and ECMO
on drug concentrations, particularly considering that most antimicrobial dosing reg-
imens have been established in healthy adults with normal physiology [5]. Changes
in volume of distribution and clearance from critical illness and the ECMO circuit
may affect pharmacodynamic parameters that ultimately determine the effective-
ness of the antimicrobial agent. Inappropriate antimicrobial dosing may result in
substantial drug losses, leading to therapeutic failure, development of resistance,
and worse outcomes in patients with life-threating infections whereas an empiric
increase in dose may potentially lead to accumulation and toxicity.

Vancomycin, a moderately protein bound, hydrophilic antimicrobial agent is
commonly used to treat Gram-positive bacterial infections. Two in vitro ECMO
studies observed steady vancomycin drug concentrations over 24 and 48-hour peri-
ods [6, 19]. In a matched cohort study of adult critically ill patients, those receiving
ECMO had a similar volume of distribution and clearance of vancomycin com-
pared to those not receiving ECMO in the first 24 h of therapy [30]. All patients
received a 35mg/kg loading dose over 4 h, followed by a continuous infusion tar-
geting a serum concentration of 20–30mg/l [30]. Linezolid, an alternative Gram-
positive antimicrobial, was studied in three adult patients receiving ECMO, the re-
sults of which suggest that therapeutic targets may not be achieved with standard
dosing when the minimum inhibitory concentration (MIC) is greater than 1mg/l
[31].

Aminoglycosides, including gentamicin and tobramycin, are hydrophilic drugs
with low protein binding and with increased volume of distribution in the context
of critical illness, resulting in decreased maximal concentrations. Additionally, in
the context of a higher volume of distribution from the ECMO circuit, standard
or higher initial doses may be needed with normal or extended intervals in order
to provide sufficient peak concentrations. The study of aminoglycoside pharma-
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cokinetic alterations during ECMO is largely limited to the neonatal population;
however, one observational study in adult patients demonstrated comparable phar-
macokinetics with amikacin in critically ill patients with or without ECMO support
[32]. Therapeutic drug monitoring is readily available for this class of antimicrobial
agents, making it feasible to target effective concentrations while limiting potential
toxicity.

Extended-spectrum penicillins, cephalosporins and carbapenems are commonly
used in the treatment of Gram-negative infections in the critically ill patient popu-
lation. As a class, these antimicrobials are generally hydrophilic, largely dependent
on renal elimination, and have moderate to low protein binding; however, variabil-
ity exists with certain drugs such as ceftriaxone. Optimizing the time-dependent,
bactericidal effect of this class will be achieved by maximizing the time concen-
trations above the MIC. The use of extended or continuous infusions seems to be
a reasonable approach to optimize the pharmacodynamics in critically ill patients
receiving ECMO [4].

Conflicting data have been reported on meropenem, a hydrophilic carbapenem
with low protein binding. While some studies suggest a significant loss of mero-
penem within the ECMO circuit [6, 33, 34], other investigations have found no
effect in vivo compared to other critically ill patients [35]. A recent retrospective,
case-control study observed no differences in pharmacokinetic paramenters with
either piperacillin/tazobactam or meropenem in patients receiving ECMO com-
pared to those not receiving ECMO [35]. Of interest, nearly 30% of all drug levels
measured for the two aformentioned drugs were subtherapeutic, which may be
a consequence of other pathophysiological disturbances not controlled for in this
critically ill population [35]. Mechanical circulatory support in general can induce
a systemic inflammatory response, independent of the underlying critical illness,
which, in turn, may augment renal clearance. Classes of antimicrobials in which di-
rect correlations of augmented renal clearance and lower serum drug concentrations
have been observed include beta-lactams, aminoglycocides and glycopeptides [36].

Regarding other antimicrobial drug classes, azithromycin pharmacokinetics ap-
pear to be similar between patients receiving ECMO and non-ECMO critically ill
controls [37] and tigecycline levels in one patient were similar to expected lev-
els based on population pharmacokinetics [38]. Concentrations of ciprofloxicin,
a fluoroquinolone that is lipophilic with low to moderate protein binding, do not
seem to be affected by ECMO [14]. To date there are no data on pharmacoki-
netic changes with polymyxin B or polymyxin E (colistin) that are used to treat
multi-drug resistant Gram-negative infections. ECMO does not appear to affect
oseltamivir pharmacokinetics directly; however, patients with renal dysfunction
may experience impaired drug clearance [39–41].

Data on the pharmacokinetic changes of antifungal agents in adult patients re-
ceiving ECMO are limited to in vitro studies or case reports. While fluconazole does
not seem to be affected by the ECMO circuit with a mean drug recovery of 91% at
24 h, voriconazole concentrations appear to be significantly affected, with up to
a 71% loss at 24 h [14, 42]. Despite adequate serum concentrations of caspofungin
at recommended doses, data suggest some sequestration by the ECMO circuit [43].
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Lipophilic formulations of amphotericin B as well as posaconazole and isavucona-
zole, both highly protein bound, may result in significant sequestration within the
ECMO circuit.

When designing an appropriate antimicrobial dosing regimen for patients receiv-
ing ECMO, the biochemical properties of each drug should be considered, gener-
ally favoring a high initial concentration while monitoring for potential toxicities.
Whenever possible, monitoring of drug concentrations, including peaks and troughs
as appropriate, will help inform an effective dose and interval. Individualized dosing
strategies may be necessary, especially when targeting a specific microorganism.
Further insight into pharmacokinetic changes of antimicrobials in adult ECMO
patients will be provided with the ongoing Analgesia, Sedation, and Antibiotic
Pharmacokinetics during Extracorporeal Membrane Oxygenation (ASAP ECMO)
trial [44].

Limitations to Current Studies

Although there are known pharmacokinetic changes occurring as a consequence of
ECMO support, there are very limited data addressing the clinical outcomes as-
sociated with these observations. For example, agents used for sedation or blood
pressure control can be titrated to predetermined clinical endpoints, permitting the
bedside clinician to use a dose for which the effects may be easily observed and
measured. However, in the absence of therapeutic drug monitoring, attainment of
adequate antimicrobial concentrations may not be so readily observed, instead re-
quiring the clinician to rely on surrogate endpoints, such as white blood cell counts
or temperature curves, to assess effectiveness. Much of the existing data is limited
to simulated circuits that do not account for metabolism or elimination. Addition-
ally studies have not addressed how changing blood flow rates or using different
ECMO configurations could impact the amount of drug sequestered within the cir-
cuit. Finally, many of the studies do not have control subjects, have not addressed
the effects of circuits over longer time intervals, and have not studied the impact of
additional extracorporeal circuits, such as continuous renal replacement therapy, on
pharmacokinetic parameters.

Future Directions

There is potential for novel strategies, such as altering the materials used in ECMO
tubing or creating polymeric micelles for drug delivery, to minimize drug sequestra-
tion within the ECMO circuit. Absorption of lipophilic drugs to traditional medical
grade PVC tubing containing di-ethylhexyl phthalate, a plasticizer, has been well
established over the years. One in vitro study observed less adsorption capacity for
lipophilic drugs when alternative materials, such as Teflon or silicone-caoutchouc
mixture (SRT 460), were used [13]. Another method would be to encapsulate intra-
venous lipophilic drugs within micelles, a concept that has previously been demon-
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strated with gene therapy [45]. The idea is to solubilize appropriate portions of
lipophilic drugs into the hydrophobic core, allowing attraction of the lipophilic tail
to the surface of the ECMO tubing and drug release with minimal adherence to the
surface of the tubing.

Conclusion

The pharmacokinetics and pharmacodynamics of drugs administered to critically ill
patients are influenced by several factors, including the physiochemical properties
of the drugs, the etiology and severity of the underlying illness, and the function
of the organs responsible for drug metabolism. The presence of ECMO has an ad-
ditional impact on drug distribution and metabolism, particularly due to increases
in volume of distribution and sequestration by circuit components. Data are limited
regarding the optimal regimen and dosing of sedatives and analgesics for critically
ill patients receiving ECMO support, with the existing literature suggesting that, in
many cases, higher amounts of analgosedation may be necessary to achieve thera-
peutic levels than would be expected for critically ill patients not receiving ECMO.
Certain classes of antimicrobials may likewise be affected by ECMO, potentially
leading to sub-therapeutic drug concentrations if usual dosing regimens are used.
Emerging data from the ASAP ECMO trial should help inform the appropriate ad-
ministration of many commonly used antimicrobials, sedatives and analgesics in
patients receiving ECMO.
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Anti-Inflammatory Properties
of Anesthetic Agents

F. F. Cruz, P. R. M. Rocco, and P. Pelosi

Introduction

For more than a century, experimental and clinical studies have reported that anes-
thetic agents have diverse effects on the immune system [1]. Despite rapid develop-
ment in the fields of immunology and anesthesiology in recent decades, the specific
mechanisms by which each anesthetic drug affects the immune system remain un-
clear. Here, we will define innate and adaptive immunity, present factors that can
lead to immune dysregulation during the perioperative period, describe the effects
of some of the most common anesthetic drugs on immune cells and cytokines, and
discuss the possible clinical implications of the use of these drugs [2].

Innate and Adaptive Immunity

The immune system plays a vital role in survival by protecting us from the many
potentially deadly infectious pathogens in our environment, as well as from cancer
cells. The immune system is able to recognize pathogens and trigger their elimina-
tion through innate and then adaptive immune responses [3].

Innate immunity, also called natural or native immunity, is the first line of de-
fense and refers to protective mechanisms that are present even before infection. Its
principal components are the epithelial membranes (which block pathogen entry),
phagocytic cells (neutrophils and macrophages), dendritic cells, natural killer (NK)
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cells and several plasma proteins, including the complement system. The most im-
portant cellular reaction of innate immunity is inflammation – the process, mediated
by dendritic and NK cells, whereby phagocytic cells are recruited and activated to
eliminate aggressor agents [2, 3].

Adaptive immunity, also called specific or acquired immunity, consists of mech-
anisms that are induced by the recognition of specific pathogen antigens. The adap-
tive immune system is mediated primarily by lymphocytes, and its function can be
classified into two types: humoral immunity, mediated by B-lymphocytes and their
secreted antibodies; and cell-mediated or cellular immunity, mediated mostly by
T-lymphocytes and their cytokines, which play an important role in immune cell
activation, regulation, and communication [2, 3].

Besides its role in host defense against infectious agents and tumor cells, the
inflammatory response is essential for tissue reconstitution after injury caused by
accidental or surgical insults. Dysregulation of this inflammatory process may in-
crease susceptibility to infections, accelerate the growth and metastasis of residual
cancer cells, and result in postoperative complications, such as wound healing dis-
turbances and infections leading to sepsis followed by multiple organ failure and
death [4].

Perioperative Immunosuppression

The perioperative immunosuppression observed in surgical patients is related to the
neuroendocrine stress exerted through activation of the autonomic nervous system
and the hypothalamic-pituitary-adrenal (HPA) axis. Surgical stress-induced release
of hormones such as catecholamines (norepinephrine and epinephrine), adrenocorti-
cotropic hormone and cortisol, via the autonomic nervous system and the HPA, me-
diates inhibitory effects on immune functions, as monocytes/macrophages and T-
cells express both ˇ2-adrenoreceptors and glucocorticoid receptors, which promote
cellular signaling to inhibit the production of proinflammatory cytokines [5]. More-
over, cytokines such as interleukin (IL)-1, IL-6, and tumor necrosis factor (TNF)-
˛ from monocytes/macrophages and lymphocytes activated by surgical stress may
stimulate the HPA [6]. Therefore, the neuroendocrine system, as well as proinflam-
matory and anti-inflammatory cytokines, synergistically augments its suppressive
effects on the immune system in the perioperative period.

In addition to the surgical stress response, intraoperative blood pressure man-
agement, blood transfusion, hyperglycemia, hypothermia, postoperative pain, and
anesthesia, all of which are managed by anesthesiologists during surgical interven-
tions, cause perioperative immunosuppression (Fig. 1; [4]). Anesthetic agents and
anesthesia management are suspected of impairing several aspects of the inflamma-
tory response process, either indirectly by modulating the stress response or directly
by disturbing the functions of immune cells [1, 2, 4, 7].

Indeed, anesthetic drugs induce analgesia by affecting the transmission of nerve
impulses and modulate surgical stress by acting on the HPA axis, thus affecting
its immunomodulatory effects ([1, 2, 4]; Fig. 1). Recently, numerous studies have
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Fig. 1 Schematic diagram of possible modulators of immune competence during anesthesia and
surgery. Anesthetics have direct effects on the immune system and indirect effects through neuro-
immune-endocrine interactions during surgical stress

shown that, alongside the immunosuppression caused by surgical stress, anesthetics
and analgesic agents commonly used in surgery and in intensive care may directly
affect the functions of immunocompetent cells [4].

Diverse in vitro experiments with human immune cells ex vivo [2], in vivo tests
[10] and animal models have demonstrated a wide range of effects of anesthetic
drugs on the immune system, including changes in immune cell counts and their
functionality and effects on the secretion patterns of diverse immune mediators,
affecting the inflammatory response in the postoperative period [1–3].

Effects of General Anesthesia on Inflammation

The immune-modulating effects of anesthetics in vitrowere first demonstrated more
than 100 years ago [7]. The increasing knowledge of recent years is strongly related
to developments in basic science and improvements in laboratory technique, e. g.,
cell separation and cell culture methods. It has been demonstrated that, at concentra-
tions used clinically, different anesthetics depress the functions of the inflammatory
response differentially.

Ketamine

Ketamine, an N-methyl-d-aspartate (NMDA)-receptor antagonist, acts at different
levels of inflammation, interacting with inflammatory cell recruitment, cytokine
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production, and regulation of inflammatory mediators [11]. The immune-inhibitory
effects of ketamine were recently found to be partly due to inhibition of tran-
scription factor activator protein-1 and nuclear factor-kappa B (NF-�B), which
regulate the production of several proinflammatory mediators [12]. The notion that
ketamine interferes with immunity comes from the early observations of improved
outcomes in critically ill patients and in experimental septic shock [13]. In vivo,
a sub-anesthetic dose of ketamine produced a dose-dependent decrease in mortality
with a significant reduction in production of TNF-˛ and IL-6 in septic rats [11, 14].
Intravenous administration of ketamine abolished albumin extravasation in a rat
model of chemical peritonitis [14]. In other studies, anesthetic doses of ketamine
attenuated lipopolysaccharide (LPS)-induced liver injury, with a reduction in cy-
clooxygenase (COX)-2, inducible nitric oxide synthase (iNOS), and NF-�B-binding
activity [11, 14]. These data clearly indicate that ketamine may exert anti-inflam-
matory actions in vivo. These anti-inflammatory effects have also been found in
clinical settings. Low-dose ketamine (0.25–0.5mg/kg) significantly suppressed in-
traoperative and postoperative increases in serum IL-6 and C-reactive protein (CRP)
in patients undergoing coronary artery bypass graft (CABG) surgery with cardiopul-
monary bypass (CPB) [11, 14] and significantly decreased superoxide production.
However, low-dose ketamine was not shown to have any anti-inflammatory effects
in low-risk patients undergoing off-pump CABG. The link remains controversial
[14].

Midazolam

Midazolam, a widely used benzodiazepine derivative, acts on GABA receptors by
increasing neuronal permeability to chloride ions, leading to cell hyperpolarization.
It is known to inhibit certain aspects of immune function [15]. Midazolam binds
to peripheral receptors on macrophages and modulates their metabolic oxidative
responsiveness in vitro. It has been suggested that clonazepam also binds to recep-
tors on macrophages and inhibits their capacity to produce IL-1, IL-6, and TNF-
˛ in a T-cell independent manner [16]; however, it was ineffective. These results
demonstrate an in vivo immunosuppressive property of peripheral and mixed ben-
zodiazepine receptor agonists (midazolam and diazepam) but not central-type re-
ceptor agonists (clonazepam), affecting characteristic phagocyte functions involved
in host-defense mechanisms as well as in the inflammatory response [15]. Mida-
zolam is also able to inhibit human neutrophil function and the activation of mast
cells induced by TNF-˛ in vitro, and suppresses expression of IL-6mRNA in human
blood mononuclear cells [17]. When administered to LPS-stimulated macrophages,
midazolam suppressed the respiratory burst of reactive oxygen species (ROS), in-
hibited NF-�B activation via suppression of I�B-˛ degradation, and inhibited p38
activation, which has been reported to play a critical role in LPS-mediated COX-2
and iNOS expression, pathways involved in the proinflammatory macrophage phe-
notype [18]. Nonetheless, midazolam infusion did not affect cytokine production in
septic patients [15].
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Propofol

Propofol, another GABA receptor agonist, has been shown to impair several mono-
cyte and neutrophil functions of the innate immune system, including respiratory
burst [19], chemotaxis [20], phagocytosis [21] and polarization [4]. While some
authors have showed that the inhibitory properties on human neutrophils and com-
plement activation of propofol are related to its lipid carrier vehicle [4, 22], others
have suggested that propofol at least partly inhibits human neutrophil chemotaxis by
suppressing the p44/42 mitogen-activated protein kinase (MAPK) pathway [4, 20].
In clinically relevant concentrations, propofol inhibits the production of a chemo-
tactic agent in human neutrophils [4, 20]. The proliferative-suppressing effects of
propofol were only observed in polymorphonuclear leukocytes (PMNs) obtained
from critically ill patients who were primarily immunosuppressed [23]. Lympho-
cyte proliferation [4] and cytokine release in response to endotoxin were not found
to be impaired in whole blood culture medium obtained from healthy volunteers
[4, 24]. In an animal model of endotoxin-induced lung injury, propofol had anti-
inflammatory effects. The underlying molecular mechanisms are still unclear; how-
ever, propofol is not known to inhibit activation of NF-�B [4]. Recent data suggest
that propofol produces only cell-mediated immunomodulatory effects on innate im-
munity, and that these effects might be generated by its lipid solvent [4].

Opioids

The link between opioid use and alterations in host immune function is often men-
tioned in the literature, and has been formally documented since the early 19th

century. The increased incidence of various local and systemic infections in in-
travenous drug abusers led to the conclusion that the causative link between drug
use and infections could not be simply explained by the injection process, but that
opiates themselves were acting to modulate immune function [25]. Different opi-
oids affect immune function differently depending on drug factors, host factors, and
the duration of exposure [26]. Morphine, fentanyl, remifentanil, methadone and
codeine present strong immunomodulatory effects, while tramadol, hydrocodone,
oxycodone, and buprenorphine present much weaker or no immune-modulating ca-
pacity [25]. This feature of opioids is often linked to central neuro-endocrine/neuro-
paracrine and peripheral mechanisms and to peripheral actions mediated by mu-opi-
oid receptors on immune cells [25].

The importance of centrally mediated mechanisms is supported further by the
observation that opioids that cross the blood brain barrier (BBB) exert more im-
munomodulatory effects than opioids that do not cross the BBB [27]. Although
opioid effects are largely attributed to decreased central sympathetic nervous system
outflow, opioids can also cause direct sympathetic nervous activation, which may
suppress the proliferation and function of some immune cell populations and pri-
mary and secondary lymphoid tissues [28]. The interaction of opioids with the HPA
axis and its components (ACTH and cortisol production) is complex, species- and
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time-dependent, with different effects after acute and chronic administration. In hu-
mans, data are scarce; however, current evidence suggests that acute administration
of opioids results in either a reduction or no change in ACTH or glucocorticoids.
There is evidence that opioids attenuate the circadian rhythm of ACTH and corti-
sol, leading to consistent increments in circulating levels of these hormones, which
might be sufficient to produce immune suppression [25].

Several studies have suggested that mu-opioid receptors are expressed on periph-
eral blood mononuclear cells [4, 29, 30]; however, in contrast to previous reports
and despite using several validated methodologies, a recent investigation was un-
able to detect any opioid receptors or transcripts in mononuclear cells collected
from venous blood [25].

There are well-documented, dose-dependent, immunosuppressive effects of mor-
phine, which is known to impair monocyte and neutrophil function, NK cell-medi-
ated cytotoxicity, lymphocyte and macrophage proliferation and cytokine release.
Morphine promotes apoptosis by direct activation of the enzymes involved in cell
apoptosis, inhibits leukocyte function by increasing intracellular concentrations of
NO and cyclic AMP, and by inhibiting nuclear NF-�B via NO-dependent mecha-
nisms [4]. Recent studies of the effects of synthetic opioids used in general anes-
thesia showed no more than transient immunomodulatory changes [1, 2, 4].

Fentanyl is known to enhance NK-cell cytotoxicity and increase NK and cy-
totoxic (CD8+) cell counts; however, the production of superoxide by PMNs and
the number of circulating B- and T-lymphocytes remained unchanged in healthy
volunteers [4, 31]. These effects of fentanyl on NK cells seem to be more cen-
trally mediated, as fentanyl does not affect NK-cell activity directly. In two studies,
sufentanil and alfentanil were observed to produce inhibitory effects on leukocyte
migration, NK-cell activity, and mitogen-induced lymphocyte proliferation [1, 2, 4,
32].

Thiopental

When administered over prolonged periods, short- and intermediate-acting barbi-
turates, which act as GABA receptor agonists, may induce iatrogenic immuno-
suppression. A higher incidence of infections has been described in head-injured
patients with increased intracranial pressure (ICP) who received prolonged infu-
sions of thiopental [4, 33]. Thiopental is one of the most investigated anesthetic
agents and is widely used for the induction of general anesthesia. Its inhibitory ef-
fects on the non-specific immune system have been well documented in several
studies. In clinically used concentrations, thiopental has been shown to inhibit the
bactericidal functions of leukocytes; neutrophil polarization, chemotaxis, adher-
ence, phagocytosis, and respiratory burst; and monocyte chemotaxis [2]. In high
concentrations, thiopental affects neutrophil and monocyte phagocytosis. In short,
the described inhibitory effects of thiopental are indicative of direct cell-medi-
ated inhibition of the immune response and a strong anti-inflammatory effect. In
addition, thiopental is known to depress mitogen/antigen-induced lymphocyte pro-
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liferation in different culture mediums, and decreases the quantity of cytokines
released in response to mitogens or endotoxins [34]. Recent studies have suggested
that thiopental inhibits NF-�B activation [4]. Clinically, the immunosuppressive ef-
fects of thiopental are probably of minor clinical relevance, since it is often used
only for induction of anesthesia [20].

Dexmedetomidine

Dexmedetomidine, an agonist of ˛2-adrenergic receptors in certain regions of the
brain, has been shown to reduce proinflammatory cytokine levels in experimental
sepsis [35] as well as in critically ill [1, 4] and postoperative patients [36]. A signifi-
cant decrease in leukocyte counts, CRP, IL-6, IL-8 and TNF-˛ levels in dexmedeto-
midine-treated patients is indicative of its anti-inflammatory potential when used
as a perioperative adjunct [1, 2, 4]. A number of mechanisms of action have been
postulated for dexmedetomidine, including: modulation of cytokine production by
macrophages/monocytes during the stress response, which may also be stimulated
via ˛2-adrenoceptors; inhibition of apoptosis; central sympatholytic effects, in-
cluding stimulation of cholinergic anti-inflammatory pathways; and antinociceptive
action involving interactions between pain and immune factors (proinflammatory
cytokines) [1, 2, 4]. So far, however, these mechanisms remain unclear [37].

Volatile Anesthetics

Inhalational anesthetic agents have inhibitory effects on neutrophil function, de-
crease lymphocyte proliferation, and suppress cytokine release from peripheral
blood mononuclear cells [1, 2, 38]. Halogenated anesthetics are known to suppress
inflammatory cytokines in rat alveolar cells [4]. In contrast, exposure to volatile
anesthetics and mechanical ventilation has been shown to induce increased gene
expression of proinflammatory cytokines [38]. Volatile anesthetics affect the ex-
pression of iNOS by reversible inhibition of voltage-dependent calcium channels
and decreased intracellular calcium concentrations. Thus, the in vitro effects of
volatile anesthetics predominantly consist of inhibition of immune products, but
these are generally transient, as well as dose- and time-dependent [1, 4, 38].

Sevoflurane
Anesthetic preconditioning to sevoflurane has been shown to promote protection
from endotoxemia, ischemia–reperfusion injury, myocardial ischemia–reperfusion
injury, among other disease models. Sevoflurane attenuated the activation of NF-
�B and subsequent expression of NF-�B-dependent inflammatory mediators via
Toll-like receptors (TLRs) [38]. Additionally, sevoflurane protects against vascular
endothelium dysfunction induced by oxidative stress and inflammation through ac-
tivation of the eNOS/NO pathway and inhibition of NF-�B. Endothelial dysfunction
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induced by oxidative stress and inflammation plays a critical role in the pathogen-
esis of cardiovascular diseases [37]. In particular, sevoflurane has been shown to
induce a more pronounced suppression of cytokine release than isoflurane or enflu-
rane.

Isoflurane
Isoflurane exposure leads to reduction in leukocyte counts and levels of systemic
proinflammatory cytokines (TNF-˛, IL-6 and IL-1ˇ), as well as less macrophage
activation and polarization toward the M2 phenotype. These effects were found to
be protein kinase C-dependent and also due to systemic inhibition of NF-�B [38].
These findings suggest that pre-exposure to volatile anesthetics induces a systemic
anti-inflammatory effect. On the other hand, exposure to isoflurane has been shown
to lead to cognitive impairment and a small increase in IL-1ˇ and activated cas-
pase-3 levels in the hippocampi of both young adult and elderly rats. These results
suggest that isoflurane induces neuroinflammation, which then leads to cognitive
impairment.

Little is known regarding the mechanisms of volatile anesthetic-induced neu-
roinflammation, but isoflurane has been shown to open the BBB, increasing the
permeation of intravascular substances into brain tissue. A recent study showed that
exposure of H4 human neuroglioma cells to 2% isoflurane for 6 h activated NF-�B,
increasing inflammatory cytokine production. Therefore, local activation of NF-�B
is presumably a mechanism for isoflurane-induced neuroinflammation [39].

Effects of Regional and Local Anesthesia on Inflammation

With regard to their anti-inflammatory properties, local anesthetics have been shown
to affect PMNs directly, as well as macrophage and monocyte function. Ropi-
vacaine and lidocaine (100–300mM) decreased TNF-˛-induced upregulation of
CD11b/CD18 surface expression on PMNs in vitro [40]. Thus, local anesthetics
decrease PMN adherence, migration, and accumulation at the site of inflammation.

Since local anesthetics impair PMN presence and function, concerns have arisen
that local anesthesia might increase susceptibility to infection, as local anesthetic-
mediated depression of the PMN oxidative metabolic response may decrease the
host’s ability to control bacterial proliferation [41]. Antibacterial effects of local
anesthetics have been reported in vitro and in vivo, but only at millimolar con-
centrations. Lidocaine (37mM), for example, inhibits the growth of Escherichia
coli and Streptococcus pneumoniae, but has no effect on Staphylococcus aureus or
Pseudomonas aeruginosa. In contrast, other authors found that lidocaine reduced
growth of all of the above-mentioned bacteria. Using a guinea pig wound model,
lidocaine (74mM) induced reduction of bacterial growth to approximately 30% in
S. aureus-contaminated wounds. In summary, the anti-inflammatory properties of
local anesthetics at systemic concentrations might, theoretically, increase the risk
of infection, since antibacterial and antiviral effects are only attained with the use
of high concentrations [1–3, 40, 41]. Nevertheless, this seems to be of minor impor-



Anti-Inflammatory Properties of Anesthetic Agents 409

tance in most studies, except for settings of severe bacterial contamination. Local
anesthetics are known for their inhibition of excessive inflammatory responses with-
out significant impairment of host immunity.

Clinical Implications of the Anti-inflammatory Properties
of Anesthetics

Investigations of the immune effects of anesthetics have been derived mostly from
in vitro studies, because human clinical studies are more complex, involving such
variables as type and duration of surgery and patient complications. Although it is
difficult to distinguish the relative contributions of surgical stress, anesthetics and
analgesic agents to the patient’s immune system, anesthesiologists must not ignore
the immunosuppressive effects of anesthetic drugs on perioperative immunity [1].

In the Perioperative Period

Surgical trauma induces an endocrine, metabolic, hemodynamic and immune re-
sponse that persists for at least a few days. It is generally accepted that the effect
of anesthetics on the immune system is modest compared to the effects induced by
major surgery or trauma; thus, anesthetics may not have any clinically significant
effects on immune function in healthy patients anesthetized for short procedures, in
whom the inflammatory response is usually balanced, well controlled and of lim-
ited duration [42]. An immunosuppressive effect of approximately 20% might not
have great consequences for an immunocompetent patient. However, if the patient
has a genetic predisposition to immune impairment or is already compromised,
e. g., by aging, tumor burden, diabetes mellitus or malnutrition, the immunosup-
pressive effects of anesthetics might play a salient role in postoperative infectious
complications, morbidity and mortality [43]. In addition, an increasing number
of immunosuppressed elderly patients require anesthesia and intensive care treat-
ment. Thus, the possible immunomodulatory effects of anesthetics must be widely
comprehended and agents chosen wisely. Particularly in patients with cancer, im-
munosuppression after surgery accelerates the growth of residual malignant cells
and promotes the establishment of newmetastases [1, 42, 44]. On the other hand, the
immunosuppressive effects of anesthetics that lead to anti-inflammatory responses
may be therapeutically beneficial in distinct situations such as ischemia–reperfusion
injury, the systemic inflammatory response syndrome, or acute respiratory distress
syndrome (ARDS) [45]. Therefore, the effects of anesthetics on immunity may be
not only adverse but also beneficial on the prognosis of specific patients. The im-
mune effects of surgery and anesthetics affect the long-term outcomes of patients
after surgery. Therefore, awareness of these immunological properties is helpful for
daily anesthetic management.

In brief, the effect of anesthetics on the immune system has been less investigated
in vivo than in vitro; current findings are contradictory and indicative of only minor
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clinical importance. At present, no one mode of anesthesia can be recommended in
favor of another in terms of effect on the inflammatory response [1, 2, 4].

In addition to effects on non-specific cell-mediated immunity, some local anes-
thesia techniques can inhibit parts of the neuroendocrine response to surgery.
Subarachnoid and epidural blockade blunts the increase in plasma levels of
epinephrine, norepinephrine and cortisol induced by surgery. The reduction in
the neuroendocrine stress response is most pronounced in connection with surgical
procedures on the lower abdomen and lower extremities. In these cases, epidural
anesthesia can provide complete blockade of all afferent neurogenic stimuli from
the surgical field [40, 41], reducing the stress-related response, and can even reduce
perioperative mortality and postoperative morbidity after some surgical procedures
[1–4, 40, 41].

In the Intensive Care Unit

While a slight immunosuppressive effect of anesthesia during surgery is probably
of minor importance because of the limited duration of exposure, critical care set-
tings pose a different set of challenges. In the ICU, patients are often exposed to
anesthetic agents for several days, and the side effects of immunosuppression have
been shown to be clinically important in this population. In this context, as early
as 1956, bone-marrow depression was described after prolonged ventilation with
nitrous oxide [46].

Later, in 1983, increases in ICU mortality were reported after the introduction
of etomidate for sedation [47]. Patients sedated with etomidate had a mortality of
77%, versus only 28% in patients not given this agent. It was later discovered that
etomidate inhibits the synthesis of cortisol precursors and thus reduces levels of
plasma cortisol. A high rate of infections has also been described in ICU patients
receiving long-term thiopental infusions.

Propofol or benzodiazepines are most often used for long-term sedation in the
ICU. Animal studies have shown reduced defense against infection following long-
term infusion of propofol as well as benzodiazepines. A single study has shown in-
creased plasma levels of proinflammatory cytokines (IL-1, IL-6, TNF-˛) following
long-term propofol infusion, while a reduction in proinflammatory cytokines was
observed following benzodiazepine infusion. To avoid a potential detrimental effect
of long-term sedation in critically ill patients, the duration and the doses of seda-
tive agents should be kept as low as possible, not least because these patients are
immunocompromised. Daily wake-up trials are recommended to reduce the risk of
oversedation [1–4]
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Conclusion

Anesthetics have long been suspected of impairing various aspects of immune sys-
tem function, either indirectly by modulating the stress response or directly by
affecting the functioning of immunocompetent cells. Although these effects are
transient and may be of minor importance in subjects with normal immune sys-
tems, in patients with pre-existing immune dysfunction or multiple organ failure
and in other high-risk groups, the influence of anesthetics and of the choice of anes-
thetic management technique on the perioperative inflammatory response may have
clinical implications.

The effects of anesthetics on immunomodulation of inflammation are complex;
immunosuppression can have positive as well as negative impact. Therefore, the
choice and use of anesthetic agents are highly dependent on the immune status
of each patient. Possible hazards associated with perioperative immunosuppression
include increased risk of tumor metastasis and infection, whereas the anti-inflam-
matory effects of anesthetics may instead provide benefit in conditions associated
with systemic and local inflammation [4].
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Part XII
The Extremes of Age



Facing the Ongoing Challenge of the Febrile
Young Infant

A. DePorre, P. L. Aronson, and R. McCulloh

Introduction

Fever in young infants (i. e., infants � 90 days of life) is a frequent complaint en-
countered by health care providers, and medical decision-making regarding testing,
disposition, and treatment of the febrile infant can be challenging. In the developed
world, these otherwise well-appearing young infants are commonly evaluated by
clinicians in the ambulatory and emergency department (ED) setting, and they pose
a significant conundrum to clinicians for a variety of reasons.

Fever is often the only sign of illness in young infants, making it clinically dif-
ficult to differentiate infants with a benign self-limiting illness from those with
a more serious illness that could progress to sepsis, permanent disability or death
if left untreated. Because of this clinical uncertainty, many febrile young infants
undergo invasive testing, are administered empiric antibiotics and are admitted to
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the hospital. Currently there is no consensus regarding the optimal management
and treatment strategy for the febrile young infant. While multiple criteria have
been developed to stratify infants based on their risk for serious bacterial infec-
tions, the most commonly-used of these criteria are over 25 years old, and these
criteria do not account for the changing incidence and epidemiology of invasive
infections in young infants or for advances in medical technology for identifying
bacteria and viruses responsible for severe infections. Finally, current treatment rec-
ommendations largely ignore the potential negative consequences of over-testing,
including false-positive test results, excessive antibiotic use and the psychological
and financial hardships to which patients’ families may be subjected in the course
of evaluating these at-risk infants.

In this chapter, we will highlight the historical context of febrile infant man-
agement, review important definitions and terminology, discuss the most clinically
relevant viral and bacterial causes of fever in the young infant, describe current risk
stratification tools guiding medical-decision making, and outline research and clin-
ical practice improvement priorities for improving the management of the febrile
young infant.

Historical Context

Since the mid-1970s, there have been numerous published recommendations for
the suggested work-up and treatment of nontoxic young febrile infants. These rec-
ommendations have changed through the years as medical technology, antibiotic
agents and maternal and neonatal healthcare have advanced, and as emerging infor-
mation is shared. Many of the first recommendations were based on prior reports
of occult bacteremia in children, which most often were caused by Streptococcus
pneumoniae, Hamophilus influenzae type b, and Neisseria meningitidis, leading to
invasive meningitis [1, 2]. Early reports focusing on infants in the first 1–3 months
of life identified Streptococcus agalactiae (hereafter referred to as Group B Strep-
tococci [GBS]) and enterobacteraceae, especially Escherichia coli and Salmonella
spp., as common causes of bacteremia and meningitis [3–5]. Due in part to these
risks, in the 1970s and early 1980s it was generally recommended that all febrile
infants have blood, urine and cerebrospinal fluid (CSF) cultures drawn, receive em-
piric antibiotics, and be admitted to the hospital pending culture results, though the
exact age limit for when this strategy should generally be employed varied widely.

In the mid-1980s, reflecting healthcare overutilization and risks associated with
previous recommendations, risk-stratification algorithms based on clinical and lab-
oratory features were created that identified infants at lower risk for serious bacterial
infection who could safely be monitored outside of the hospital and often without
antibiotics [6]. The most commonly used criteria in the US that were developed
during this time include the Boston, Milwaukee, Philadelphia, and Rochester cri-
teria. These criteria, developed largely on single-site experiences with evaluating
febrile infants at tertiary medical centers, were effective in identifying infants at rel-
atively low risk for bacterial meningitis and bacteremia (negative predictive value
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[NPV] 93–100%) [7–10]. These criteria form the basis for many local and profes-
sional society recommendations and clinical practice guidelines currently in use by
healthcare providers [6, 11].

However, while these criteria demonstrate reasonably high reliability for iden-
tifying infants at low risk for serious bacterial infection, there are increasing lim-
itations. First, these criteria were not designed to identify febrile young infants at
high-risk for bacterial infection. Second, none of the risk-stratification systems re-
liably identified low-risk infants younger than 1 month of age. Additionally, none
of the algorithms could account for subsequent technological advances for rapidly
and reliably diagnosing viral infection in young infants, which can greatly affect the
likelihood of an infant having a bacterial infection [12]. Given these limitations, it is
unsurprising that contemporary practices in evaluating and managing young febrile
infants vary widely in both the inpatient and outpatient settings [11, 13].

Definitions

Fever in young infants is defined as a rectally-obtained temperature � 38 °C
(100.4F). Temperature taken by touch, in the axilla or the ear is less accurate,
although studies have also shown that caregiver reports of fever correlated with
rectal thermometer measurement in up to 79% of patients [14, 15]. Thus, it is rec-
ommended that infants solely with caregiver report of fever be taken as seriously as
those with findings of fever at the clinical visit.

Common terms used in discussions focused on febrile young infants that warrant
further definition include ‘serious bacterial infection’ and ‘invasive bacterial infec-
tion’. The term serious bacterial infection classically includes bacterial urinary tract
infection (UTI), bacteremia and bacterial meningitis. Occasionally, in cases where
a known bacterial pathogen is identified as the cause, bacterial pneumonia, enteri-
tis, skin and soft tissue infections and bone infections are included under the term
serious bacterial infection [16].

More recently, the phrase invasive bacterial infection has been used to describe
infants with bacterial meningitis or bacteremia, reflecting the generally good out-
comes of infants diagnosed with UTI [17]. Some experts recommend the sole use
of infection source (e. g., meningitis, bacteremia, UTI, etc.) to promote clarity in
nomenclature.

Epidemiology of Infections in Febrile Infants

Viruses are thought to cause the majority of febrile illnesses in young infants,
and identifying a viral infection is often associated with a lower risk of bacterial
infection in these infants (Table 1). A comprehensive description of the exact epi-
demiology and incidence of bacterial causes of fever in the young infant is difficult.
To date, no large-scale, multi-site estimates of bacterial infection prevalence have
been conducted, with available reports relying on data obtained primarily from sin-
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Table 1 Common viral illnesses presenting as fever in young infants and association with bacterial
illness. Data from references [21, 24, 25, 45–48]

Virus Recommended diagnostic test Association with bacterial illness
Enterovirus (EV) CSF EV PCR; EV serum PCR if EV

sepsis is suspected
Low risk for concomitant bacterial
meningitis and bacteremia. De-
creased risk for UTI

Human pare-
chovirus (HPeV)

CSF HPeV PCR Insufficient data, but likely de-
creased risk of bacterial meningitis,
bacteremia, and UTI

Respiratory syn-
cytial virus (RSV)

Nasopharyngeal RSV Ag detection
or RSV RT-PCR

Low risk for concomitant bacterial
meningitis or bacteremia. Decreased
risk for UTI

Influenza A/B Nasopharyngeal Influenza A/B Ag
detection or Influenza A/B RT-PCR

Low risk for concomitant bacterial
infection

Human rhinovirus
(hRV)

Nasopharyngeal rhinovirus PCR Unknown. Due to prolonged viral
shedding, unable to solely attribute
febrile illness to rhinovirus

Adenovirus
(ADV)

Nasopharyngeal adenovirus RT-
PCR

Unknown. Due to prolonged viral
shedding, unable to solely attribute
febrile illness to adenovirus

Human parain-
fluenza virus
(HPIV) 1,2,3,4

Nasopharyngeal HPIV 1,2,3,4 RT-
PCR

Insufficient data, but likely low risk
of concomitant bacterial infection

Rotavirus (ROTA) Stool rotavirus Ag detection, stool
rotavirus enzyme immunoassay or
rotavirus PCR

Insufficient data, but likely low risk
of concomitant bacterial infection

Herpes simplex
virus (HSV)
Types 1 and 2

CSF HSV PCR, viral culture or
PCR of vesicles
Surface cultures in neonates (mouth,
nasopharynx, conjunctivae, perianal)
Serum HSV PCR (if available)

Insufficient data, but likely low risk
of concomitant bacterial infection

Human herpes
virus-6 (HHV-6)

Plasma HHV-6 RT-PCR; HHV-6
serologic antibody titers

Insufficient data, but likely low risk
of concomitant bacterial infection

PCR: polymerase chain reaction; RT-PCR: reverse-transcriptase polymerase chain reaction;
CSF: cerebrospinal fluid; UTI: urinary tract infection

gle-site surveys over varying time periods. High-quality data on the prevalence of
bacterial infections in different age groups is also lacking [1]. Overall, bacterial
infections are identified in roughly 8–10% of febrile infants.

Viral Infections

Herpes simplex virus (HSV) is a rare but significant cause of morbidity and mor-
tality among febrile infants, being identified in < 0.3% of febrile infants, but with
an associated mortality of > 15%, a risk that is increased with delay in initiation of
antiviral therapy [18, 19]. The majority of neonatal HSV disease is transmitted to
the newborn by active maternal shedding of the virus during the peripartum period.
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Infection most commonly occurs in the first month of life, and it is exceedingly
rare in children older than 6–8 weeks of age. HSV infection can be categorized as
limited to skin, eye, mouth (SEM disease); disseminated disease/sepsis; or menin-
goencephalitis (which can complicate both sepsis and SEM disease), and can be
caused by either HSV-1 or HSV-2. Fever can be the only feature of HSV infection,
although it may be lacking in up to 50% of infants ultimately diagnosed with HSV
disease, and other clinical symptoms, including vesicular rash, seizures, ill or toxic
appearance, irritability, lethargy, conjunctivitis, bulging fontanel and temperature
instability, can aid in the diagnosis [20]. These clinical symptoms, along with labo-
ratory findings, such as elevated liver function tests and CSF pleocytosis, are more
commonly found in infants with HSV than without, and the presence of any of these
signs and symptoms should prompt the consideration of HSV testing and empiric
treatment with acyclovir.

Enterovirus is one of the most common causes of febrile illness in young in-
fants and its incidence varies seasonally, with rates being highest in the summer
and fall. During these times, enterovirus infection is found in 40–50% of admit-
ted febrile infants [21]. Because enterovirus-positive infants have a low rate of
concomitant bacterial infections, management of enterovirus-positive infants often
consists of supportive care alone. A rare manifestation of enterovirus infection in
neonates includes severe viral sepsis, which is generally associated with maternal
acute infection with enterovirus near the time of delivery. Treatment for enterovirus
sepsis is also limited to supportive care with the possible addition of intravenous
immune globulin, as no FDA-approved or compassionate-use antiviral therapy is
currently available. Testing for enterovirus is encouraged, especially during sum-
mer and fall seasons, as a confirmed diagnosis allows clinicians to safely decrease
hospital length of stay and antibiotic exposure for otherwise well-appearing febrile
infants [22].

Human Parechovirus (HPeV) is a relatively recently described cause of viral
meningitis and encephalitis among febrile infants. Similar to enterovirus, HPeV is
a picornavirus with seasonal variation, and treatment consists largely of support-
ive care. Compared to enterovirus-positive infants, HPeV-positive infants typically
appear more acutely ill andmore often require ICU care [23].While the rates of con-
comitant bacterial infections are thought to be low (similar to those of enterovirus),
suggesting that HPeV-infants could be monitored off antibiotics, further data are
needed to confirm this [23].

Respiratory viruses, particularly respiratory syncytial virus (RSV), influenza
viruses A and B, rotavirus, and rhinovirus are also commonly identified in the
febrile infant (Table 1). With the exception of rotavirus, these viruses often cause
respiratory symptoms, most commonly manifested as bronchiolitis. Because well-
appearing febrile RSV-positive infants are at low risk for bacterial meningitis and
bacteremia, but still have a notable risk for bacterial UTI [24], management and
testing of these infants should include urinalysis and urine culture, and in most
well-appearing infants without evidence of UTI, antibiotics and routine lumbar
punctures can be safely delayed or avoided. Similarly, the risk of bacterial infection
among infants with influenza or rotavirus is low [25]. The detection of rhinovirus in
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the otherwise well-appearing febrile infant does not necessarily decrease an infant’s
risk for concomitant bacterial infection because, due to its long shedding period,
detection of the virus may not correlate with acute viral illness [26].

Other viruses and their potential association with the risk of bacterial infection
in febrile young infants are detailed in Table 1.

Bacterial Infections

A description of the exact epidemiology and incidence of bacterial causes of fever
in the young infant is difficult, as recent large datasets are lacking. However, meta-
analyses and data from single-center or regional data in the United States suggest
that while the majority of bacterial infections used to be due to GBS, and Liste-
ria was of relatively greater concern, E. coli and other Gram-negative bacteria now
account for the majority of infections, and Listeria monocytogenes is a rarely en-
countered pathogen [27, 28].

In addition to E. coli, other Gram-negative infections of importance include
Klebsiella pneumoniae, Citrobacter spp., Enterobacter spp., Salmonella spp. and
Serratia marcescens. About 20% of serious bacterial infections are thought to be
due to Gram-positive bacteria [15]. The most commonly-isolated Gram-positive
organisms include GBS, Staphylococcus aureus and Enterococcus spp. L. monocy-
togenes is now considered an extremely rare cause of serious bacterial infection in
the United States [27–29].

UTIs are the most common cause of serious bacterial infection, with E. coli
causing the majority of infections. It is thought that UTIs occur in roughly 9%
of all febrile infants who undergo medical evaluation, making up roughly 85%
of all serious bacterial infection in this population [16, 24]. Despite the relatively
high incidence of UTI among febrile infants, consensus regarding the disposition
and treatment duration of febrile young infants with UTI is lacking. The perceived
risk of developing concomitant bacteremia or meningitis and/or long-standing re-
nal injury drives common practice, which frequently includes hospital admission,
invasive CSF testing, and often a 2-week course of parenteral antibiotics.

It is now questioned whether these infants should be treated less conservatively,
as the risk of bacterial meningitis, shock, or death is thought to be extremely low
in otherwise well-appearing infants [17]. While the risk of bacteremia secondary
to UTI remains substantial, it is unlikely to be associated with adverse effects, and
recent studies on well-appearing infants with bacteremia secondary to UTI show
similar clinical outcomes between those treated with a prolonged course of par-
enteral antibiotics vs. those treated with shorter courses of parenteral antibiotics
[17, 30, 31].

Bacteremia and bacterial meningitis in febrile infants are thought to occur at
an incidence of roughly 1.8–2% and 0.5–0.7%, respectively [13, 24]. Unlike UTI,
bacterial meningitis is associated with a 5% mortality risk and long-term sequelae,
such as hearing loss, seizures, motor problems, hydrocephalus, and cognitive and
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behavioral problems, underscoring the need for early detection and treatment of
bacteremia (which may lead to bacterial meningitis) and bacterial meningitis [32].

Tools for Risk Stratification

A combination of age, clinical appearance and laboratory values is commonly used
to identify young febrile infants at risk for a serious bacterial or viral infection.

The Rochester, Philadelphia, Milwaukee and Boston criteria all use the above
combination to identify infants at low risk for serious bacterial infection. While the
laboratory tests used, interpretation of test results, empirical antibiotic use, and age
at which criteria should be applied, vary across these tools, there are many similari-
ties among them (Table 2). Regardless of laboratory values, febrile infants who are
ill-appearing or < 28 days old are identified as at higher risk for serious bacterial
infection. It is generally recommended that young febrile infants be evaluated with
a complete blood count with differential, urinalysis, blood, and urine culture. Blood
and urine tests are often obtained simultaneously, and obtaining CSF depends on
which strategy is used. Chest radiographs are not routinely recommended.

Although useful in predicting illness severity in older infants and children, the
Yale Observational Score, a scoring system that uses clinical signs and symptoms
to determine the risk of serious bacterial or viral illness, is not an accurate risk-
stratification tool among young febrile infants < 8 weeks of age [33].

A sequential approach for identifying febrile young infants at low risk for inva-
sive bacterial infection has been proposed. Highlighting UTI as the most common
bacterial infection in young febrile infants, this approach recommends evaluating
age, clinical appearance and urinalysis results prior to obtaining blood samples
[34]. This step-by-step approach has been prospectively validated and has a high
sensitivity (92%) and NPV (99.3%) [36].

There has been much debate about the utility of certain biomechanical markers
as part of a febrile infant evaluation. While an abnormal white blood cell (WBC)
count in a febrile young infant is associated with serious bacterial infection, it is
not a specific marker for serious bacterial infection (positive predictive value of 30–
43.8% for WBC< 5,000 or > 15,000/mm3) [12].

Compared to an abnormal WBC, elevated C-reactive protein (CRP) and procal-
citonin (PCT) values are associated with serious bacterial infection with a greater
sensitivity and specificity, with PCT being more sensitive than CRP for diagnosis of
invasive bacterial infection [34, 36]. CRP can often be elevated in viral infections
and does not rise as acutely as PCT levels do, which can cause both false positive
and negative results, respectively. While PCT use has been widely investigated in
the adult sepsis literature, its use in febrile young infants has been mostly limited
to European studies. Using PCT is limited in many non-European countries, as it is
not widely available, is not rapidly performed and is associated with high laboratory
costs [34, 36]. Combining PCT, CRP and presence of leukocyte esterase or nitrites
on urinalysis into a single “lab score” has better specificity to predict the presence
of serious bacterial infection than do WBC, CRP or PCT alone, but has a low sen-
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sitivity [37]. New research has also identified that an infant produces a unique host
response, called an RNA-biosignature, secondary to bacterial infection, which can
be detected by microarray analysis. Data on the role of RNA-biosignatures in the
management of the febrile young infant are emerging and future studies are needed
to evaluate their utility in the clinical setting [38].

Emerging evidence on 1) the changing epidemiology and incidence of bacte-
rial infections; 2) patient outcomes with certain bacterial infections, such as UTIs;
3) the low risk of concomitant bacterial infections among infants with viral ill-
nesses; 4) risk of serious illness with viral illnesses such as enterovirus and HSV;
and 5) the need for judicious testing that limits the negative consequences of febrile
infant evaluations is reshaping how infants are risk-stratified.

Many health care centers and institutions have created site-specific practice
guidelines for the management of the febrile young infant, some of which advocate
for more judicious testing and risk-stratify febrile infants based on viral status.
These guidelines have been associated with good outcomes, including decreased
hospital costs, hospital lengths of stay, and antibiotic exposure without any increase
in adverse events [39]. However, guidelines vary widely across institutions, and
not all guidelines advocate for more judicious testing and antibiotic use, which can
affect health care costs and contributes to the observed variation in practice [11].

Therapeutic Options

For those infants at low risk of serious infection, outpatient management with close
monitoring and primary care follow-up is recommended. Antibiotic administration
is dependent on which strategy is used, but, in general, antimicrobials should not be
given to well-appearing febrile infants until after blood, urine and CSF cultures are
obtained.

High-risk infants require hospitalization for empiric intravenous antimicrobials
pending bacterial and viral testing results. Hospital length of stay depends on culture
and viral testing results. While many clinicians observe infants on empiric antibi-
otics until all bacterial cultures are negative for 36–48 h, this practice varies widely
and is rapidly changing. New evidence has suggested that, due to advances in au-
tomated culture detection, an observation period pending negative bacterial culture
results at 24–36h is often appropriate and can reduce antibiotic exposure, hospital
length of stay, and healthcare costs without an increase in missed bacterial infec-
tions [39, 40]. In addition, due to the low risk of concomitant bacterial infections,
in otherwise well-appearing enterovirus-positive infants, short observation periods
of no more than 24 h are generally recommended [39]. Other potential adjustments
to management based on virological test results and PCT results are detailed in
Table 3.

Hospital admission can often come at a time when infant-family bonding is just
beginning, and therefore should focus on maximizing family bonding by encourag-
ing breast feeding, skin-to-skin contact, and maintaining previous routines, while
minimizing unnecessary tests and interventions.
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Table 3 Diagnostic tests and their utility in the well-appearing febrile young infant. Data from
references [22, 25, 49, 50]

Test Indications Potential role in management
RSV testing Infants with respiratory symptoms If positive, may safely avoid LPs,

antibiotic exposure, and hospitaliza-
tions

EV testing Infants undergoing LP and CSF
studies

If positive, may consider discontin-
uing antibiotics, discharge home if
bacterial cultures negative at 24–36 h

Influenza testing Infants with respiratory symptoms,
especially during high regional
prevalence

If positive, may consider discontin-
uing antibiotics, discharge home if
bacterial cultures negative at 24–36 h

Procalcitonin Otherwise low-risk infants with
negative virological testing

If normal/minimal elevation: may
consider initial inpatient observation
off antibiotics, avoidance of LP, or
outpatient management

LP: lumbar puncture; CSF: cerebrospinal fluid; RSV: respiratory syncytial virus; EV: enterovirus

Empiric antibiotic choices should cross the blood brain barrier and target the
most common pathogens, such as E. coli and GBS. In a large regional study, almost
80% of infants with meningitis were infected with ampicillin-resistant organisms,
highlighting the need for identification of and treatment according to regional and
institution-specific antibiotic resistance patterns [16]. Medication side-effects are
also a factor when determining appropriate antibiotic choices. For example, in in-
fants < 28 days old who are already at increased risk for kernicterus, ceftriaxone is
generally avoided as it can cause further increases in serum bilirubin levels.

Commonly-used antibiotic regimens for infants < 28 days old include ampi-
cillin and either an aminoglycoside, such as gentamicin, or a third-generation
cephalosporin, such as cefotaxime. For infants > 28 days of age, a third-generation
cephalosporin, such as ceftriaxone, is often used as monotherapy. For those infants
at risk of HSV infection, acyclovir should be empirically administered pending
HSV test results.

Unintended Consequences of Testing/Treatment

The risk of delayed care of a febrile young infant with a serious infection drives
invasive testing, hospitalization and antibiotic use, but in some cases these inter-
ventions are unnecessary and can often have unintended negative consequences,
such as vulnerable child syndrome, family stress, prolonged hospital stay, increased
hospital costs, and iatrogenic complications.

Vulnerable child syndrome is a well-described syndrome in which a caregiver’s
perception of their child as being vulnerable leads to a dysfunctional parent-child
relationship. Clinical features of vulnerable child syndrome in the caregiver include
excessive separation anxiety, over-protective behavior, difficulties with discipline,
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and excessive use of the medical system; children can display impaired sleeping
habits, difficulties in school, exaggerated separation anxiety, and hypochondria [41,
42]. Children hospitalized early in life, such as those born premature, those with
congenital malformations, or those with a suspected serious illness (which one
could argue includes suspected meningitis) have been shown to be more prone to
vulnerable child syndrome [42].

Parents of hospitalized infants who were interviewed in an effort to better char-
acterize the stress and difficulties families of febrile infants face have previously
described believing that their infant had a weak immune system and could rapidly
deteriorate or die. Parents have also reported feeling an overwhelming sense of
responsibility, a lack of control, experiencing disruption of breast-feeding and in-
creased financial stress [43].

Potentially unnecessary or avoidable testing of febrile infants can cause nega-
tive consequences by prolonging hospitalizations and increasing healthcare-related
costs. Due to the development of a reliable rapid HSV polymerase chain reaction
(PCR) test, many infants at low risk of HSV infection (i. e., well-appearing infants
without any historical risks, signs, or symptoms of HSV) are tested and given em-
piric acyclovir pending PCR results. This testing and empiric treatment of all febrile
infants may increase hospital length of stay, and healthcare costs without conferring
any additional benefits [44].

Iatrogenic harm caused by the management and treatment of febrile infants has
not been well studied. Common sources of iatrogenic harm likely include antimicro-
bial pre-treated CSF cultures and traumatic lumbar punctures [45], which may cause
unnecessary antibiotic exposure; radiation exposure from x-rays or other imaging;
and phlebitis or venous injury during blood draws or infusions. Due to the relatively
low incidence of bacterial infections among febrile infants, bacterial cultures have
a low positive predictive value, and can often result in false-positive culture results.
False-positive test results likely lead to even further caregiver stress, invasive test-
ing, antibiotic exposure, hospital days and healthcare costs.

Conclusion/Future Priorities

Caring for the febrile young infant is often challenging, as the fear of not prop-
erly treating a serious illness can often lead to unnecessary testing, antibiotics and
hospitalization. To better guide management descisions, future research priorities
should focus on using large multi-regional data to identify the incidence and epi-
demiology of bacterial infections, and further attempts should be made to identify
infants at high-risk of invasive bacterial and HSV infection. Viral testing should
be incorporated into febrile infant evaluations, as identification of a virus may de-
crease antibiotic exposure, invasive testing and hospitalization. Continued efforts
should be made towards the study of novel diagnostic tools such as RNA biosigna-
tures. Finally, there is a large gap in our understanding of the consquences of current
febrile infant managment methods, and future efforts should focus on better delin-
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eating the risks and unintended consequences of testing, antibiotic administration
and hospilization of young febrile infants.
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Post-DischargeMorbidity andMortality
in Children with Sepsis

O. C. Nwankwor, M. O. Wiens, and N. Kissoon

Introduction

Pediatric sepsis is a major contributor to childhood morbidity and mortality, ac-
counting for about 23% of deaths in pediatric intensive care units (PICUs) [1] and
about 30% of in-hospital morbidity. In addition, one in every five survivors exhibits
a new functional disability. The Global Burden of Disease puts deaths from infec-
tious diseases, and hence mostly sepsis, as the number one killer in children under
5 years of age. Although there are no systematic data from low and middle income
countries, this high burden of mortality disproportionality plagues these countries.
However, deaths are not only due to in-hospital demise because many children suc-
cumb without access to medical care or after hospital discharge.

For example, a systematic review of 13 studies done in low and middle in-
come countries showed a consistent trend of post-discharge mortality similar to,
and in some cases exceeding, in-hospital mortality [2]. Post-discharge mortality
was most common in the first weeks to months following discharge and in children
who were young, malnourished, had been previously admitted, were infected with
human immunodeficiency virus (HIV) or had pneumonia. These observations sug-
gest opportunities for early and inexpensive interventions to decrease the burden
of morbidity and mortality in these contexts. In resource-rich settings, such as the
United States, post-discharge mortality and morbidity pose similar, although less
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burdensome concerns, because in most cases follow-up of children can be assured.
In the US, the long-term post-discharge mortality rate approximates the mortality
rate during in-patient admission among children with severe sepsis, and almost half
of the survivors are readmitted within a median of 3 months [3]. Most children in
the US are less than one year of age, have neurologic or hematologic organ dys-
function, blood stream or cardiovascular infections and comorbidities. Thus, there
are opportunities for improving outcomes, even in resource-rich areas.

Aside from the concerns of mortality, morbidity is also of significant concern.
Globally, as many as 39% of children who survived severe sepsis experienced some
degree of deterioration of function at 28 days [4]. In low and middle income coun-
tries, because of the high burden of mortality, and the social and economic context
of these settings, morbidity has taken a back seat and its burden has been largely
ignored although it is likely to be higher and include a significant contribution
from malnutrition. These observations present unique opportunities for the devel-
opment and validation of outcome measures, such as health-related quality of life
and functional status measures to better understand and develop interventions for
post-discharge morbidity in these complex settings [2, 5].

Decreasing sepsis-associated morbidity and mortality relies on early recogni-
tion, aggressive treatment and context specific guidelines and protocols for follow-
up care beyond hospital admission. Early recognition of sepsis relies on a useful
definition to identify at-risk children.

Early Recognition

The systemic inflammatory response syndrome (SIRS) criteria, used to define sepsis
by the International Consensus Conference [6], were intended to be used for re-
search purposes and have not been very useful to clinicians in the early recognition
of sepsis globally. In resource-rich areas, SIRS has not proven practical primarily
because of its high sensitivity and low specificity. In low and middle income coun-
tries, the SIRS-based sepsis definition is not only poorly specific, it is also difficult
to apply since it relies on laboratory parameters such as leukocyte count, not rou-
tinely available in all settings (Table 1). A recent study from Uganda found that
nearly all children who were admitted with an infection were captured by the SIRS
criteria, suggesting that its measure does little to further identify at-risk children
[7].

Early Aggressive Treatment

Once recognized, aggressive treatment has been shown to improve outcomes in all
settings. In resource rich settings, adherence to international guidelines has made
great inroads in decreasing mortality [8–10]. However, a myriad of reports has
shown that guidelines need to be context specific and the international guidelines
cannot be adopted in many areas of the world due to lack of resources. This has
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Table 1 Definition of sepsis based on context. Adapted from references [7] and [11]

Sepsis definition by International
Consensus (SIRS criteria)

Suggested sepsis definition in
resource-limited settings

Confirmed or highly suspected
presence of infection caused by
a pathogen plus any 2 of the fol-
lowing, one of which must be
abnormal temperature or leuko-
cyte count

Confirmed or highly suspected
presence of infection caused
by a pathogen plus any 2 of the
following, one of which must be
abnormal temperature

Temperature < 36 °C or > 38.5 °C (core temp) < 36 °C or > 38.5 °C (axillary or
oral)

Heart rate (beats/min)
– bradycardia or tachy-
cardia

0–1 yr: < 90 – > 180
2–5 yrs: > 140

0–1 yr: < 90 – > 180
2–5 yrs: > 140

Respiratory rate
(breaths/min)
– tachypnea

0–1 yr: > 34
2–5 yrs: > 22

0–1 yr: > 34
2–5 yrs: > 22

White cell count
(counts × 103/mm3)
– leukocytosis or
leukopenia

0–1 yr: < 5 – > 17.5
2–5 yrs: < 6 – > 15.5

– Not included
– Not readily available
– Presence of malaise/ill-look-
ing

SIRS: systemic inflammatory response syndrome

prompted the development of guidelines for a variety of international settings to
improve the treatment of pediatric sepsis [11].

Follow-up Care Post Discharge

Common to all guidelines from resource rich to resource-poor settings is the fact
that none has a robust approach to post-discharge care. For example, the ubiqui-
tous Integrated Management of Childhood Illness (IMCI) guidelines, which form
the foundation of the treatment of severe infections in many low and middle income
countries, do not address the vulnerable post-discharge period. The same can be said
for the Surviving Sepsis Campaign in North America and Europe. A lack of recog-
nition that post-discharge morbidity and mortality represent a high burden in all
settings, and a paucity of research to identify interventions to reduce this burden, has
precluded any incorporation of post-discharge interventions in current guidelines.

The newly adapted sustainable development goals of the United Nations has set
specific targets to reduce preventable neonatal and under-5 deaths [12]; targets that
will be beyond the reach of most regions of the world unless the issues of post-dis-
charge mortality can be addressed. Improvement in post-discharge outcomes will
rely on research in the epidemiology of post-discharge morbidity and mortality
as well as efforts to improve outcomes through a variety of means, including risk
prediction, improved discharge planning, education, pharmacotherapeutic interven-
tions, and addressing a variety of related issues, such as poverty and infrastructure
challenges.
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The aim of this chapter is to draw the attention of policy makers and care
providers to this neglected but very important preventable contributor to child mor-
bidity and mortality. In doing so we embrace a holistic approach that builds on the
protocols, guidelines and bundles in sepsis management so as to direct appropriate
and adequate resources towards care during the vulnerable period after a child is
discharged from the hospital.

Issues Relating to Post-dischargeMortality

Infectious diseases including pneumonia, diarrhea and malaria remain a leading
cause of under-5 mortality [13]. The final common pathway leading to death for
most infectious diseases, including these, is sepsis [14]. While issues surrounding
the epidemiology of post-discharge mortality are complex, there are several poten-
tial factors that may be causally related to its high burden.

Limited Resources in Poorly Resilient Health Systems

The IMCI, an initiative of the World Health Organization (WHO), has been widely
adopted in low and middle income countries settings, and has made inroads in re-
ducing in-patient mortality. However, this approach leaves no direct measure to
reduce post-discharge mortality. To further improve outcomes from sepsis, all chil-
dren should be afforded post-discharge follow-up, but this is often not practical
because of the inordinate demand on limited resources. The identification of high-
risk children can facilitate follow-up of the most vulnerable children while at the
same time ensuring the responsible use of resources [15, 16]. However, there are
limited data on post-discharge mortality in most resource limited settings [17, 18].
This is because of several factors, including that many children die in the commu-
nity and the limited resources reduce the ability to ensure follow-up of all children
with sepsis post-discharge. This was highlighted during the Ebola outbreak in west-
ern Africa with collapse of the most basic health systems [19], where mortality was
high in low and middle income countries, but non-existent in those afflicted who
had access to contemporary care. In non-resilient systems, decreasing morbidity
and mortality will rely on innovative approaches to identify children who are at
high risk and develop interventions that are sustainable in the clinical context.

Poor Illness Recognition and Care Seeking Behavior

To reduce child morbidity and mortality in the under-5 age group, caregivers should
be able to easily recognize the symptoms of the commonest infectious diseases, and
be able to seek care promptly. Recent evidence suggests that in low and middle in-
come countries, the ability of caregivers to recognize diseases such as diarrhea,
malaria or pneumonia, to recognize danger signs, and to seek appropriate health
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care, is very low [20]. These issues appear to be more prominent in rural areas,
where the use of traditional care practices is also high. Other factors influencing
appropriate care-seeking include severity of illness, socioeconomic status, cost of
care and in some regions the sex of the child with boys more likely to receive
care.

Poverty, Lack of Money and Transport

Of the 19.2 million episodes of severe acute lower respiratory infections in the un-
der-5 age group, 38% of the cases did not reach the hospital [21]. Furthermore,
81% of the cases that did not get to the hospital died compared to 19% of those that
were admitted to the hospital. Even when access and low health-seeking behav-
ior are not present, there exists a high referral burden on hospitals, stretching their
personnel, medication and facility supplies. In resource-limited settings, the WHO
recommendation of home treatment for severe pneumonia with oral antibiotics has
been shown to be effective in Asia [22]. To reduce poverty and all its associated
health inequities, education of girls has been shown to be a strong predictor for im-
proved health among infants and children [23]. Government and policy makers of
low and middle incomes countries should ensure that every girl receives some level
of formal education.

Difficulty in Accessing Timely Care

In many parts of the world, health systems for critically ill children are fragmented,
with children often subject to many delays prior to definitive care. In addition, sub-
optimal care and iatrogenic-induced adverse events are often commonplace in such
settings. For example, in South Africa, caregivers experience significant difficulty
in accessing healthcare for their critically ill children. EMS delays result in parents
either driving their own vehicles or using public transport to bring their children to
the hospital, regardless of severity of illness [24]. At many hospitals, there are no
clear directions to locate the trauma or emergency area. In many cases, long wait-
ing times and the use of non-medical staff to make determinations on how sick the
children are limits timely access to care. Caregivers can also experience difficulties
due to language barriers.

Lack of Faith in Health Systems

In Uganda, some caregivers refused to go back to the hospital when their children
became sick again after they had been discharged because they thought that there
was no improvement from their earlier visits and no need to go back. To address this
issue, caregiver education given by community health workers who are drawn from
within the community should be encouraged. Trusted community health workers
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(CHWs) contribute to improving health outcomes among mothers and their new-
born babies through education [25].

Addressing Post-dischargeMorbidity andMortality
in Resource-rich Areas

Improving the functional outcomes of children who survive sepsis is a priority [26,
27]. The Sepsis Prevalence, Outcomes and Therapy (SPROUT) study showed that
25% of children with sepsis died while 17% of the survivors had new moderate or
worse disability at discharge [28]. In this study, 21% of patients with sepsis had
severe acute kidney injury (AKI), and half of these patients either died or devel-
oped moderate functional disability. Similarly, data from the Researching Severe
Sepsis and Organ Dysfunction in Children (RESOLVE) trial showed that of the
298 children who were 28-day survivors of severe sepsis, 18% showed poor func-
tional outcomes, and 34% had deterioration of their functional status compared to
their baseline [4].

In the United Kingdom and Ireland, school-aged children who were admitted
to the PICU with central nervous system (CNS) infection and septicemia under-
performed on neuropsychological function measures and some performed academ-
ically worse 3–6 months after discharge from the ICU [29]. These studies clearly
show the significant burden of post-discharge morbidity, justifying an increased
focus on this vulnerable period. Interventions that include physical and occupa-
tional therapy should be instituted early. Child life specialists and hospital schooling
should be encouraged.

Addressing Post-dischargeMorbidity andMortality
in Low andMiddle Income Countries

In resource-limited areas, our understanding of post-discharge mortality is increas-
ing, but morbidity is largely ignored. The fact that morbidity ranges from subtle to
severe, that measurement is rarely straight forward and that resources are limited
are key barriers in addressing this issue. However, efforts to understand and imple-
ment simple measures to decrease or avert post-discharge morbidity are important.
These may include discharge follow-up of kidney function for children with AKI;
neurological follow-up for those with CNS infections, and expansion of services
in school to include individualized learning plans for children who have residual
functional disability.

Addressing morbidity may also influence and avert mortality and improve qual-
ity of life and productivity. For reasons outlined earlier, a key step in addressing
post-discharge mortality begins with the identification of patient groups who are at
high risk of death during the post-discharge period [15].
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Disease-specific Risk Groups

Severe malnutrition and pneumonia are common among children who die during
the post-discharge period in Bangladesh [18] as well as Kenya, and undernour-
ished children have an eight-fold increase in post-discharge mortality compared
to their community peers [17, 30]. In Gambia, post-discharge mortality was high
among children with pneumonia, meningitis and sepsis and severe malnutrition
[31]. Among Malawian children, post-discharge mortality was common among
HIV positive children, children under 12 months, and those with severe malnutrition
at admission or disability [32].

Bacterial meningitis is a leading cause of morbidity and mortality in African
children, and up to 18% of children die after discharge [33]. CNS infections (in-
cludingmeningoencephalitis), even in developed countries, are associated with poor
functional outcomes, more severe educational difficulties and deficits in neuropsy-
chological performance [4, 29].

Children who were admitted with gastroenteritis were also at a significantly
higher risk of death within the first three months after been being discharged alive
[34]. In Bangladesh, most deaths in the first 3 months after discharge from the
hospital were associated with either a new respiratory infection or gastrointestinal
symptoms [18].

Other Risk Groups

In children with severe malaria, post-discharge mortality was associated with se-
vere anemia, jaundice, less parasitemia, elevated lactate dehydrogenase (LDH), in-
creased transfusions and elevated levels of angiopoietin-2 (Ang-2) biomarker [35].
Furthermore, levels of Ang-2 in the highest quartile were associated with a 1.2-fold
increase in post-discharge mortality.

In Bangladesh, young age has been shown to be significantly associated with
post-discharge mortality [18]. Many of these young children are severely malnour-
ished at the time of discharge, and are vulnerable to community-acquired infections
when they return home. Most die at home within one month of discharge, often
without any contact with the hospital.

A higher risk of post-discharge mortality has also been observed in children who
were discharged against medical advice [36]. In Cote d’Ivoire, the proportion of
children who were taken away prematurely from the hospital was closely related
to the cost of medication, the availability of essential drugs at the hospital and the
families’ inability to pay for the cost of hospitalization [37].

Use of Risk Data for Risk Classification

A recent study, with the objective of developing a robust post-discharge prediction
model, used the disease and context factors outlined above, and incorporated them
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Table 2 Prediction of post-discharge mortality. Model characteristics at probability cut-offs en-
suring model sensitivity of > 80%. Adapted from [16]

Model AUC (95% CI) Probability
Cut-Off

Sensitivity
(95% CI)

Specificity
(95% CI)

PPV NPV

1 0.82 (0.75 to 0.87) 0.035 82.0 (72.3 to 91.6) 66.2 (63.5 to 68.9) 11.1 98.6
2 0.81 (0.75 to 0.87) 0.040 80.3 (70.4 to 90.3) 67.5 (64.8 to 70.2) 11.3 98.5
3 0.80 (0.74 to 0.86) 0.031 80.3 (70.4 to 90.3) 63.4 (60.7 to 66.2) 10.2 98.4
4 0.80 (0.73 to 0.86) 0.035 82.0 (72.3 to 91.6) 61.4 (58.6 to 64.2) 9.9 98.5

30% of children would be flagged as high risk (positive predictive value [PPV]: 0.11) and require
further follow-up and 80% of those children who eventually died would have been correctly identi-
fied and singled out for more intensive follow-up management. 70% of the children could be safely
discharged, with a low risk of mortality during the post-discharge period (negative predictive value
[NPV]: 0.99). AUC: area under the curve

via a Delphi process into a set of candidate predictors [38]. In stratifying post-dis-
charge mortality risk, Wiens et al. then developed a predictive model that included
mid-upper arm circumference (mm), oxygen saturation (SpO2, %) at admission,
time since previous hospitalization, the presence of an abnormal Blantyre coma
scale (BCS) at admission and HIV status (Table 2). This model had a sensitivity of
82% and specificity of 66% [16] in identifying children with post-discharge mortal-
ity. This model uses variables that are easily and reliably collected when a patient
is being admitted to the hospital in a low and middle income country setting. Such
prediction models can help with early and focused discharge planning in high-risk
children.

Post-Discharge Interventions to Ensure Follow-up
and Return to Care

Risk Classification

The PAediatric Risk Assessment (PARA) Mobile App was designed to predict in-
patient and post-discharge mortality among children under 5 years old who are ad-
mitted with a proven or suspected infection. This application uses a previously
derived regression model for the prediction of mortality both during and follow-
ing hospitalization, using demographic, anthropometric and clinical indicators col-
lected on admission [39] (Fig. 1). Using this app, high-risk patients can be identified
and thus targeted for appropriate post-discharge care.

Education and Follow-up

Community-based health interventions that are culturally sensitive and economi-
cally soft improve health outcomes. In Nepal, infant mortality rate was improved in
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Fig. 1 Home referral and dis-
charge kit. CHW: community
health worker; HC: health
clinic; PARA: PAediatric Risk
Assessment Mobile app
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a program where local female health facilitators held group meetings every month
with groups of women [40]. In a similar study, CHWs were quite effective in treat-
ing severe neonatal sepsis [41].

Recently, a study in Uganda demonstrated the effectiveness and feasibility of
a discharge bundle of care among children admitted with a proven or suspected
infection [42]. This bundle consisted of a post-discharge referral for follow-up
and a Discharge Kit. The referral for post-discharge care, provided by a discharge
nurse, encouraged follow-up during the first few days following discharge, by either
a CHW or at a local health center. The Discharge Kit consisted of brief educational
counseling paired with simple household incentives to reinforce education. The
educational counseling consisted of an explanation of the child’s vulnerability dur-
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ing the discharge period and discussed three main themes of action: (1) prevention
through hygiene and other health behaviors (e. g., mosquito net use); (2) recognition
of signs of early illness recurrence; and (3) prompt healthcare seeking. This inter-
vention improved healthcare seeking following discharge three-fold, from about
30 to 90%. Further, it increased post-discharge re-admissions by 50%, an important
achievement given that most post-discharge deaths occurred at home and that half
of the re-admissions were directly attributed to the scheduled post-discharge.

Potential Post-discharge Therapeutic Interventions

Since nutritional status is key in determining risk of infection, trajectory of acute
disease and outcomes in post-discharge period, modifiable risk factors associated
with malnutrition should be potential treatment targets for ill children [16, 30].
These should include, in the immediate acute illness period, anthropometric mea-
sures to determine nutritional state and addressing nutrient composition of both
therapeutic/supplementary feeds. Critically ill children who are severely malnour-
ished should be started on a nutritional regime for severe acute malnutrition, while
still treating the child’s primary disease or reason for admission.

Other potential target points for addressing malnutrition include addressing sub-
optimal infant nutrition practices at the community level, addressing issues of food
insecurity, understanding the roles of unhealthy microbiomes in the gut that might
be responsible for a tropical sprue type of picture and malabsorption and recurrence
of infection. Community Management of Acute Malnutrition (CMAM) programs
(an initiative of the WHO, World Food Program, and UNICEF), would be helpful
in addressing severe acute malnutrition in the setting of sepsis. As part of the pro-
gram, children with severe acute malnutrition are treated at home with ready-to-use
food therapy [RUTF]. In Malawi, under-5 mortality rates have decreased since the
initial trial of these RUFT packages [43].

Zinc supplementation has been shown to reduce treatment failure in infants less
than 4months of age with serious bacterial infection, and reduce diarrheal and pneu-
monia-related morbidity and mortality [44, 45]. It is therefore possible that zinc
could also play a role as an adjunctive medication for children continuing antibi-
otic treatment during the post-discharge period. In children with malaria and severe
anemia, intermittent preventive therapy for malaria with monthly artemether-lume-
fantrine during the post-discharge period showed an absolution reduction in primary
events of re-admittance or death [46]. Although interventions such as oral home
amoxicillin have shown some efficacy in the treatment of pneumonia, increasing
antimicrobial resistance and access to antibiotics are significant concerns to such
approaches [47].

While it is known that daily cotrimoxazole prophylaxis prevents mortality and
re-admissions in children who are HIV-positive, disappointingly, in children with
severe acute malnutrition who were HIV-negative, daily cotrimoxazole did not re-
duce mortality.



Post-Discharge Morbidity and Mortality in Children with Sepsis 441

Remaining Gaps and the Way Forward

Strengthening Community Health Worker Systems

Since poverty is pervasive in most low and middle income countries among seg-
ments of the populace, cost of hospital care, transport issues, healthcare seeking
behaviors and mistrust of healthcare systems continue to plague health outcomes in
terms of post-discharge mortality and morbidity, especially in resource-limited set-
tings. CHWs are locals who in most cases are trusted, could provide tailored low-
cost preventive, curative and other actionable follow-up care.

Education of Girls

Maternal education has been associated with positive health outcomes for infants
and children. Every nation-state in low and middle income countries should provide
some level of formal education to all girls in their society. This in the long-term
would be cost-effective, as it would reflect on reduced mortality and morbidity for
children.

Long Follow-up Period

An extended follow-up period after hospital discharge will, in the short-term, ensure
that at the period children are most vulnerable, they hopefully would be seen for
scheduled visits for any organ dysfunction management to mitigate any potential
associated morbidity. In the long-term, it also provides an opportunity to watch
for outcomes in children who had decreased functional status immediately after
discharge. It also provides the space to follow these children and accurately time
any potential mortality or morbidity event.

Conclusions

Since the number of children with sepsis dying during the post-discharge period
approximates the number dying during hospitalization, models that assist in the
identification of vulnerable children could be incorporated into clinical care. Fur-
thermore, sepsis guidelines, including the IMCI guidelines, should take into con-
sideration the neglected issue of post-discharge mortality further strengthening the
premise that sepsis and its management are a continuum that stretches beyond the
acute phase of illness [16]. Although limited data currently exist on interventions
to improve post-discharge outcomes, discharge planning for all children with sepsis
should start at the initial patient intake for hospital admission. An approach that
engages community partners, such as local health centers and CHWs, should be
encouraged. The prominence of malnutrition in post-discharge mortality, suggests
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that nutritional interventions may play a key role in further reducing this burden.
Finally, addressing post-discharge morbidity in both research and practice will be
imperative to ensure that survivors can lead productive and healthy lives, and that
adequate resources can be made available to those experiencing lasting impact from
sepsis.
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Emergency Abdominal Surgery in the Elderly:
How CanWe Reduce the Risk in a Challenging
Population?

X. Watson and M. Cecconi

Introduction

Emergency laparotomy is a common surgical intervention with an estimated 1 in
1,100 patients in the UK undergoing the procedure annually [1]. Both substan-
dard care and poor outcomes have been demonstrated by the National Confidential
Enquiry into Patient Outcome and Death (NCEPOD), and morbidity and mortal-
ity have consistently been higher in patients undergoing emergency versus elective
surgery [2]. In 2010, data collected by the Emergency Laparotomy Network (ELN)
demonstrated a crude 30-day mortality of 14.9% [3].

Emergency general surgery constitutes approximately 8–26% of all hospital ad-
missions and is associated with substantial cost across the entire care pathway. The
morbidity and mortality associated with emergency laparotomy is well known to
increase with age and emergency procedures carry a much higher age-adjusted in-
cidence for each decade above 60 years of age [4]. Perioperative mortality in the
elderly is estimated to be between 15–20% and has been shown to reach between
40–50% in patients aged 80 or above [5]. Elderly patients may survive the surgi-
cal procedure but not the complications that ensue, with perioperative complications
having been demonstrated to be strong predictors of outcome and mortality increas-
ing up to threefold in their presence [5]. In addition, of those patients who survive
the surgical insult, many will have increased dependency requiring additional care
which adds further burden to an increasingly stretched healthcare system from a re-
source and financial aspect.
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At present, approximately 17% of the population is aged 65 years or above and
it is estimated that this number will increase by two thirds to reach 15.8 million by
2031 with 5% aged over 90 years [6]. The elderly population pose a significant chal-
lenge to clinicians in the perioperative period owing to both high comorbidity and
low functional reserve. In the elective setting, there may be time to optimize these
patients preoperatively but patients presenting with an acute abdomen are often sep-
tic with fluid and electrolyte imbalances superimposed on a poor pre-morbid state.
These patients therefore require careful perioperative management with a multidis-
ciplinary team approach. Although over recent years there have been significant
improvements in the care of the acute surgical patient, improvements in surgical
holistic care have been slow to emerge and further research is warranted on how
best to manage this high-risk cohort in the perioperative period.

In this chapter, we provide an overview of the challenges associated with emer-
gency surgery in an ageing population and describe what we can do as clinicians to
reduce the risk of morbidity and mortality in the perioperative period.

Preoperative Care

As stated, the elderly cohort represents a complex population with contributing fac-
tors such as frailty, pre-existing comorbidity, cognitive dysfunction and polyphar-
macy. The care patients receive in the preoperative period will notably have an
influence on their surgical outcome and it is of critical importance that these pa-
tients undergo rapid diagnosis and appropriate resuscitation. In the elderly patient
presenting with an acute abdomen, diagnosis is not always straightforward and can
be challenging. Patients may not always present with typical features of an ‘acute
abdomen’ and signs of abdominal sepsis may not be as obvious as in the younger co-
hort; therefore a high of index of suspicion is required. The NECEPOD report from
2010 found that a delay in diagnosis and subsequently treatment had a significant
impact on the perioperative outcome of these patients, with a significant delay from
admission to surgery occurring in over 1 in five elderly patients [7]. The use of early
computed tomography (CT) imaging has been shown to improve the management
of the elderly with an acute abdomen and its liberal use has been recommended, as
the long term adverse effects of radiation are considered less of an issue in the el-
derly [6, 8]. As part of a comprehensive geriatric preoperative assessment, accurate
risk assessment and screening for frailty should be undertaken in a timely manner.
Frailty can be described as a “state of vulnerability to poor resolution of homeosta-
sis” and is a consequence of cumulative decline in many physiological systems [9].
There are five main indicators of frailty, namely weight loss, low energy, exhaus-
tion, slow gait speed and poor grip strength, and although these can be measured
in the elective setting, time often does not permit its accurate identification in the
acute setting and the results may be confounded by the surgical insult.

A recent study that evaluated the ability of six frailty screening instruments to
predict outcome after emergency abdominal surgery found that four out of the six
were able to accurately and independently predict postoperative mortality with the
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Vulnerable Elderly Survey (VES-13) being the most accurate [10]. In addition to
identification of frailty, the “Higher Risk General Surgical Patient” report advocates
that an accurate perioperative risk assessment should be undertaken with the patient
[11]. Although numerous risk prediction models currently exist, such as the Amer-
ican Society of Anesthesiologists (ASA), Acute Physiology and Chronic Health
Evaluation (APACHE)-11 and Portsmouth Physiological and Operative Severity
Score for the Enumeration of Mortality and Morbidity (P-POSSUM) systems, they
can be cumbersome, requiring multiple inputs and do not always take into account
the complexity of the disease process or the underlying frailty of the patient. The
American College of Surgeons has recently developed an online risk prediction tool
for use in both elective and emergency surgery and this has been widely validated
[12]. A thorough risk assessment is not only important for the clinician to help plan
perioperative management but also allows for an honest discussion with the patient
and family about the patient’s best interests. A recent study showed that, without
the use of a risk prediction tool, the likelihood of survival in patients aged 90 or
above with high ASA grade, septic shock and dependent living was less than 10%
and therefore these factors alone could be used to guide whether surgical treatment
is in the patient’s best interests [13].

As highlighted in the recent Association of Anaesthetists of Great Britain and
Ireland (AAGBI), patients with capacity have the right to make decisions about
their treatment and respecting their wishes is of paramount importance. Not all pa-
tients with operative pathology should undergo surgery and avoiding futile surgery,
although a difficult task, may be the right decision for an individual patient. In
patients in whom the decision has been made to take to the operating room, pre-
operative optimization should be undertaken although the risks of optimizing vs
delaying surgery need to be taken into account. Evidence has shown that oper-
ative delay before emergency laparotomy is associated with poorer outcome and
therefore optimization and surgery should occur simultaneously rather than sepa-
rately [14]. Although it is well-recognized that opportunities for optimization in the
emergency setting may be limited, every effort should be made to ensure that these
patients are cared for in an appropriate setting with early involvement of senior clin-
icians. It is well-known that elderly patients are unable to tolerate hypovolemia as
well as the younger population and, therefore, there should be a low threshold for
the diagnosis or suspicion of shock in these patients. Studies from elderly trauma
patients have suggested that a systolic blood pressure of 110mmHg may be in-
dicative of shock and compounded with a reduced cardiac reserve may necessitate
optimization of preload and contractility with the use of vasopressors and inotropes
in a critical care environment [15].

Additionally, these patients may be at risk of pulmonary complications due to an
obstructed gastrointestinal tract on a background of pulmonary disease and reduced
immunity. Early placement of a nasogastric tube is therefore recommended. The
development of acute kidney injury (AKI) may also be seen in the preoperative pe-
riod due to cumulative factors such as hypovolemia, polypharmacy and pre-existing
renal insufficiency and diabetes. Ensuring careful and adequate fluid resuscitation is
therefore imperative and may be guided by the use of hemodynamic monitoring to
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target dynamic indices. The use of goal-directed therapy is discussed in more detail
later but should be considered early in the preoperative period. In addition to early
resuscitation, prompt administration of antibiotics if there is any evidence of sep-
sis is of paramount importance and should be seen as a priority. In 2015, Huddart
et al. on behalf of the ELPQuiC Collaborator group demonstrated that the use of
a pathway quality improvement bundle was associated with a significant reduction
in mortality after emergency laparotomy surgery [3]. The bundle was based upon
key recommendations made in the Royal College of Surgeons of England and De-
partment of Health publications and was implemented in four UK hospitals. The
bundle consists of five elements which are:

1) all emergency admissions have an early warning score assessed on presentation,
with graded escalation policies for senior clinical and intensive care unit (ICU)
referral;

2) broad-spectrum antibiotics to be given to all patients with suspicion of peritoneal
soiling or with a diagnosis of sepsis;

3) once the decision has been made to carry out laparotomy, the patient takes the
next available place in the emergency operating room (or within 6 h of decision
being made);

4) start resuscitation using goal-directed techniques as soon as possible, or within
6 h of admission;

5) admit all patients to the ICU after emergency laparotomy.

Although this bundle is applicable to all patients undergoing emergency abdominal
surgery, it is apparent that since the elderly population constitute a significant pro-
portion of these high-risk patients, that this bundle should be implemented as part of
a comprehensive geriatric protocol-driven pathway. In addition, a multidisciplinary
approach should be employed in the preoperative period to ensure that optimum
care is delivered and that the pathway is adhered to at all times.

Intraoperative Care

There are numerous variables that can be optimized intraoperatively with the aim of
improving outcome and reducing postoperative complications. The importance of
delivering expert operative care with senior involvement cannot be underestimated
and evidence has demonstrated that lack of consultant involvement is associated
with higher rates of complications and mortality [16]. Surgical intervention in this
high-risk cohort should be delivered by a surgeon of consultant grade with sim-
ilar expectations for the provision of anesthesia [6]. The implementation of the
ELPQuiP bundle as described in the study by Huddart et al. demonstrated that its
use led to a significant improvement in patient care at one hospital by the direct
involvement of senior surgeons and anesthetists [3]. A guideline published in 2014
by the AAGBI on the ‘Perioperative care of the elderly patient’ describes stan-
dards of care that should be adhered to both in the elective and emergency setting
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[17]. The AAGBI guideline highlights the importance of temperature control in the
elderly as it is well known that perioperative hypothermia is common and associ-
ated with increased complications, such as delirium, cardiac dysfunction, increased
length of stay and poor wound healing [17]. Frail elderly patients are increasingly
prone to the adverse effects of hypothermia and, therefore, regular assessment of
temperature and active measures to avoid hypothermia should be taken promptly.
Such measures include fluid warming and forced air warming and these should be
employed throughout the perioperative period. All patients undergoing emergency
surgery should also be monitored as per AAGBI guidelines and it is recommended
that invasive monitoring be considered in elderly patients undergoing emergency
surgery. As previously stated, these patients are likely to be hypovolemic and in
shock and, therefore, an invasive arterial catheter inserted prior to induction is ad-
vocated. The NCEPOD report in 2007 concluded that intraoperative hypotension is
common with a reported incidence of 47% and it is likely that this is a contributing
factor to the poor outcomes observed. A recent study conducted by Wickham et al.,
which examined the incidence of hypotension in the elderly, found that hypotension
(defined as > 20% reduction in systolic blood pressure) occurred in up to 83% of
elderly patients undergoing anesthesia, with invasive arterial monitoring being used
in 1 in five patients [18]. They also showed that up to 39% of patients experienced
a drop of > 40% from their baseline, a degree of hypotension that has been linked
to stroke, myocardial ischemia and AKI. The use of central venous pressure (CVP)
monitoring is contentious as it is well documented that there is a poor correlation
between CVP and blood volume, and changes in CVP are not predictive of fluid
status, particularly in the elderly with poorly compliant ventricles [19]. However,
the insertion of a CVP line may facilitate the administration of vasopressors and
inotropes in the intra- and postoperative periods.

Fluid management is challenging in the elderly patient as there is a reduced
homeostatic compensation for fluid loss, coupled with the fact these patients are
likely to be septic and hypovolemic by the time they receive surgical intervention.
Careful administration of fluid boluses individualized to the patient is therefore ad-
vocated and the use of early goal-directed fluid therapy was recommended in the
ELPQuiP bundle, to be commenced as soon as possible or within 6 h of admission.
The intraoperative goal of the anesthetist is to achieve hemodynamic stability and
ensure adequate oxygen delivery and this can be facilitated by the use of hemo-
dynamic monitoring. There has been increased interest in the use of goal-directed
fluid therapy recently and the significant advancements in less-invasive hemody-
namic monitoring over the years has led to the concept of goal-directed fluid therapy
becoming further embedded in clinical practice. Goal-directed fluid therapy us-
ing hemodynamic monitoring allows the ‘real-time’ measurement of cardiovascular
variables and dynamic parameters of fluid responsiveness to guide administration
of intravenous fluids, vasopressors and inotropic therapy [21]. Fluid responsiveness
can be defined as an increase in stroke volume (SV) or cardiac output by 10–15%
in response to a fluid challenge, although the rate and volume of fluid is variable.

Various monitors currently exist in clinical practice and due to the large body
of evidence supporting the use of the esophageal Doppler monitor, The National
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Institute for Health and Care Excellence (NICE) recommend that it “should be con-
sidered in patients undergoingmajor or high-risk surgery” [22]. However, at present
there is little evidence for its use in the elderly or in emergency surgery and it may
be less accurate in the elderly due to a poorly compliant aorta resulting in over-
estimation of cardiac output and inadequate fluid administration [17]

Recent evidence for the use of goal-directed fluid therapy has been conflicting.
Despite high quality evidence from a meta-analysis demonstrating that the use of
hemodynamic monitoring coupled with therapy reduces morbidity and mortality in
high-risk surgical patients [22], recent studies have cast doubt on its benefits with
a large randomized controlled trial demonstrating no reduction in mortality, but
a significant reduction in postoperative complications when a planned sub-analy-
sis was performed [23]. At present the use of early goal-directed fluid therapy is
recommended as per the ELPQuiP bundle and we await further studies.

Elderly patients are also at risk of developing postoperative pulmonary compli-
cations and the method by which these patients are ventilated intraoperatively may
influence their perioperative outcome. Postoperative pulmonary complications are
common after abdominal surgery and are a significant cause of increased hospital
stay and mortality. The reported incidence is variable but postoperative pulmonary
complications have been reported to occur in up to 28% of patients undergoing
emergency surgery [24]. Although there are numerous risk factors for their develop-
ment, evidence has highlighted that increasing age remains a significant risk factor
after adjustment for the presence of co-morbidities and there is a threefold increase
in the likelihood of their development in patients aged 70–79 years [25]. There has
been recent interest in the implementation of protective lung ventilation in patients
undergoing abdominal surgery. Protective lung ventilation, defined as the use of low
tidal volumes (6–8ml/kg/ideal body weight [IBW]), application of positive end-ex-
piratory pressure (PEEP) and use of recruitment maneuvers is a well-established
practice in the management of patients with acute respiratory distress syndrome
(ARDS). A meta-analysis conducted by Tao et al., published in 2014, concluded
that the use of PLV could reduce the incidence of pulmonary complications [26].
In addition, a recent double-blind randomized controlled trial conducted by Futier
et al. found a statistically significant reduction in complications in patients receiving
protective lung ventilation compared to the control group (p = 0.001) [27]. However,
this study looked at a relatively small number of patients (n = 400) and only included
patients undergoing elective surgery. There is currently no standardized guidance on
how patients undergoing emergency surgery should be ventilated and whether there
is in fact any correlation between mode of ventilation and development of postoper-
ative pulmonary complications. We eagerly await the results of a Pan-London study
“Adoption of Lung Protective ventilation in patients undergoing Emergency laparo-
tomy surgery” which aims to answer this question. At present, it is recommended
that anesthetists give careful consideration to how these patients are ventilated with
particular emphasis on preventing both barotrauma and atelectasis, both of which
can lead to adverse outcomes.

Other considerations that need to be taken into account in the intraoperative pe-
riod include blood transfusion and patient positioning. Anemia is common in the
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elderly patient for a multitude of reasons and is associated with myocardial is-
chemia, falls, failure to wean and poor wound healing [7]. Data from observational
studies suggest that patients aged over 65 years have a higher mortality when there
is significant intraoperative blood loss compared to younger patients and a reduced
mortality when the preoperative hematocrit is 30–36% and surgical blood loss is
< 500ml [28]. The NICE guidelines published in 2015 relating to blood transfu-
sion advocate a restrictive transfusion regime with a transfusion threshold of 7 g/dl
in patients who do not have active hemorrhage or acute coronary syndrome [29].
Regarding patient positioning, the elderly patient is prone to the development of
preventable peripheral neve injuries including the ulnar nerve when in the supine
position. The AAGBI therefore recommend that likely areas of potential nerve
injury should be thoroughly padded prior to the start of surgery and assessed ev-
ery 30min for the duration of the procedure.

Postoperative Care

The quality of care that elderly patients receive in the postoperative period is of cru-
cial importance and is likely to significantly affect their perioperative outcome. The
ELPQuiC bundle recommends that all patients post-emergency laparotomy surgery
be admitted to the ICU and there is currently an ongoing need for provision of
high dependency or intensive care support for elderly patients after major surgery
[3]. At present, not all postoperative patients are managed in the ICU and studies
have highlighted that patients who develop complications and are not admitted to
the ICU have a higher mortality compared to those who are admitted immediately
postoperatively [30]. Provision of good quality of care is also essential to avoid the
concept of ‘failure to rescue’ whereby a potentially treatable or avoidable postoper-
ative complication arises and results in death.

This concept is believed to be occur more frequently in the elderly and can re-
sult from either failure to recognize that a complication has ensued or failure to
adequately treat the complication [6]. It should be noted, however, that although
this concept is important to remember, not all patients die from potentially reme-
diable complications. Early involvement of the multidisciplinary team as part of
a comprehensive geriatric assessment has been shown to reduce hospital stay, ICU
admissions and costs [31].

However, despite compelling evidence from the orthopedic community, which
has welcomed the involvement of orthogeriatricians, the collaborative multidisci-
plinary team approach is yet to gain full acceptance in the wider surgical commu-
nity. A recent survey undertaken in the UK found that < 30% of hospitals regularly
included geriatric medicine input into the care of their surgical patients and that
funding was the main barrier. Further research into this promising area is, there-
fore, definitely warranted. In addition to early medical input, early involvement of
a nutritionist and dietician is imperative as up to 80% of elderly patients have been
found to be either malnourished or at risk of malnourishment [4]. Regular input
from physiotherapists is also advocated to help mobilization and reduce complica-



452 X. Watson and M. Cecconi

Table 1 Risk factors for delirium in elderly patients. Adapted from [34]

Predisposing Critical illness Iatrogenic
Increasing age Acidosis Immobilization
Dementia Anemia Over sedation
Depression Electrolyte disturbance Uncontrolled pain
Stroke Sepsis Sleep disturbances
Visual and hearing
impairment

Pyrexia Medication (opioids, benzodi-
azepines, anticholinergic)

Functional dependence
Immobility

tions such as deep vein thrombosis and pneumonia. Finally, early recognition of
delirium is necessary and the process of recognizing and reducing the development
of cognitive dysfunction should continue into the postoperative period. The occur-
rence of postoperative delirium is common and often underdiagnosed with reported
incidences in the elderly population of up to 50% in patients undergoing emergency
surgery [32]. Both older age and emergency surgery are two out of eleven risk fac-
tors for the development of delirium in the ICU [33]. A table describing the risk
factors for delirium (adapted from NICE guidance) can be seen in Table 1 [34].
In 2015, the American Geriatrics Society’s Geriatrics for Specialists Initiative pub-
lished recommendations on the treatment of delirium which included the use of
interdisciplinary teams, early mobility and walking, avoiding restraints, sleep hy-
giene, and adequate nutrition, fluids and oxygen. Ensuring adequate analgesia and
avoiding the use of opioids was also recommended. The incidence of periopera-
tive pain in the elderly with cognitive impairment is often underestimated and the
adverse effects of pain are well documented in the literature [33]. NICE recom-
mend that the DSM-IV (Diagnostic and Statistical Manual of Mental Disorders)
criteria or short-CAM (confusion assessment method) should be used regularly to
identify delirium early and that drugs believed to precipitate delirium, including
benzodiazepines, opioids, antihistamines (including cyclizine), atropine and seda-
tive hypnotics, be avoided if at all possible [35].

Trainee and surgeon education is another area that warrants further exploration.
It is not surprising to discover that the majority of surgical trainees have not received
any formal training in geriatric medicine. A recent study found that implementation
of a formal geriatric teaching program to surgical trainees led to improved recog-
nition and treatment of medical geriatric issues, such as delirium and acute renal
impairment [36]. Conversely, increasing the understanding of surgical management
in geriatric trainees may be of use and lead to an improved collaborative approach.
Although this article has highlighted various areas that are thought to influence out-
come in the emergency surgical setting, further research on the elderly population
undergoing high-risk surgery is essential. It is appreciated however that undertaking
research in emergency surgery can be challenging due to issues such as consent and
urgency of intervention. Data analysis of studies have shown that elderly patients
are often underrepresented in surgical trials and geriatric patients are less likely to
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be enrolled in acute research compared to the middle-aged population [37]. Future
studies should therefore focus on this area to allow the same standards of care to be
achieved in emergency surgery as they are for elective surgery.

Conclusion

In summary, the elderly population is rapidly growing and the number of older
patients undergoing emergency laparotomy surgery continues to increase. The as-
sociated morbidity and mortality in such a complex and challenging cohort re-
mains high, although implementation of quality improvement pathways, such as
the ELPQuiP model, has been associated with promising results with reductions in
mortality. Anesthetists play a key role in the patient’s perioperative journey and by
highlighting awareness of poor outcomes and implementing strategies to identify
and reduce complications early, we can hope to improve perioperative outcomes.
Improvement and change cannot be achieved alone and a collaborative multidisci-
plinary approach is advocated. It is clear at present that further research into the
care of the elderly surgical patient is warranted and increased participation in na-
tional audit initiatives and quality improvement projects are required to drive further
improvement.
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Patient-Specific Real-Time Cardiovascular
Simulation as Clinical Decision Support
in Intensive Care Medicine

M. Broomé and D. W. Donker

Introduction

Decision making in intensive care medicine is based on combining knowledge about
pathophysiology and pharmacology, incorporating available scientific results from
multiple sources ideally including the whole spectrum ranging from case studies to
randomized controlled trials. It is clear to everyone involved in caring for patients
with life-threatening disease that almost infinite variations exist in combinations of
underlying diseases and in the presenting pathophysiology. Some reaction patterns
and symptoms are encountered on a regular basis, such as an inflammatory state
accompanied by capillary fluid leakage and hypotension caused by vasodilatation.
This clinical picture is often associated with renal insufficiency and progressive pul-
monary failure. Occasionally, it may also be combined with right or left heart failure
due to changes in loading conditions, or underlying (non-)ischemic or toxic inflam-
matory cardiomyopathy. The complexity of this multitude of changes in multiorgan
physiology on top of underlying acute and chronic diseases creates diagnostic and
therapeutic challenges. It seems as if even the most experienced doctors experi-
ence significant problems to correctly understand the relative importance of each
contributing factor when many variables change in parallel.

Simulation models offer a realistic alternative to analyze single and multiple fac-
tors changing in a complex system, such as the cardiovascular system. During the
last few decades, simulation of circulatory physiology has evolved along several
different conceptual lines. Early models describing the left ventricle as a time-vary-
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ing elastance [1] and the arterial system as a two-element Windkessel [2] have been
replaced by closed-loop models with all cardiac chambers and a better representa-
tion of the vascular tree including many 0D segments or 1D arterial vessels with
propagation of flow and pressure waves [3]. A lot of emphasis has been put on sim-
ulating the arterial side of the circulation, while the venous side has been less well
described, despite the fact that both a healthy and a failing heart are extremely de-
pendent on filling. This is probably related to the fact that arterial pressure rather
than flow and filling pressures are usually measured in clinical practice. Cardiac
filling and preload is largely determined by pressures and compliance in the low
pressure part of the circulatory system, that is veins and capillaries, where physiol-
ogy is less well studied. To simulate clinically meaningful pathophysiology in the
intensive care setting, a model does not only need to include left ventricular and ar-
terial physiology, but implicitly the interaction between intrathoracic pressures and
filling conditions as well as the interdependency between the right and left sides of
the heart. This, in turn, requires the design of more complex models including many
parameters, which also renders the clinical validation process much more difficult.
Moreover, the massive contemporary increase in computational power has made it
possible to simulate parts of the system with 3D finite element modeling enabling
high spatial and temporal resolution analysis of stresses, strain and flow patterns in,
for example, the aorta [4] or the left ventricle [5].

These models create beautiful multicolored animations, but their physiologic
relevance is hampered by artificial boundary conditions dictated by both lack of
complete understanding of tissue properties and also computational issues. Exam-
ples of these boundary conditions are constant pressure or flow profiles as inlet and
outlet, rigid walls of arteries, lack of cardiac AV-valves and atria, the absence of
a pericardium, predefined ventricular movement patterns, which do not account for
longitudinal pumping. It is therefore doubtful if physiological output from 3D mod-
els adds any hemodynamic benefits compared to 0D and 1D models. In addition,
3D modeling often requires many hours of computation time in order to simulate
just a single heart-beat even when using extremely powerful computers. This sce-
nario limits the clinical availability of data and renders its practical use unrealistic
for the intensive care setting. Renewed interest has, therefore, been focusing on the
computationally simpler models, with which simulations can be run in real-time
within a clinical environment [6]. However, even for these models, more validation
work is needed before realistic modeling can be a regular clinical tool and serve
decision making in complex situations. In this chapter, we highlight a few possible
future directions of cardiovascular modeling embedded in clinical decision-making
scenarios.

Model Development

Model development and validation are ongoing processes. Creating a perfect model
of a complex system, such as the cardiovascular system, is in fact impossible. Ev-
ery part of the model has built-in limitations and assumptions that can be violated.
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From a strict traditional scientific point-of-view, validation can only be performed in
a specified group of patients within the (patho-)physiological range studied. How-
ever, the real benefits of a simulation model are particularly appreciated when it
can be used as a prediction tool outside the already established and well-known
physiology. This way of using a model means that uncertainties are introduced, but
it can still generate useful hypotheses about relationships between disease entities
and new treatment strategies, which is superior to justifying important decisions
purely on ‘clinical experience’ and subjective beliefs.

The current model is built with cardiac and vascular building blocks as pub-
lished previously [7–10]. The basic version of the model is a generic physiology of
a healthy 30-year-old. The parameters of this generic model can be scaled according
to a set of rules to create healthymodels of the circulatory system in differently sized
persons, based on age, weight and length (Table 1). Furthermore, deliberate modi-
fication of parameters enables creation of a full range of pathologies including left
and/or right systolic and diastolic heart failure as well as valvular regurgitation and
stenosis. Atrial and ventricular septal shunts and a persistent duct can be combined
with valve and chamber properties to create complex and realistic individualized
cardiac pathology. In this context, it should be realized that a patient with a specific
type of structural heart disease inevitably develops inherent secondary changes in
physiology. For example, short-term adaptations of autonomic tone and changes
in blood-volume will modify the physiology considerably within minutes to hours.
Thus, cardiogenic shock due to systolic left heart failure will be accompanied by
an increase in sympathetic tone causing vasoconstriction and tachycardia as well as
an increase in blood volume to preserve blood pressure and cardiac output. Within
days and weeks, significant structural vascular and cardiac remodeling will occur,
spanning from the subcellular to the organ level, which clinically manifests itself,
e. g., as hypertrophy and dilatation. In clinical reality, all these processes are inter-
mingled and constantly ongoing, which makes it impossible to differentiate with
certainty between primary and secondary changes. To simulate all these processes
in detail and in parallel is practically not only difficult, but sometimes also unnec-
essary or even unwanted. It is, in our experience, often better to change only one
parameter at a time and build a specific disease state in a stepwise manner. This
strategy enables better control of the physiological contributions of both primary
and secondary changes and improves pathophysiological understanding.

Generic Model

The current closed-loop real-time model consists of 27 vascular segments, six in the
pulmonary circulation and 21 in the systemic circulation, the four cardiac chambers
with corresponding valves, atrial and ventricular septal interactions, the pericardium
and intrathoracic pressure (Fig. 1). The cardiovascular simulation model has been
published elsewhere [7–10]. Briefly, the cardiac chambers are represented as time-
varying elastances (Fig. 2) and the closed-loop vascular system segments are char-
acterized by non-linear resistances, compliances, inertias and viscoelastances. Each
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Fig. 2 Cardiac elastance. The amplitude of the function represents contractility and the basal
level passive stiffness. The steepness of rise and fall represents synchronicity of contraction and
relaxation

compartment is characterized by pressure, volume, flow and oxygen saturation be-
ing updated with 4,000Hz (every 0.25ms) in real-time. No cardiovascular auto-
nomic reflexes or autoregulatory features are included in the simulations presented,
but can be activated in the model to analyze and better understand possible sec-
ondary effects of the interventions in question. Valves are simulated as dynamically
opening and closing elements depending on pressure gradients and flow (Fig. 3).
Atrial and ventricular septal defects as well as a persistent congenital duct connect-
ing the pulmonary artery and aorta can all be simulated.

Vascular Compartments

Each vascular compartment is characterized by length, radius, wall thickness, tissue
stiffness (Young’s modulus) and the number of parallel vessels. The radius changes
dynamically based on intravascular pressure and wall properties, but the other fea-
tures are assumed constant. Resistance, stiffness, inertance and viscoelastance are
calculated and updated dynamically based on these physical properties. Despite the
fact that most of these properties are impossible to measure clinically in individual
patients, a combination of physics and basic physiological and medical knowledge
makes it possible to estimate parameter values [10].
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Fig. 3 Valve areas. The aortic valve area (red), pulmonary valve area (yellow), tricuspid valve
area (blue) and mitral valve area (brown) are indicated in the figure. Please note that the tricuspid
and mitral valves partly close during diastasis

Cardiac Chambers

Contractile properties and basal compliance of cardiac chambers are determined by
time-varying elastance functions (Fig. 2), which are independent of loading con-
ditions at any given clinical state. Parameter values can be adapted to clinically
measured variables, such as ejection fraction, cardiac dimensions and ‘invasive’
pressure measurements, similar to cardiac catheterization, in a semi-autonomic way.

Valves

The most important valvular properties are the open and closed areas. Flow resis-
tance and inertia are calculated based on these values. In addition, opening and
closure behavior are characterized based on separate time constants ([3]; Fig. 3).
Validation and fine-tuning of these parameters are done by comparison of valvu-
lar flow profiles and transvalvular pressure gradients as available from Doppler
echocardiography and cardiac catheterization.
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Table 1 Scaling of physiological parameters. Representative examples illustrating the importance
of scaling model parameters to the size and age of the patient

Parameter Scaling principle 1-year old
80 cm, 10 kg

30 years old
170 cm, 70 kg

70 years old
170 cm, 85 kg

Heart rate BSA�1/3 112 72 70
Ascending aortic
radius

BSA1/2 0.748 cm 1.47 cm 1.68 cm

Ascending aortic
length

Body length 1.88 cm 4.00 cm 4.00 cm

Systemic capil-
lary number

BSA 4.16 � 109 16.0 � 109 17.6 � 109

Aortic stiffness
Youngs’ modulus

1,000 + 1,000 � age 1,033mmHg 2,000mmHg 3,333mmHg

Left ventricular-
contractility

BSA�1 10.8mmHg/ml 2.80mmHg/ml 2.54mmHg/ml

BSA: Body surface area

Model Scaling

It is common sense to index vascular resistance and cardiac output to body surface
area (BSA) in clinical practice, which enables a straightforward comparison to gen-
erally accepted reference values in all patients. Similar principles apply to scaling
of vascular dimensional parameters. The cross sectional area of major vessels scales
against BSA, while the length of, e. g., the aorta, scales against the length of the pa-
tient only. Small vessels, such as resistance arterioles, capillaries and venules, have
the same size in all ages and sizes of patients, but the number of parallel vessels
scales against BSA. Somewhat less obvious scaling principles apply to contractile
properties of the heart, but these algorithms are based on creating realistic stroke
volumes and mean arterial and venous pressures in different age groups. The same
is true for blood volume changes during ageing and growth. In general, tissue stiff-
ness increases with increasing age as evident when measuring pulse wave velocity
and diastolic cardiac properties. Passive stiffness values change with age in vessels
and cardiac chambers. Precise values and mechanisms are unknown, but a combina-
tion of published data and intellectual reasoning provides realistic results, although
more validation would be advantageous. Some examples of scaling principles are
shown in Table 1.

Autoregulatory Features

Local vascular autoregulation has two important components, metabolic and myo-
genic, both serving to keep blood flow in the tissues adequate. Metabolic autoreg-
ulation dilates local resistance arterioles when metabolism increases to adapt flow
to the needs of the tissue. In the model, this is controlled by local venous oxygen
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saturation, although more complex control is found in reality [11]. The myogenic
control mechanism is a local stretch reflex, reacting with vascular constriction, when
the arterial vessel wall is stretched to keep flow constant despite blood pressure
changes [12]. This is in the model controlled by vascular wall tension. The barore-
ceptor reflex acts through the sympathetic branch of the autonomic nervous system
and will react within seconds when pressure in the great arteries changes [13]. A de-
crease in blood pressure will result in tachycardia, an increase in cardiac contractil-
ity, systemic arteriolar vasoconstriction and venous capacitance increasing venous
return. All of the above-mentioned autoregulatory reflexes can be activated in the
model, but are deactivated as default to allow the user to control the physiology
manually, since changing parameters one-by-one likely improves understanding by
deciphering complexity step-by-step. Nevertheless, it should be kept in mind that
these reflexes are constantly acting in our patients and all potentially have a pro-
found importance for clinical hemodynamics.

Long-termRemodeling

In general, every different entity of cardiovascular disease results in structural
remodeling processes within the human cardiovascular system and beyond, and
thereby creates characteristic organ manifestations. For example, a specific in-
crease in cardiac chamber or vascular wall tension within the cardiac cycle will
result in a distinct hypertrophic phenotype, as seen, for example, in the left ventri-
cle of patients with aortic valve stenosis or arterial hypertension. In a similar way,
an increase in flow, which manifests itself as an increase in wall shear stress, will re-
sult in dilatation, as seen in for example regurgitant valvular disease or pulmonary
shunts. Remodeling can be both beneficial and detrimental. After interventions,
some degree of reverse remodeling can almost always be expected within months
depending on individual characteristics [14]. When predicting results of hemody-
namic interventions, it is important to distinguish between acute and secondary
changes due to (reverse) remodeling. Algorithms in the model are being developed
for cardiac, pericardial and vascular remodeling and all of these model features
require separate validation.

Patient-specific Adaptation

A key feature in the prediction of individual treatment responses is the reliability
of the simulation of an individual hemodynamic state before an intended inter-
vention. The precision needed differs for different scenarios. When contemplating
qualitatively gross left ventricular unloading effects of a ventricular assist device
in systolic left heart failure, it might even suffice to use a generic patient; but in
a child with pulmonary hypertension, right ventricular hypertrophy and combined
pulmonary valvular stenosis after multiple previous corrections, a more detailed
approach is needed. A major challenge in patient-specific adaptation is to translate
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clinically available information, such as continuous monitoring of vital parameters,
data from a cardiac catheterization and echocardiographic study, to model param-
eters. In general, clinical data are not sufficient to determine the large number of
model parameters in a rigorous way, but a strategy of combining physiological
knowledge with mathematical fitting algorithms is needed to achieve reasonable
results in a semi-automatic way. Obviously, post-intervention physiology will be
affected not only by the intervention itself, but also by short-term autoregulatory
effects and long-term structural remodeling.

Simulation of Treatment Options

The model and its user interface software contain treatment options like the intra-
aortic balloon pump, an ascending aortic axial pump (Impella™), venovenous and
venoarterial extracorporeal membrane oxygenation (ECMO), left and right ven-
tricular assist devices and positive pressure mechanical ventilation, incorporating
resultant cardiovascular effects.

Future Implications of Patient-specific Adaptation

To illustrate how simulation could advance current daily practice, three different
clinical scenarios have been constructed and will be discussed further below:

1. a 65-year old female with severe cardiogenic shock due to systolic left heart
failure caused by an acute myocardial infarction and supported with venoarterial
ECMO;

2. a 44-year old male with right heart failure due to progressive pulmonary hyper-
tension in need of a palliative atrial septostomy;

3. a 5-year old boy with an uncorrected Tetralogy of Fallot with a ventricular septal
defect (VSD), right heart hypertrophy and dilatation due to a residual pulmonary
stenosis despite earlier catheter-based valvular interventions.

Extracorporeal Membrane Oxygenation in Cardiogenic Shock

The cardiac unloading effect of venoarterial ECMO in cardiogenic shock caused by
left heart systolic failure is often disappointing [7, 15]. A progressive increase in
left heart loading and oxygen consumption with increasing ECMO flow has been
suggested [7, 16]. A virtual case representing a 65-year old woman with left heart
systolic failure due to an acute myocardial infarction was simulated by decreasing
left ventricular contractility from 2.8 to 0.8mmHg/ml resulting in left atrial pres-
sure (LAP) of 14mmHg, a decrease in cardiac output from 5.8 to 3.2 l/min and
a systemic arterial pressure of 80/55mmHg (Fig. 4a).
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Fig. 4 Simulated pressure-volume loops in systolic left heart failure and venoarterial ECMO.
Pressure-volume loops in left panel represent the left ventricle in a 65-year old female with normal
function and systolic left heart failure (a left panel) and left heart dilatation with increasing venoar-
terial ECMO flow 0–4 l/min (b right panel). Pressure and volume variations arise from ongoing
spontaneous breathing with inherent variation of intrathoracic pressures and related hemodynamic
effects

A further increase in LAP to 20mmHg was seen when increasing ECMO flow
from 0 to 4 l/min (Fig. 4b). Some LV unloading was accomplished in the model
by systemic arterial vasodilatation aiming for a mean arterial pressure (MAP) of
60mmHg, but unloading was still considered unsatisfactory and other adjunct ther-
apies were explored. For example, the addition of an intra-aortic balloon pump to
ECMO decreased LAP from 20 to 18mmHg and end-systolic left ventricular vol-
ume from 164 to 151ml (Fig. 5). Alternatively, an axial pump placed through the
aortic valve reaching a flow 2.5 l/min and an adjustment of the systemic vascular
resistance to a MAP of 70mmHg decreased LAP from 20 to 10mmHg and end-
systolic left ventricular volume from 164 to 109ml (Fig. 5). Another therapeutic
option would be to create an atrial septostomy with a diameter of 10mm, which
enables LAP to be decreased from 20 to 9mmHg and left ventricular end-systolic
volume from 164 to 119ml.

Palliative Atrial Septostomy in Pulmonary Hypertension

Progressive right heart failure is seen in end-stage idiopathic pulmonary hyperten-
sion in adults. Symptoms are mainly related to venous congestion, but also due to
the lack of ability to increase cardiac output in response to changes in workload
[17]. Right atrial pressure (RAP) is usually much higher than LAP as indicated
by an atrial septum bulging from the right to left side of the atrium as visual-
ized on echocardiograms. It has long been known that performing a balloon atrial
septostomy in these patients can result in palliative symptomatic relief [17]. This
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Fig. 5 Simulated pressure-volume loops during venoarterial ECMO with adjunct therapies. Pres-
sure-volume in gray represents the left ventricle in a 65-year old female with systolic left heart
dilatation supported by venoarterial ECMO with a flow of 4 l/min. Left ventricle pressure-vol-
ume loops in red illustrate the unloading effect of an intra-aortic balloon pump, whereas loops
in purple show the unloading effect of a transaortic axial pump flow of 2.5 l/min with an adjusted
systemic vascular resistance aiming for a mean arterial pressure of 70mmHg. Pressure and volume
variations due to ongoing breathing with inherent variation of intrathoracic pressures and related
hemodynamic effects

intervention reduces venous congestion and increases left heart filling and cardiac
output, although a ‘price is paid’ as right-left shunting of deoxygenated blood oc-
curs.

A correctly sized atrial septal defect will result in an arterial saturation of about
85% and an increase in oxygen transport. By simulating the effects of different
sizes of ‘implantable’ atrial flow regulator devices in a fictive 44-year old male with
right heart failure due to progressive pulmonary hypertension, possible benefits and
pitfalls of this treatment can be analyzed in detail (Fig. 6; Table 2).
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Fig. 6 Simulated pressure-volume loops representing effects of atrial septal shunting in pul-
monary hypertension. Increasing atrial septal defect (ASD) size results in a less dilated right
ventricle (yellow) and improved left ventricular (red) filling

Table 2 Simulated hemodynamic effects of atrial septal shunting in pulmonary hypertension.
Arterial oxygen saturation decreases due to right-left shunting with increasing size of the atrial
septal defect, but systemic oxygen delivery increases due to an increase in right-left shunting and
cardiac output

No device Ø 4mm Ø 6mm Ø 8mm Ø 10mm
RAP mmHg 10 10 10 10 9
LAP mmHg 4 4 5 6 6
Cardiac output l/min 3.36 3.62 3.94 4.31 4.67
Arterial oxygen satu-
ration

% 92 87 82 76 72

Qp/Qs – 1:1 0.89:1 0.81:1 0.70:1 0.63:1
Oxygen delivery ml/min 577 590 604 619 634

RAP: right atrial pressure; LAP: left atrial pressure; Qp/Qs: pulmonary-systemic flow ratio

Pulmonary Valve Dilatation in Corrected Tetralogy of Fallot

Tetralogy of Fallot is an important group of congenital heart defects with a pul-
monary outflow restriction either in the right ventricular outflow tract or in the
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Fig. 7 Simulated VSD and pulmonary valve flows in 5-year old boy with uncorrected Tetralogy of
Fallot. A bi-directional left-right VSD flow with a non-restrictive VSD Ø 10mm and pulmonary
stenosis Ø 8mm (a) is seen prior to the intervention. Pulmonary valve flow (b) increases after
intervention (orange) compared to before intervention (black), although a diastolic pulmonary
regurgitant flow is also seen post-intervention
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pulmonary valve itself combined with a VSD, an overriding aorta and secondary
right ventricular hypertrophy.

Tetralogy of Fallot is the most common cyanotic congenital heart defect in the
western world [18]. The pulmonary valve may exhibit anything ranging from only
slight narrowing to total absence. In a severe case with pulmonary valve atresia,
blood shunts from right to left through the VSD (Fig. 7a), and pulmonary blood
flow is provided solely by an open ductus arteriosus in the early neonatal period.
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Fig. 8 Simulated pressure-volume (PV) loops and pressures in 5-year old boy with an uncor-
rected Tetralogy of Fallot. The upper panel shows PV-loops from the left (red) and right (yellow)
ventricle with a non-restrictive VSD Ø 10mm and pulmonary stenosis Ø 8mm (a) and after pul-
monary valve dilatation to Ø 12mm with some residual pulmonary regurgitation (b). The lower
panel shows right ventricular (yellow) and pulmonary artery (orange) pressures before (c) and af-
ter (d) intervention. Peak-to-peak gradient decreases from almost 50mmHg to less than 20mmHg.
Pressure and volume variations due to ongoing spontaneous breathing
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With repeated catheter-based dilatations of the pulmonary valve increasing flow
through the pulmonary circulation can be achieved, although some degree of pul-
monary valve regurgitation often results after the interventions. Combinations of
valvular stenosis and regurgitation can be explored in a simulation of a fictive 5-
year old boy with a previously uncorrected tetralogy of Fallot. Results of a success-
ful percutaneous valve dilatation are shown in Fig. 7b and 8, with an open valve
diameter increasing from 8 to 12mm.

Future Perspective

A large variety of complex hemodynamic scenarios can realistically be simulated
in adult and pediatric patients in real-time. This enables possible effects of planned
interventions to be explored and analyzed and greatly improves pathophysiological
understanding. Moreover, it enables quantitative estimates of all relevant parame-
ters to be generated, which, in turn, enables clinicians to create an ‘educated guess’
on the relative importance of contributing factors. Model validation and develop-
ment of dedicated algorithms for patient-specific simulation including appropriate
parameter settings remain challenging endeavors. Moreover, the complexity in-
creases when indirect hemodynamic effects mediated by neuro-humoral influences,
autoregulatory reflexes and structural remodeling are taken into account, which is
possible in current models. However, it is not realistic to build a perfect model,
since understanding of cardiovascular physiology is far from complete. In addition,
individual variation, due to genetic and environmental factors, induces important
sources of errors in acute hemodynamics and in secondary effects related to au-
toregulation and remodeling.

Current decisions based on clinical experience and the knowledge of individual
doctors are, however, not foolproof. Thus, the key question remains when patient-
specific modeling reaches the state of maturation that enables decision making
to be improved beyond current clinical practice. This question can potentially be
approached with clinical studies comparing different modes of decision making.
From a formal scientific perspective this needs to be done separately in every pa-
tient group. It may, therefore, be more realistic to introduce simulation software
as an educational tool first and slowly progress towards clinical decision support
as this approach gains more acceptance and can be used as a true complementary
tool adding meaningful clinical insight to current methods. Grouping of patients
with complex disease is also difficult, since disease presentations by definition vary
among individuals.

0D-models can be run in real-time and interventions thus tested within minutes.
This increases usability and optimizes understanding, since fast feed-back is a key
to efficient learning.

3D-models often require hours to simulate one heart-beat on supercomputers
and are therefore not readily available as clinical tools. Furthermore, these complex
models often suffer from severe restrictions due to artificial boundary conditions vi-
olating fundamental physiological rules. There are specific clinical problems, where
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detailed 3D-simulations are needed for full understanding, such as in regional left
ventricular hypokinesia/dyskinesia in ischemic heart disease and left ventricular
dyssynchrony due to electrophysiological disturbances. These problems may be
approached by combining detailed 3D-modeling of the left ventricle with 0D- or
1D-models of the remaining circulatory system. In these circumstances it is cru-
cial to include both the right side of the heart, atria, the pericardium, the venous,
pulmonary and arterial vasculature, since symptoms in heart failure and other car-
diovascular disorders are usually related to the interaction between the heart, the
vasculature and surrounding structures.

The advantages with real-time simulation and fast feed-back are so large that
low order models with 0D-components should be preferred whenever possible. It
is our experience that this is possible in the majority of hemodynamic challenges
encountered in intensive care medicine.

Model validation is an ongoing process. Some clinically relevant conclusions
can be drawn from models already at the current stage of development [3, 7–9,
19–21]. In other areas, more development and validation is needed. It is suggested
that interested clinicians start to become acquainted with these tools already now,
because a lot of creativity and deep understanding can be found in the process of
comparing clinical experience with simulation models with open, but also critical
eyes.

Conclusion

Real-time computer simulation of patient-specific complex cardiovascular disease
is readily available. Automatic algorithms featuring scaling and adaptation to spe-
cific disease states and individual patient characteristics are key elements of clinical
decision-support simulation software. Using this method, realistic predictions can
be accomplished in individual case scenarios, which may support planned interven-
tions and device-related treatment modalities. Clinical validation is ongoing and
considered of utmost importance in order to allow reliable clinical decision making
and for simulation to enter the often complex clinical arena.
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Making the Best Use of Simulation Training
in Critical CareMedicine

A. Mahoney, J. Vassiliadis, and M. C. Reade

Introduction

Oscar Wilde once quipped that “experience is the one thing you can’t get for noth-
ing”. While this may once have been true, simulation-based education in critical
care aims to achieve just that, by exposing participants to complex situations in
a realistic but safe environment, in which their performance becomes a powerful
vehicle for learning, through non-judgmental debriefing and participant reflection.
The aim is to decrease adverse events for patients and at the same time improve the
quality and efficiency of healthcare professional training.

In this chapter, we outline the history of simulation-based education in critical
care before considering the theoretical underpinnings, advantages, and limitations
of the various forms of simulation. The influence of stress on learning and perfor-
mance will be discussed and the chapter will conclude by outlining core principles
for best-practice use of simulation-based education within critical care.
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History of Simulation in Critical Care

Simulation may be defined as a teaching method that evokes and replicates substan-
tial aspects of the real world in a fully interactive manner [1]. Like many industries
that involve ‘routine but risky’ activities, the critical care disciplines of anesthesia,
intensive care and emergency medicine were early proponents of simulation [2].
The first cardiopulmonary resuscitation (CPR) trainer, ‘Resusci-Anne’, was devel-
oped by Laerdal in the 1960s and shortly thereafter the first patient simulator was
produced by Gordon [3]. Together with the development of ‘standardized patients’
by Barrows in the 1980s, these innovations marked the beginning of the modern
era of medical simulation [1, 4]. Subsequently, Gaba and colleagues built upon this
foundation by integrating technology-based simulators with standardized patients
and confederates within a replicated work environment, the Comprehensive Anes-
thesia Simulation Environment (CASE), which would be familiar to contemporary
users of purpose-designed simulation centers [2].

The rapid evolution of simulation technology in the second half of the 20th

century coincided with exposition of new educational theories, which recognized
concrete experiences relevant to the workplace as the foundation of adult learning.
From the 1990s onward, curriculum designers have increasingly integrated simula-
tion within undergraduate and postgraduate medical education, often bridging the
transition between theoretical instruction and application of knowledge in clinical
environments [5].

In the 21st century, simulation-based education has become almost ‘infinitely
scalable’. Simulator complexity ranges from improvised models fashioned in the
workplace, through isolated limb part-task trainers, to highly sophisticated hybrid
devices used in conjunction with standardized patients. Similarly, the context in
which simulation-based education is practiced ranges from purpose built centers
to individualized ‘just-in-time’ training at the bedside. The technology, theory and
application of contemporary simulation-based education will be explored in greater
detail in subsequent sections.

Modes of Simulation

Simulated clinical environments can be achieved using standardized patients, full
body mannequins, part-task trainers, computer-generated simulators or hybrid sim-
ulators.

Standardized patients are either actors given a script or patients trained to present
their condition in a reproducible way. Part-task trainers are models used for deliber-
ate practice of procedural skills, such as model arms for venepuncture [6]. Full body
mannequins are familiar to all who have completed CPR training. Computer-gen-
erated simulators are virtual environments, often used to familiarize learners with
the operation of a piece of equipment that would otherwise be unavailable to them;
virtual bronchoscopy is a notable example [7].
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Hybrid simulators combine simulated patients with part-task trainers, allow-
ing contextualization of learning; examples include the model developed by the
Swedish military to teach control of catastrophic hemorrhage [8], or damage con-
trol surgery simulators employed by the Australian Defense Force (Fig. 1).

Fig. 1 Australian Defense Force damage control surgery simulations. Figures reproduced with
Courtesy of the Sydney Clinical Skills and Simulation Centre
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Justification for the Use of Simulation

Theoretical, practical and ethical imperatives, together with published evidence of
efficacy, justify the use of simulation in critical care education.

Theoretical Imperative

The use of simulation-based education in critical care medicine is supported by
several theories of adult learning. Knowles’ constructivist theory of adult learn-
ing, ‘androgogy’, assumes that adult learners possess a reservoir of experience that
forms a resource for learning and that they are internally motivated to apply knowl-
edge in a manner purposeful to their workplace [9]. The associated experiential
learning model proposed by Kolb also emphasizes concrete experience as the cat-
alyst for reflection and consolidation of understanding [10]. Indeed, Kolb argues
that it is only when learners test the implications of their learning in new situations
that their understanding is consolidated; hence some authors have argued that re-
peated simulation following debriefing represents an ideal learning encounter [11].
Similarly, transformative learning theorists, such as Mezirow, suggest that learners
encountering a disorienting dilemma are triggered to engage in critical reflection on
their existing cognitive schema, thereby transforming their perspective [12].

These theories establish concrete experience, critical reflection and application
of lessons to the workplace as the sine qua non of adult learning. Consequently,
with the exception of direct clinical experience, simulation has greater face validity
than any other teaching technique for promoting adult learning in critical care.

Practical Imperative

Simulation allows learners to be exposed to high-risk situations that they would
rarely encounter in the workplace [1]. This may be particularly beneficial for med-
ical practitioners who are ‘transitioning’ to a role that will require them to exercise
a greater degree of clinical responsibility; for example junior doctor to specialist
trainee, or specialist trainee to junior consultant [13].

Ethical Imperative

Learning through contact with patients has long been considered the foundation
of medical education. Unfortunately, ‘hands-on’ teaching may have ethical impli-
cations when learning objectives relate to complex or critically ill patients. Tradi-
tionally, learning through supervised practice on patients has been justified by the
utilitarian judgement that society needs a well-trained medical workforce. However,
the principle of non-maleficence dictates that learners should not harm patients.
Therefore iatrogenic injuries caused by clinicians in the course of their learning can
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only be justified when all reasonable efforts have been taken to minimize harm to
patients, including the use of alternative educational approaches such as simulation
[14].

Efficacy of Simulation-based Education

A commonly employed means of evaluating the efficacy of educational interven-
tions is through use of Kirkpatrick’s hierarchy, the four levels of which are reaction,
learning, behavior and results [15]. This section will precis the evidence in support
of simulation-based education for each of the four Kirkpatrick levels.

Reaction

Several meta-analyses and systematic reviews have established that simulation is
viewed positively by almost all learners [16, 17]. Unfortunately, perceived value
does not reliably predict post-simulation performance [18].

Learning

Both self-reported and objectively measured knowledge transfer has been demon-
strated after simulation-based education. Notable examples include improved skills
acquisition for advanced cardiac life support, central venous catheter insertion, tho-
racocentesis and fiberoptic intubation [19]

Behavior

Behavioral changes have been demonstrated after simulation-based education pro-
grams, both in repeat simulation and in the workplace. Examples include improved
bedside skills among intensive care residents [20], improved adherence to trauma
treatment protocols [21], and improved management of simulated malignant hyper-
thermia cases [22]. However, the duration of behavioral change has varied signifi-
cantly between studies [16].

Results

Within the Kirkpatrick levels of evaluation, ‘results’ refers to the impact of the
intervention on organizationally meaningful endpoints, such as patient outcomes.
Historically, while there has been an abundance of evidence supporting simulation
driven improvements in knowledge and certain behaviors, there has been a paucity
of data pointing to patient-centered gains [6].
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Recently however, a number of studies has established causal links between
simulation-based education and key clinical goals. Improved central line insertion
success and reduced infection rates have been reported in several Canadian studies
of simulation-based mastery learning [23]. With regard to more complex learning
outcomes, for pediatric medical emergency teams at one hospital in Edinburgh,
implementation of regular simulation training resulted in earlier recognition of de-
teriorating patients, more patients transferred from the ward to intensive care and
a lower hospital mortality [24]. Similarly, a Hawaiian trauma center improved the
timeliness and completeness of treatment through an in situ simulation program
[21].

Fidelity in Simulation

A ‘perfect’ simulation would be indistinguishable from the clinical environment
in which learners work. Often it is said that a simulation that closely replicates
the clinical environment has ‘high fidelity’. However, for a number of reasons the
unitary conception of fidelity is unhelpful and arguably the term should be eschewed
in favor of more tightly defined concepts.

Fidelity is multifaceted. ‘Reality’ in the setting of simulation has several di-
mensions. One model makes reference to physical reality, conceptual (semantical)
reality and emotional (phenomenal) reality [25, 26]. Each of these concepts is out-
lined below.

Physical Reality

Physical reality includes those aspects of the simulation environment that can be
measured or directly observed, for example the physical characteristics of a resus-
citation mannequin or of the monitoring equipment.

Conceptual Reality

Conceptual reality includes those aspects of the simulated environment that are
‘facts only by human agreement’, such as concepts and the relationship between
them. An example of conceptual reality is the observation that when the mannequin
loses blood, the blood pressure falls. Importantly with regard to conceptual real-
ity, the manner in which this information is communicated to the participant is not
relevant; simulated monitoring, a verbal description or signs exhibited by the man-
nequin would function equally well. Hence, conceptual realism may be achieved
independently of physical realism [25].
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Emotional Reality

Emotional reality refers to the emotional states and beliefs that learners experience
during simulation. Simulation is a social construct that is experienced in two ways:
firstly, as a complex real-time situation and secondly as a learning encounter in-
tended to replicate a particular clinical context [25]. Successful simulation results
in learners experiencing the clinical scenario envisaged by the teacher, which re-
lates to the intended goals of the session. Learners are then able to make conceptual
sense of the scenario despite shortcomings in physical reality.

Practical Implications

The most salient question arising from the multidimensional model of simulated
reality outlined above is – which aspect of reality matters most? The answer depends
upon the intended learning objectives.

Traditional conceptions of fidelity were often conflated with physical reality.
Simulation centers and mannequins were regularly modified to more closely repli-
cate real life patients and artefacts. Unfortunately, increasing physical reality does
not reliably increase learner engagement [25]. Rather, learners need to be willing to
enter into a ‘fiction contract’ and their willingness may be more heavily determined
by the conceptual and emotional reality of the scenario than its tangible trappings.

Manual dexterity tasks may require a greater focus on the physical properties of
the requisite movements. This does not imply that the simulator must be an exact
replication of the tissues or equipment, but rather there needs to be sufficient simi-
larity to allow the learner to engage. The threshold for engagement will vary from
task to task and from learner to learner. Indeed, it has been demonstrated that a sim-
ulator found to have characteristics suitable for learning of one procedural skill,
such as fiberoptic intubation, may be unsuitable for the teaching of an ostensibly
similar skill, such as videolaryngoscopy [27].

On the other hand, conceptual fidelity is paramount for scenarios designed to
develop learners’ clinical reasoning. Further, emotional fidelity leading to high en-
gagement synergistically enhances the physical and conceptual realism of simu-
lation [26]; this observation is explored in a later section on the role of stress in
simulation training.

Cognitive Frames

‘Frames’ are a construct proposed by Goffman to explain how learners make sense
of situations [28]. Frames are cognitive structures incorporating attitudes, beliefs,
information and prior experiences; one example would be the ‘difficult airway
frame’ of the anesthetist or the ‘penetrating thoracic trauma’ frame of the emer-
gency physician. The frame is used consciously or unconsciously and determines
the elements of a situation that occupy a person’s attention and those which influ-
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ence their behavior. When a situation exceeds the boundaries of a learner’s primary
frame, they will experience difficulty in making sense of the situation [25].

Simulation has a role in affording learners a safe environment, where they may
refine their primary frames through personal reflection and as a result of feedback
from expert tutors. However, in order to ensure that learners are accessing a primary
frame that will later be useful to them in the workplace, it is important that the
simulation possesses sufficient conceptual and emotional reality to allow them to
experience the scenario intended by the teacher.

Simulation Center Training

Designated simulation centers developed as a result of efforts to provide an im-
mersive learning environment that faithfully replicated the clinical workplace. Sim-
ulation centers are well suited to simulation-based education that involves large
numbers of participants; requires extended periods of deliberate practice with part-
task trainers; employs equipment that is too bulky or fragile to be easily transported
to the clinical setting; or involves extensive use of video recording and playback
[29]. Simulation center-based training also benefits from the presence of an expe-
rienced faculty, ample space for private debriefing and physical isolation from the
workplace, which minimizes interruptions.

Numerous simulation center-based courses have been developed in critical care
disciplines. Notable among these is the EffectiveManagement of Anaesthetic Crises
course developed by the Australian and New Zealand College of Anaesthetists,
which has been successfully exported to several other regions. This course re-
inforces didactic teaching through immersive simulation, with a focus on crisis
resource management and anesthesia non-technical skills [30].

Early, intensive simulation center ‘boot camps’ have also been developed to aid
transition of clinicians from one phase of their career to the next. Wayne and col-
leagues reported significantly improved performance procedural skills, recognition
of the deteriorating patient and communication skills after a two day workshop [31].

Notwithstanding the success of programs based in dedicated facilities, simula-
tion centers also have shortcomings. They are expensive to establish and maintain,
require clinicians to obtain leave from clinical duties to attend and only infrequently
involve interdisciplinary teams when running scenarios.

In situ Training

In the early 2000s, an alternative mode of simulation-based education emerged in
which simulation occurred in the workplace. Termed ‘in situ’, ‘mobile’ or even
‘guerilla’ simulation, this method typically employs a blended approach, with pa-
tient simulators embedded within actual clinical environments [32]. In situ simula-
tion has several advantages, as outlined below.
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First, in situ simulation uses “real teams”, who are simultaneously responsible
for the care of real patients [33]. This enhances the conceptual and emotional reality
of simulation and affords teammembers the opportunity to get to know one another.
Further, in situ simulation can facilitate orientation to a new operating environment,
as demonstrated in Fig. 2, which shows a Royal Australian Navy treatment team
rehearsing patient handling and evacuation procedures while deployed at sea on
a disaster relief mission to Fiji. From an experiential learning perspective, the con-
crete experience provided by in situ simulation, being more functionally aligned
with the actual work of the learner, would be expected to lead to improved learning
outcomes.

Second, unlike the controlled environment of a simulation center, in situ simu-
lation involves actual components of the health delivery system. In situ simulation
may therefore identify ‘accidents waiting to happen’ within the clinical environ-
ment, contributing to enhanced organizational safety. One example of this effect is
reported by Walker and colleagues, who identified a number of such ‘latent con-
ditions’ through a program of unannounced in situ cardiac arrest simulations at
various locations throughout their hospital [34]. It should be noted that in tightly

Fig. 2 Royal Australian Navy treatment team rehearsing resuscitation at sea. © Commonwealth
of Australia 2015, reproduced with permission
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coupled environments such as intensive care, identification of these hazards during
real arrests could have catastrophic consequences for patients.

Third, in situ simulation offers the opportunity to deliver ‘just in time’ training
in order to better prepare clinicians for the performance of complex procedural
skills. Successful implementation of this approach has recently been reported for
fiberoptic bronchoscopy [35] and for transthoracic echocardiography [36].

Fourth, in situ training allows teams to frequently practice infrequent events. The
durability of behavioral changes produced by sporadic simulation center sessions
has been questioned; brief in situ reinforcement training may offer one answer to
this problem.

Finally, in situ training is more efficient, as simulation can be accommodated
in quieter phases of a department’s operational rhythm, meaning that there is no
requirement to relieve staff to attend off-site simulation center activities.

It should be noted that in situ simulation is not a replacement for training in sim-
ulation centers. The two approaches are complementary and often have different
objectives. Simulation center learning often forms part of a broader course of in-
struction that has both technical and non-technical learning objectives. In contrast,
in situ training is uniquely suited to improving the function of actual clinical teams
through enhanced communication, problem solving and reflection.

Stress, Learning and Performance:
Implications for Simulation-based Education

Stress is a complex psychological and neurohormonal response triggered when an
environmental threat exceeds the capacity of an individual’s coping mechanisms.
Learner stress is an important consideration when planning simulation-based edu-
cation in critical care. Simulation itself may be stressful [37] and it is important to
consider how stress influences the learning and performance of simulation partici-
pants. Having recognized that simulation can engender stress, educators are invited
to consider whether manipulation of learner stressors during simulation sessions
might facilitate the development of effective coping strategies for stress in the work-
place.

Stress and Performance

Stress can be beneficial. It has been suggested that when confronted with an obsta-
cle, learners appraise the situation in two stages: first they determine the demands
of overcoming the obstacle; then they assess the personal and environmental re-
sources available. When the resources are sufficient to meet the demands, the learner
encounters a ‘challenge’; when resources are insufficient, the learner encounters
a ‘threat’ and manifests a stress response [38].

Stress can also impair performance in the simulation environment. Several stud-
ies, including that by Krage and colleagues, have demonstrated that the quality of
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CPR declines in the presence of experimentally introduced distractors, such as noise
and scripted interruptions by confederates [39]. Interestingly, the stress-induced
degradation in performance in this study was found to be no less for experienced
than for junior practitioners.

Stress and Learning

Stress affects learners’ ability to store, retain and retrieve information. The link
between stress and memory seems intuitive; nearly all critical care practitioners can
recall a stressful clinical encounter that has indelibly etched a lesson in their mind.
However, not all stressful experiences are so readily recalled and this may be due
to the differing impact of stress on working memory, memory consolidation and
memory retrieval [38].

Working memory, the ability to manipulate stored information for short periods,
is impaired by stress. A recent study by Prottengeier and colleagues demonstrated
this in a group of medical students, paramedics and anesthetists who were asked to
complete simple mental arithmetic whilst performing endotracheal intubation and
other airway maneuvers. As cognitive load increased, procedural errors increased
and speed of performance decreased [40]. In contrast, at least one study has noted
that learners who exhibit a ‘challenge response’, marked by sympathetic nervous
system activation without the other neurohormonal sequelae of the stress response
such as elevated cortisol, retain normal working memory [38].

Stress, while degrading working memory, appears to enhance memory consoli-
dation. Events leading to hypophyseal-pituitary-adrenal (HPA) axis activation and
raised serum cortisol tend to be recalled in greater detail and for longer than events
that do not trigger the stress response. This reinforces the maxim about enhanced
learning ‘under the gun’. However, it should be noted that it is the aspect of the event
that triggered the stress response that is consolidated in the learner’s mind. This is
pertinent for simulation-based education facilitators because simulation sessions
can expose learners to fear of judgement by their peers; if this ‘socioevaluative’ as-
pect of simulation is the main source of stress, then the intended learning outcomes
and key points from debriefing may not be consolidated [38].

Hence, it would seem preferable for learner stress to arise from features of the
case itself, or from realistic distractors such as those offered by competing work-
place demands during in situ simulation.

Despite potential to enhance memory consolidation, stress also impairs memory
retrieval. As in the case of working memory, this negative effect manifests at the
point at which learners move from being challenged by a scenario to being over-
whelmed.
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Simulation andManipulation of the Stress Response

Stress imprints memories; but learners do not always remember what simulation-
based education facilitators hope they might. Sources of stress should be selected
carefully such that they are conceptually linked to the information to be retained. In-
discriminate stress created by noise, abstract distractors or intimidating facilitators
is likely to consolidate the impression that simulation is not worthwhile.

Stress Modulation and Stress Inoculation Training

Unfortunately, no matter how effectively participants may assimilate the intended
learning outcomes of simulation-based education, the effect of the stress response
on memory retrieval all but guarantees that these lessons will not initially be trans-
lated into clinical practice. This line of inquiry has led several authors to wonder
whether simulation-based education might not also allow learners to become ‘inoc-
ulated’ against stress and thus inured to its consequences.

A form of cognitive-behavioral therapy, stress inoculation training was devel-
oped in the 1970s by Meichenbaum. As originally described it had three phases:
conceptualization; skills acquisition and consolidation; and application and follow
through. Conceptualization teaches the learner about the nature of stress and en-
courages them to evaluate the efficacy of their existing coping strategies. Learners
are then trained in problem solving, cognitive restructuring, relaxation techniques,
self-monitoring and de-arousal techniques. Cognitive restructuring aims to regu-
late negative emotions; relaxation and de-arousal techniques aim to ameliorate the
physiological response to stress [38]. Finally, learners are exposed to stressors anal-
ogous to those likely to be encountered in the workplace. When applied to reduce
‘performance’ anxiety, that which is associated with a particular role or task, men-
tal rehearsal and graduated exposure likely render real life events less novel and
thereby increase the sense of predictability and control [41]. Simultaneously, stress
inoculation training enhances self-efficacy beliefs, favorably influencing the bal-
ance between perceived threat and perceived cognitive and emotional resources,
thus reducing the likelihood of stress response activation [42].

Simulation-based stress inoculation training has been extensively adopted by
military forces around the world [42]. Several techniques successfully applied in
military contexts would readily translate to critical care simulation-based educa-
tion.

Cognitive Control Strategies
A variety of techniques can be employed to assist learners in focusing their attention
on task-relevant information, whilst excluding distractions. Attentional training is
one such approach. Participants use simulation to identify distractors likely to be
present in their workplace, such as bystanders, family or environmental influences,
and then develop strategies to manage these distractors. During simulation, partic-
ipants can be encouraged to affirm their ability to perform through ‘positive self-
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talk’ while simultaneously ‘parking’ distracting or negative thoughts for later con-
sideration. These strategies are also commonly taught to athletes by performance
psychologists, who may be enlisted to participate in simulation sessions focusing
on stress modulation.

Physiological Control Strategies
Controlled breathing,muscle relaxation and biofeedback techniques all aim to allow
learners to ameliorate the physical sequelae of stress.

Overlearning
Overlearning refers to repeatedly practicing a task to a point beyond proficiency
in order to increase automaticity and thereby reduce the impact of stress-induced
failure of memory retrieval [41]. This technique has been criticized because of its
potential to reduce learners’ flexibility when encountering novel situations. How-
ever, overlearning has particular merit where learners must consolidate skills that
are always done exactly the same way; preparation of emergency drugs or checking
of intubation and ventilation apparatus are notable examples.

Mental Practice
Like the cognitive control strategies mentioned above,mental practice is extensively
employed in the military and by elite athletes [41]. Mental rehearsal is particu-
larly helpful in preparing learners to execute complex or daunting tasks. Mental
rehearsal, by anticipating and mentally overcoming obstacles to success, can both
reduce the impact of encountered stressors during simulation and improve self-effi-
cacy beliefs.

Hyper-realistic Team-centered Training
Once learners have developed skills that allow them to exclude distractors, con-
trol negative thoughts, affirm their competence and regulate the physiological re-
sponse to stress, they are ready to practice under ‘operational conditions’. Simula-
tion should be used to present learners with the full range of conceivable workplace
stressors, including unexpected equipment failure, unhelpful colleagues, concurrent
emergencies, uncertain diagnosis and unexpected patient death.

Introduction of stressors should be progressive. Critical care simulation often has
two goals: teaching new skills and consolidating existing competences. Given that
generalized stress may detract from knowledge retention, it has been recommended
that the intensity of stressors should only be increased after successful demonstra-
tion of task proficiency [41].

Directions for Future Research

Extant simulation-based education research has demonstrated that simulation is
well accepted by learners, that it results in knowledge transfer and that it can change
clinical behaviors. Future research is likely to seek further evidence of the organi-
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zational benefits of different simulation-based education strategies. In particular, it
is necessary to explore further the differing effects of in situ and simulation center
based training on stress, performance, knowledge transfer and retention so that crit-
ical care educators may select an appropriate range of simulation activities to meet
the needs of their organization. Consideration should also be given to the challenge
of determining how learning acquired through simulation translates into practice.
Learning can be content- and context-specific; therefore, strong performance in one
skill domain and setting does not predict performance in another. There is still
a paucity of research in which learning acquired through simulation-based edu-
cation has been rigorously evaluated in the workplace using measures other than
repeated simulation. Further research should aim to clarify the transferability and
durability of particular knowledge, skills and attitudes developed through differing
simulation-based education approaches.

The role of stress in simulation also remains incompletely elucidated. Research
should seek to identify ways of reducing the intrinsic socioevaluative stressors of
simulation through evidence-based improvements in simulation conduct and de-
briefing practice. Simultaneously, it is important to determine whether deliberate
introduction of conceptually and emotionally realistic stressors into simulation ac-
tivities can lead to improved memory consolidation, as well as potentially ‘inocu-
lating’ learners against the effects of stressors in the workplace.

Conclusion

We conclude by offering some principles for making best use of simulation-based
education in critical care:

� Approach simulation with an understanding of adult learning principles. Design
sessions to maximize efficacy of reflection, consolidation and experimentation.

� Choose a form of simulation appropriate to the intended learning outcomes and
the experience of the learner. For individual procedural skill teaching, consider
part-task trainers with high physical realism. For individual clinical skills teach-
ing in large learner cohorts, consider simulation integrated within a broader
curriculum conducted at a purpose built center. When assisting experienced prac-
titioners to refine their performance, consider highly contextualized in situ sim-
ulation, carefully designed to maximize conceptual and emotional realism.

� Be mindful of the effects of stress on performance. Exclude stressors that are
not related to the intended learning objectives, but consider introducing clinical
stressors in a graduated, purposeful manner that has potential to enhance the
psychological resilience of the learners. Consider inclusion of stress-inoculation
strategies within the simulation-based education program.

� Use simulation-based education to build effective teams and create a safer work-
place. The evolving practice of in situ simulation has great potential to strengthen
the performance of clinical teams as well as enhancing organizational safety
through identification of latent threats to patient safety.
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Part XIV
Organization and Quality of Care



WeHave Good Enough Data to Support Sepsis
PerformanceMeasurement

H. C. Prescott and V. X. Liu

Introduction

The past couple of years have witnessed many changes in sepsis. In 2016, the Euro-
pean Society of Intensive Care Medicine and the Society of Critical Care Medicine
definitions task force released an updated sepsis definition (Sepsis-3) based on
sequential organ failure assessment (SOFA) scores, and also released a new tool
(qSOFA) to screen for highest-risk sepsis at the bedside [1]. What was once a clear
and stable set of definitions and guidelines has now become uncertain for some.
These changes correspond to a growing sense of unrest among the sepsis com-
munity, including researchers, clinicians and healthcare systems. Improved sepsis
survival, it is argued, may simply have resulted from nothing more than diluting the
sample of the ‘truly sick’ sepsis patients. Three long-awaited, multicenter random-
ized clinical trials (RCTs) found no benefit to protocol-based care over “usual care”
[2–4].

These developments have led many clinicians to feel that the rules of the game
for sepsis have not only changed, but that we lack RCT data to guide our care.
When asked to integrate what decades of hard work have taught us about defin-
ing and treating sepsis, the world’s leading experts repeat a common refrain: “early
identification and treatment”. When asked how we tell if a patient is adequately
resuscitated – if there are objective goals we can use – they tell us “use your best
clinical judgment.” And, as we debate the merits of qSOFA versus systemic inflam-
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matory response syndrome (SIRS), Sepsis-3 versus prior sepsis definitions, and the
veracity of sepsis epidemiology, front-line clinicians and quality leaders are feeling
increasingly bewildered.

The uncertainty regarding sepsis definitions and treatment comes at a challeng-
ing time. The US Centers for Medicare & Medicaid Services (CMS) has recently
recognized the need to standardize care in sepsis – a goal many have been working
on for decades. The CMS initiative, known as SEP-1, went into effect October 1,
2015 and calls for all US hospitals to submit data on adherence to 3-hour and 6-hour
early management bundles for septic Medicare beneficiaries (Table 1) – specifically,
for patients with suspected infection, two or more SIRS criteria, and evidence of
sepsis-induced organ dysfunction (Table 2).

Critics have warned that the CMS measure has many flaws and is liable to
worsen care for patients ([5]; Table 3). Concerns focus on both the uncertainty of
sepsis treatment (e. g., limited evidence for early antibiotics in septic patients with-
out shock) and the SEP-1 performance measure itself (e. g., the “all-or-nothing”
approach to scoring bundle compliance; the need to document volume status and
tissue perfusion assessment in patients with persistent hypotension following initial
fluid resuscitation) [6]. However, while there is no simple way to tell if quality care
is being provided to patients with sepsis, we believe that there is sufficient evidence
and consensus about sepsis care to support performance measurement.

Table 1 Overview of Center for Medicare & Medicaid Services’ early management bundle for
severe sepsis and septic shock

Target Population Process Measures Time Frame

Severe
sepsis

Septic
shock

3 h 6 h

X X Obtain blood cultures (prior to antibiotics) X
X X Measure lactate X
X X Administer broad-spectrum antibiotics X

X Resuscitate with 30ml/kg crystalloid fluid if hy-
potensive or lactate > 4mmol/l

X

X Administer vasopressors if hypotension persists
despite fluid resuscitation (e. g., systolic blood
pressure < 90mmHg or mean arterial pressure
< 65mmHg)

X

X X Repeat lactate measurement if initial value is
elevated (> 2.0mmol/l)

X

X Document responsiveness to fluid resuscitation
in patients with septic shock if there is persistent
hypotension after initial fluid resuscitation (e. g.,
through (a) focused physical exam [vital signs,
cardiopulmonary examination, peripheral pulse
examination, and skin examination] or (b) 2 of the
following: central venous pressure measurement,
straight leg raise, bedside cardiac ultrasound, or
central venous oxygen saturation measurement)

X
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Table 2 Centers for Medicare & Medicaid Services operational definitions of severe sepsis and
septic shock for SEP-1 performance measure

Suspected infection

Two or more SIRS criteria (temperature > 38 or < 36 C, heart rate > 90, respi-
ratory rate > 20, white blood cell count > 12,000 or 4,000 or containing > 10%
bandemia)

Severe
Sepsis
Definition

One of more signs of sepsis-induced organ dysfunction (systolic blood pressure
< 90mmHg or decrease > 40mmHg from baseline, lactate > 2.0mmol/l, urine
output < 0.5ml/kg/h for > 2 h, bilirubin > 2.0mg/dl, platelets < 100,000 µl,
international normalized ratio > 1.5, altered mental status)

Septic Shock
Definition

Severe sepsis, plus hypoperfusion despite fluid resuscitation or lactate
> 4.0mmol/L

SIRS: systemic inflammatory response syndrome

Table 3 Select arguments against implementing the Centers for Medicare & Medicaid Services’
SEP-1 performance measure

Concerns about
mandating early
antibiotics

“there are worrisome parallels between SEP-1 and the former CMS
rule requiring clinicians to administer antibiotics for pneumonia
within 4 h of presentation” [5]

“the SEP-1 mandate has the potential to magnify the flaws of the 4-
hour pneumonia rule. It sets too rigid rules for managing an uncer-
tain condition” [5]

“the only real evidence [in favor of early antibiotics] (albeit not
great evidence) is for patients who have septic SHOCK” [6]

Concerns about “All-or-
nothing” bundle
compliance

“SEP-1 is an “all-or-nothing” measure, meaning that unless a hos-
pital can demonstrate perfect compliance and perfect documentation
for all components of the bundle, it will not receive any credit” [5]

“hospitals will not be acknowledged for some cases in which they
provided excellent care and their patients had favorable outcomes”
[5]

“This “all-or-nothing” bundle approach paradoxically treats a fail-
ure to administer timely antibiotics identically to failure to document
resuscitation endpoints in the clinical notes” [29]

Concerns about
documentation
requirements

“the rule’s uncertainty’s are amplified by the considerable adminis-
trative burden” [5]

“the measure’s specifications are complex, and many of the re-
quired data elements require manual chart abstraction. Hospitals
are already struggling under the crushing weight of onerous quality
reporting requirements, and this measure only increases the burden”
[29]

Concerns about the
definition of severe
sepsis and septic shock

“we have a reimagining of septic shock. Somehow, septic shock now
includes a lactate > 4” [6]
“SEP-1 requires abstractors to document systemic inflammatory
response syndrome and to differentiate between sepsis and severe
sepsis. These concepts are at odds with the latest sepsis definitions”
[5]
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Standardizing Sepsis Care Today

As clinicians, we work in a world of imperfect approximations. While some experts
argue that national programs to address sepsis should be put on hold until we have
better data and methods [7], we disagree. The best approach for health systems in
the face of imperfect measurement and information is not to put sepsis performance
measurement on hold – but rather to focus on incentivizing the undeniable features
of good sepsis care.

Sepsis Is an Urgent Problem

We know that sepsis is a costly and deadly. By conservative estimates, the condition
kills more than 150,000 Americans (and 5 million people around the world) each
year [8, 9]. It contributes to at least one third of all US hospital deaths [10], costs
over $US 23 billion in US acute hospitalizations alone [8], and exacts a massive and
persistent toll on patients and families long after they leave the hospital [11, 12]. Yet,
public awareness of sepsis remains poor. In contrast to cardiovascular emergencies
like myocardial infarction and stroke – where lay person knowledge of presenting
symptoms is common – just over half of Americans are aware of the term ‘sepsis’,
and only a quarter can identify the key symptoms [13].

Treatment Works

We also know that, even with our imperfect understanding of sepsis and paucity
of positive RCT data to guide care, sepsis mortality has improved over time – so
something has worked. Some of the mortality reduction is due to greater detection
of less sick sepsis cases – the so-called ‘Will Rogers’ phenomenon – but not all
of it. Several studies with careful adjustments for temporal changes in case-mix
detect true mortality improvements [14, 15], and the available data argues that sepsis
quality improvement programs can and do work [16–19].

There Is Consensus About the Key Elements of Good Sepsis
Treatment

The core requirements of the SEP-1 early sepsis resuscitation bundle are lactate
measurement, blood cultures, broad-spectrum antibiotics, and repeat lactate mea-
surement if the initial level is elevated [20]. Patients with hypotension must also
receive 30ml/kg crystalloid followed by vasopressors if hypotension persists de-
spite fluid resuscitation. And, if patients remain hypotensive despite initial fluid
resuscitation, then vasopressors must be administered, and an assessment of vol-
ume status and tissue perfusion must be documented.
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Table 4 Mandated Multicenter Sepsis Quality Improvement Studies

Setting Intervention Resuscitation Bundle Target Population Outcome
Intermountain
Health, 2004–
2010

Serum lactate measured within 3 h of
ED admission
Blood cultures prior to antibiotics
Broad-spectrum antibiotics within 3 h of
ED admission
If hypotensive (SBP < 90mmHg
or MAP � 65mmHg) or lactate
� 4mmol/l, then resuscitate with 20–
40ml/kg (predicted body weight) crys-
talloid
If hypotensive despite fluid resuscita-
tion, administer vasopressor
If septic shock or lactate � 4mmol/l,
CVP and ScvO2 measures obtained
through central catheter with tip in SVC.
If CVP � 8 cm H2O and ScvO2 < 70%,
administer ionotropes and/or packed rec
cells if hematocrit < 30%

Severe sepsis: in-
fection, SIRS, plus
evidence of end-
organ dysfunction
including lactate
� 2mmol/l
Septic Shock: hy-
potension despite
adequate fluid ad-
ministration or
lactate � 4mmol/l

Reduced
in-hospital
mortality

Kaiser Per-
manente
Northern
California,
2011–2014

(Initial lactate measurement in all pa-
tients with SIRS and/or blood cultures
was already standard practice)
Antibiotics within 3 h
Repeat lactate measurement within 1–
4 h of initial lactate
30ml/kg (or at least 2 l) intravenous
fluid within 3 h

Intermediate lactate:
infection, SIRS,
lactate � 2 and
� 4mmol/without
hypotension

Reduced
in-hospital
mortality;
association
strongest for
patients with
heart failure
or kidney dis-
ease history

CVP: central venous pressure; ED: emergency department; MAP: mean arterial pressure;
ScvO2: systemic venous oxygen saturation; SBP: systolic blood pressure; SVC: superior vena cava;
SIRS: systemic inflammatory response syndrome

Aside from reassessing and documenting volume status and tissue perfusion,
these treatment elements are consistently included in sepsis treatment bundles
across a variety of organizations [21], and are also required components of man-
dated sepsis protocols in all New York state hospitals under 2013 legislation known
as Rory’s Regulations. And, the data is clear about these initial elements of treat-
ment: health system-wide implementation of lactate measurement, blood cultures,
early antibiotics, and crystalloid fluid bolus for hypotension and/or elevated lac-
tate in clinically suspected sepsis patients result in a net mortality reduction ([18];
Table 4). There is also data to support crystalloid resuscitation in patients with
intermediate lactate [19] who are included in the SEP-1 definition of septic shock.

Certainly, some patients with clinically suspected sepsis turn out to have some
other condition. But, even under imperfect, real-world conditions, treating all pa-
tients with clinically suspected sepsis results in a net survival benefit [18, 19].
(When it comes to documenting volume status and tissue perfusion, however, we
agree with critics that the substantial effort associated with auditing this exam doc-
umentation is not warranted).
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The recent negative trials of early goal-directed therapy should not change our
thinking about the key elements of good sepsis care. While protocolized early sep-
sis resuscitation was no better than usual care among the 31 high volume academic
centers in the ProCESS trial [2] (or for centers participating in PRoMISe [4] and
ARISE [3]), patients in both arms consistently received early antibiotics, lactate
measurement, and fluid resuscitation. Rather, the take-home lessons from these tri-
als are: (1) “usual care” has evolved over the past 15 years such that patients are
now getting antibiotics and fluid earlier – the average patient in ProCESS received
> 2 l intravenous fluid prior to enrollment; (2) patients in all arms of these trials
overwhelmingly received the key elements of good sepsis care – 76% of ProCESS
patients had received antibiotics prior to enrollment [2]; and (3) if one cannot pro-
vide expert ‘usual care’, then he/she can just follow the protocol-based standard
therapy arm of the ProCESS trial and know that he/she is providing care every bit
as good as that delivered at some of the best centers in the US by highly experienced
resuscitationists.

OutcomesMeasures Cannot Replace Process Measures

Quality improvement in healthcare is built on measuring structure, processes, and
outcomes. Since our ultimate goal is to reduce sepsis mortality, some have argued
that we should mandate hospitals to report sepsis-related mortality alone. A life may
be saved, after all, but the hospital is nonetheless penalized because an element
of recommended care was missed. Should not the saved life count more than the
missed element of care?

There are several reasons why measuring sepsis-related mortality alone is not
a straight-forward solution. First, we cannot simply count the number of patients
who survive or die during sepsis hospitalization. We have to account for the dif-
ferences in the patients between hospitals. Consider the challenges of comparing
outcomes between two hypothetical hospitals (Fig. 1). Given the sheer number of
factors that influence death (age, sex, race, number and severity of chronic co-mor-
bidities, access to health care, illness severity on presentation, etiology of sepsis,
etc. and the non-linear interactions between these various factors), adjusting for dif-
ferences in patient population to generate a fair risk-adjusted assessment of sepsis-
related mortality by hospital is not easy, and is likely to require hospitals to report
just as much information as SEP-1.

Second, in-hospital mortality is biased by discharge practices – some hospitals
are more likely to discharge patients immediately before their death, lowering in-
hospital mortality but not 30-day mortality [22]. Even worse, when it is clear that
a patient is not getting better quickly, and the best course of action may be to tran-
sition the focus to comfort only, there is a tension between doing what is in the
best interest of the patient (allowing the patient to die peacefully) and what is in the
best interest of hospital performance measurement (keeping the patient alive just
long enough to transfer to another facility). And, while we hope that a physician
would always act in the interest of the patient, we should not intentionally design
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Fig. 1 The challenge of
comparing sepsis outcomes
between hospitals

Which hospital is better at treating sepsis?

Sepsis-related mortality: 25%
High illness severity

Younger patients
Greater access to ambulatory care

Sepsis-related mortality: 25%
Moderate illness severity

Older patients
Lower access to ambulatory care

Hospital A Hospital B

systems that push against the patients’ best interests. For now, the optimal approach
for integrating code status into mortality metrics remains unclear [23, 24].

Third, the discordance between process and outcome measures cuts both ways.
A hospital may provide the best possible sepsis care, but the patient may still die.
Should not the excellent care provided (for which the hospital has complete control)
count more than the death, for which the hospital ultimately does not have complete
control?

Fourth, we do not know the ‘optimal’ rate of sepsis-related mortality. Sepsis con-
tributes to one out of every two to three deaths in US hospitals [10]. It is a common
cause of death among people with a variety of chronic conditions, such as malignan-
cies and neurodegenerative disease. It is unrealistic to believe that we can prevent
all sepsis-related deaths. But the optimal, or achievable, rate of sepsis-related mor-
tality is not clear – that is, the rate at which sepsis is part of the dying process of
those fated to die soon, but does not kill those who ought to survive. By contrast, all
patients who present to the hospital without care limitations should receive optimal
early treatment of sepsis.

WeAre Not Just Repeating Prior Failures

Drawing parallels to process measures for early antibiotics in pneumonia, some ex-
perts have cautioned that SEP-1 will likely drive over-use of antibiotics, aggressive
fluid resuscitation, and precipitate complications such as Clostridium difficile in-
fection [5]. But, this comparison inherently discounts the higher stakes for patients
who are potentially septic.

Unlike patients with simple infection, patients with possible sepsis (i. e., patients
with organ dysfunction or shock that may be due to infection) are likely to be dead
the next morning without antibiotics. Moreover, the sicker patients for whom we
may worry most about over-resuscitation (those with heart failure or end-stage re-
nal disease) are the exact patients who derive the bulk of the benefit from sepsis
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treatment bundles [19] – suggesting that our tendency to limit fluid volume in these
patients is detrimental, and that incentivizing resuscitation may save lives.

Sepsis performance measures may indeed increase the initiation of antibiotics,
with the potential for negative antibiotic-related sequelae (development of multi-
drug-resistant organisms, C. difficile infection). While we await better tools to
rapidly rule in/out infection, as well as better evidence on which patients must get
early antibiotics, we can reduce the risk for negative antibiotic-associated sequelae
by stopping antibiotics promptly if infection remains unconfirmed after a couple
days and also by limiting treatment duration in those with confirmed infection.
Shortening antibiotic duration may be a safer approach to antibiotic stewardship
than limiting antibiotic initiation in patients with organ failure or shock that is
potentially due to sepsis [25].

The Infrastructure toMeasure Quality NowWill Get Us Better
Care Faster

The mandate to report sepsis-related outcomes is spurring hospitals to build the in-
frastructure necessary to promote high-quality sepsis care [5], which is an important
outcome in and of itself. Declines in acute myocardial infarction mortality began
with the American Heart Association’s “Get with the Guidelines” quality improve-
ment initiative [26], before widespread availability of troponin measurements, when
our tests for acute myocardial infarction were deeply imperfect. Moreover, much of
the acute myocardial infarction mortality improvement results from early percu-
taneous intervention, which happens before definitive testing necessarily occurs.
Sepsis mandates could also catalyze quality improvement collaboratives, which
may themselves advance the science of sepsis diagnosis and treatment [27].

We Should Not Sit on Our HandsWaiting for a Better Definition

Waiting for a perfect (or even a better) sepsis definition will not work. We have
struggled to define the condition since the dawn of medicine and are unlikely to
solve the problem soon. We know that “sepsis is not a specific illness but rather
a syndrome encompassing a still-uncertain pathobiology”, and “no gold standard
diagnostic test exists” [1]. Because of this, all proposed definitions of sepsis are
necessarily incomplete, imperfect, conceptual, and aspirational. In fact, we do not
yet have a gold standard for determining whether or not a patient is infected. Track-
ing culture and antibiotic orders in the electronic medical record will also reflect
only clinician-recognized cases, and cannot distinguish between sepsis-related and
non-sepsis-related organ dysfunction.

We are, perhaps, at the dawn of a new era of molecular characterization, but
the pay-off remains distant and uncertain. Meanwhile, patients are dying of sepsis
today, and the best available evidence indicates that lactate measurement, blood
cultures, early broad-spectrum antibiotics, and fluid resuscitation saves lives. The
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new definition is the best one available based on the state of the science, and one that
will support effective use of the sepsis bundle. We believe that all hospitals should
track these core process measures in patients with clinically suspected sepsis.

Now, to be clear, we fully agree that big financial penalties, all-or-nothing bundle
compliance, and overly onerous measures are unlikely to be the right approach to
incentivizing productive change. But, the core ingredients of SEP-1 (lactate mea-
surement, blood cultures, broad-spectrum antibiotics, and fluid resuscitation) are
right, and the best approach for health systems in the face of imperfect measurement
is not to walk away from sepsis altogether – but rather to focus on incentivizing the
key features of good sepsis care.

For sepsis mandates to be successful at improving care, clinicians must work
within the spirit of the mandate, rather than attempting to game the system [28].
Clinicians not operating under a mandate must still hold themselves to a high stan-
dard, measure things and behave as if they were operating under a mandate – or
create one.

Conclusion

Sepsis is a major cause of death. While we debate nuances of sepsis and septic
shock definitions and treatment, the core ingredients of good sepsis care are clear,
and real world implementation of sepsis treatment bundles reduces mortality. Thus,
we believe the best approach for health systems is not to walk away from sepsis
altogether – but rather to incentivize the key features of good sepsis care in all
patients with clinically suspected sepsis.
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The Use of Health Information Technology
to Improve Sepsis Care

J. L. Darby and J. M. Kahn

Introduction

Sepsis is a critical illness syndrome defined by a dysregulated immune response
to infection leading to life threatening organ dysfunction [1]. Sepsis is the most
common cause of death among hospitalized patients in the United States, and its
incidence is only expected to rise as the population ages and greater numbers of
people live with chronic medical conditions that put them at risk [2, 3]. Because of
the large clinical and economic burden associated with sepsis, it is increasingly the
focus of local, national, and global quality improvement efforts. Yet despite these
efforts, many patients with sepsis do not receive evidence-based care process con-
sistent with published international clinical practice guidelines. For example, one
recent national quality improvement initiative showed that only 25% of patients re-
ceived all recommended care practices, even after a program of intensive guideline
dissemination and education [4].

To address these gaps, critical care providers and health care quality improve-
ment specialists are increasingly turning to health information technology (IT) to
improve sepsis care. Health IT can be broadly defined as the use of electronic sys-
tems for creating, storing, retrieving, and processing data in the health care arena
[5]. At a minimum, health IT typically takes the form of electronic medical records
(EMRs), which are quickly becoming the norm, with nearly 60% of hospitals now
reporting some degree of EMR use [6]. As computing power increases and artificial
intelligence systems become more sophisticated, health IT is now being extended
to include real-time decision support and advanced predictive analytics. For these
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reasons, it is natural to apply health IT to the problem of the quality gap, particu-
larly in the case of sepsis for which timely recognition and treatment is paramount
for survival [7].

In this chapter, we discuss the role of health IT in the effort to improve quality
of sepsis care. We focus on three major areas in which health IT may be particu-
larly salient: increasing sepsis recognition, improving adherence to evidence-based
sepsis care, and facilitating population-based sepsis quality improvement. We con-
clude by discussing some of the limitations of health IT approaches and outlining
key areas for future research and development. Overall, we discuss how health IT,
used critically and judiciously, holds the potential to further the mission of quality
at the level of the patient, the hospital, and the health system.

IT Strategies to Increase Sepsis Recognition

Early recognition is a cornerstone of effective sepsis care. Robust observational
data indicate that timely administrative of appropriate antimicrobial agents are as-
sociated with increased survival in sepsis [8]. And although clinical trials suggest
that fully protocolized early goal-directed therapy is not associated with survival,
all patients in these trials were rapidly diagnosed with sepsis and were given antibi-
otics and fluids prior to enrollment [9], strengthening the value of early recognition
as a means to improve survival.

Unfortunately, sepsis remains difficult to identify, particularly in its early stages
before organ failure develops. The central challenge in recognizing sepsis is un-
doubtedly related to the enigmatic nature of sepsis itself, a syndrome for which no
gold standard diagnostic test exists and that is without pathognomonic features even
on autopsy. The Sepsis-3 definition, a recent attempt to both simplify and codify
the process of identifying sepsis, addressed this problem by linking sepsis identifi-
cation to the presence of organ dysfunction [1], moving away from the indicators
of the systemic inflammatory response which are nearly ubiquitous in hospitalized
patients [10].

Although the Sepsis-3 definition is not without controversy, it does create a use-
ful framework for using the EMR to screen emergency department and hospitalized
patients for sepsis, and in turn provide real-time alerts for bedside providers about
the potential presence of sepsis. Sepsis alerts work by integrating data in the EMR
and applying algorithms to determine the likely presence of sepsis. Given the un-
certainties of the syndrome itself and the difficulty of accurately identifying sepsis
under the best of circumstances, it is unrealistic to think about sepsis alerts as
a means of completely superseding clinical intuition. However, using EMRs to
stratify risk and prompt further evaluation for high-risk patients is a reasonable
and potentially high-value way to incorporate information technology into a sepsis
screening protocol.

Several examples of real-time sepsis alerts have been published (Table 1; [11–
20]). These examples predate the Sepsis-3 definition and therefore generally use the
older criteria for sepsis based on some combination of organ failure and the systemic



The Use of Health Information Technology to Improve Sepsis Care 507

Table 1 Selected studies evaluating electronic sepsis alerts

Author, year
[ref]

Setting N Sensitivity
[%]

Specificity
[%]

Notes

Thiel, 2010
[11]

General
floor

13,937 55 93 Multiple cohorts were described.
Here performance is reported for
the validation set

Sawyer,
2011 [12]

General
floor

89 NR NR Implementation of a prior real-
time alert [11] led to escalation of
therapy in alerted patients but did
not change clinical outcomes

Nelson, 2011
[13]

ED 33,460 64 99 Applying the alert in practice led
to increased use of blood cultures
before antibiotics

Hooper,
2012 [14]

ICU 442 99 82 Applying the alert in practice
did not influence care patterns or
clinical outcomes

Alsolamy,
2014 [15]

ED 49,838 93 98 For patients referred to the ICU,
the alert preceded ICU referral by
a median of 4 h

Umscheid,
2015 [16]

General
floor

4,575 16* 97* In a separate implementation
phase, applying the alert led to
increased sepsis recognition but
not change in clinical outcomes

Harrison,
2015 [17]

ICU 587 80 96 68% of patients receiving an alert
were observed to have experi-
enced treatment delays that might
have been otherwise mitigated

Brandt, 2015
[18]

General
floor

164 100 62 Timing of alert was generally sim-
ilar to the time of sepsis onset as
determined by clinical adjudica-
tion

Amland,
2016 [19]

General
floor

6,200 83 92 51% of patients with the alert
already had infection suspected,
although 25% of patients with
alert had no antibiotics ordered at
the time

Idrees, 2016
[20]

ED 55 NR NR Implementation of a real-time
alert led to inconsistent changes in
processes and no improvements in
clinical outcomes

NR: not reported; ED: emergency department; ICU: intensive care unit. *The reference standard
was not sepsis but a composite outcome of ICU transfer, rapid response team call, or death

inflammatory response. For this reason, as well as reasons related to the vagaries of
the EMR, the alerts are of widely varying sensitivity and specificity such that they
are of generally low positive and negative predictive value. Moreover, most alerts
have not been compared to the generally accepted reference standard of in-person
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clinical screening, and most have not been evaluated for use in clinical practice to
determine if they actually change provider behavior or influence clinical outcomes.

These limitations highlight several challenges that remain before sepsis alerts
can be broadly applied in practice. First, the accuracy of current alerts remains
unacceptably low. An ideal alert would detect sepsis with a high sensitivity (to max-
imize the potential for early intervention) while maintaining a high specificity (to
minimize alert fatigue due to unhelpful over-firing of alerts). However, most sep-
sis sniffers, particularly those that rely on markers of the systemic inflammatory
response or organ failure criteria, lack sufficient specificity, increasing the number
of false positives and increasing the likelihood of over treatment and alarm fatigue.
Alternatively they are very specific but lack sensitivity, increasing the number of
false negatives and thus precluding early intervention in those who need it most.
Indeed, at least one published study of provider perceptions of these alerts found
that most providers did not feel they were very useful for precisely these reasons
[21].

Second, sepsis sniffers must address the limitations inherent in existing EMRs,
which contain data from multiple sources and of widely varying quality. This prob-
lem reflects the difference between EMR ‘knowledge’ and provider knowledge. The
EMR is only as good as the data in it. To the degree that important data elements
are either entered inaccurately or entered in free text fields that are difficult to pro-
cess in a standardized fashion (e. g., altered mentation, a key component of the new
sepsis definition), sepsis alerts may miss key cases, reducing sensitivity and overall
utility.

Third, sepsis alerts are not useful if the provider has already diagnosed the patient
with sepsis and is taking appropriate action. In order to trigger a useful alert, the
EMR must know not only what the provider knows but also what the provider may
not yet have discovered. An ideal alert would selectively fire for patients where the
algorithm has detected a failure of recognition on the part of the clinician and not
for patients that have been identified as septic by both the EMR and provider. This
issue also reflects a key limitation with the Sepsis-3 framework itself. Sepsis-3 uses
organ failures as a marker for the dysregulated immune response, and indeed organ
failures are for the most part easy to recognize in the EMR. However, an ideal sepsis
alert would identify sepsis before organ failures occur, providing time for clinicians
to act quickly to prevent organ failure in the first place.

Potential strategies to improve sepsis alerts and make them more useful at the
bedside include natural language processing to better use the unstructured data in
the EMR and machine learning techniques to increase the accuracy.

Natural language processing uses the qualitative written word to make quanti-
tative inference [22]. In lieu of capturing and analyzing discrete data, searching
written notes for words and phrases that reflect the way clinicians think about sepsis
could help both improve sepsis detection and reduce redundant alerting. For exam-
ple, if the clinician recently wrote a note that includes the phrase “sepsis – giving
broad spectrum antibiotics and actively fluid resuscitating”, an alert is unlikely to
be useful. That said, an important limitation of using natural language processing
in alerts is that, at present, clinical notes are not always written in real time. In-



The Use of Health Information Technology to Improve Sepsis Care 509

deed, EMRs are paradoxically perceived as slowing down the process of writing
notes [23]. As EMR functionality improves, it is possible that note writing will be
streamlined enough for them to be written in real-time and act as a feasible reservoir
for early detection information, increasing the value of natural language processing.

Machine learning uses advanced computational processes to identify latent pat-
terns in data [24]. Most current sepsis alerts are not based on machine learning but
instead are based on outdated Boolean algorithms in which sepsis is either present
or absent based on a series of ‘if-then’ logic statements (e. g., ‘if X and Y then Z’).
Machine learning may provide more robust algorithms that can flexibly make use of
time-varying data, narrow time windows, and the uncertainty inherent in the EMR.
Combined with advances in computing, machine learning algorithms can also hand
handle more variables, different types of variables (e. g., free text and numerical),
and more complex interactions between variables simultaneously. In this way, ma-
chine learning may provide an avenue to identify complex syndromes in the EMR.

IT Strategies to Improve Adherence to Evidence-based Care

A second potential use of health IT is in spurring clinicians to use evidence-based
practice in patients already diagnosed with sepsis. Sepsis-specific treatments in-
clude early appropriate antibiotics, early fluid resuscitation, avoidance of starch-
based resuscitation fluids, and regular hemodynamic assessments to ensure re-
sponse to treatment [7]. In addition, there are a number of supportive treatments
that apply to the broader critically ill population including those with sepsis, such
as lung-protective ventilation in acute lung injury, daily assessment for readiness
to wean from mechanical ventilation, avoidance of deep-sedation, and use of a re-
strictive red blood cell transfusion threshold, among others [25].

One way in which the EMR could be leveraged to improve adherence to these
treatments is through real-time decision support and prompts [26]. Prompts are
a ubiquitous tool for behavior change that can be as low-tech as a hand washing
sign in a public restroom. Human-based prompting for evidence-based practice
is associated with improved use of guideline-recommended treatments and im-
proved clinical outcomes, both with in-person prompts [27] and remote prompts via
telemedicine [28]. In theory, the EMR could be used to screen patients for whether
or not they are receiving an evidence-based practice and then, when quality deficits
are suspected, alerting the clinician about the opportunity to improve care. Prompts
could also be used as a disincentive to unwanted care, such as a real-time alert that
the patient does not have a sufficiently low hemoglobin value to justify a red blood
cell transfusion [29].

Another more innovative approach to prompting would rely not on static algo-
rithms to determine evidence-based practice but instead on the ‘wisdom of crowds’
to help guide clinicians toward more evidence-based choices. This approach might
be particularly useful when the evidence behind a certain therapy is unproven, or
if multiple valid clinical decisions might be correct. At the hospital level, the EMR
might be able to recognize the ordering practices of physicians and draw off the
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collective body of clinical knowledge to make suggestions to physicians about what
orders they might want to place – similar to Google’s autocomplete functionality.
For example, in selecting an antibiotic in patients with sepsis, the EMR could in-
tegrate data from the hospital antibiogram and all the past prescribing patterns for
similar patients to suggest the antibiotic that is most likely to be appropriate. In
this way, local, regional and national practice patterns could iteratively shape the
prescribing behavior of individual physicians.

A third approach would be to use the EMR to leverage the principles of behav-
ioral economics to improve decision making. Behavioral economics is the science
of how economic principles related to heuristics and biases impact our decisions.
One example is the use of ‘nudge’ principles to guide clinicians toward evidence-
based practices [30]. When given a list of items to choose from, otherwise unbiased
respondents are more likely to select the first option on the list compared to later
items [31]. The EMR could be used to prioritize lists of treatment options such that
the highest value option is listed first. For example, instead of typing the antibiotic
name into a computerized physician order entry (CPOE) system, a user could type
‘antibiotics’ and be offered a list, with the EMR identifying and placing first the
best antibiotic from the patient’s current cultures, past history, and the institution’s
antibiogram. In this way, health IT could still preserve physician autonomy while at
the same time nudging physicians to choose the best treatment based on available
data.

All of these options can serve to make sepsis therapy more patient-specific, fur-
thering the mission of the ‘personalized medicine’ movement. In sepsis studies to
date, the heterogeneity of the patient population has largely been accepted rather
than parsed through to select more homogenous subgroups. The generalized group-
ing of similar presentations in vastly different patients under the heading of ‘sepsis’
may have contributed to the field’s difficulty in identifying sepsis-specific pharma-
cological treatment. Recent advances in detecting immunologic biomarkers may
hold the key to stratifying sepsis patients into subgroups to be studied and treated in
a more specialized fashion [32]. Rather than ignore this variation, the EMR could
ultimately be used to not only identify but also make intelligent use of this varia-
tion, quantifying sepsis phenotypes and suggesting the treatments that are thought
to reflect each phenotype’s underlying pathophysiology.

There is still much research to be done, but is it not hard to imagine the EMR
being able to recommend crystalloid versus colloid fluids for volume resuscitation,
a vasopressor choice based on venous access and drug costs, or an antibiotic based
on culture results; all while incorporating information about the patient’s specific
sepsis phenotype. Given that sepsis still lacks specific pharmacologic targets, the
next wave of innovation may well be embracing the empiric nature of treatment
while refining the characteristics that we consider as part of an empiric approach.
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IT Strategies to Facilitate Population-based Sepsis Quality
Improvement

A third strategy for health IT-based sepsis quality improvement involves the po-
tential for IT to enable larger, population-based approaches to measuring and im-
proving sepsis quality. Population-based strategies for sepsis quality improvement
can take several forms, including regional quality improvement collaboratives in
which hospitals band together to pool resources and share strategies for quality im-
provement, as well as government-led efforts to incentivize quality improvement
through health policy, such as pay-for-performance and public reporting of quality
data. Each of these could be facilitated and made more effective by the innovative
use of health IT.

Regional Quality Improvement Collaboratives

Regional quality improvement collaboratives provide a forum for hospitals to share
strategies for quality improvement, including protocols, care bundles, and educa-
tional platforms [33]. Central to these collaboratives is the notion of sharing data.
Data sharing is essential for creating clinical registries to measure quality and com-
pare quality across providers, a process known as ‘benchmarking’. At present most
quality improvement collaboratives share data manually, through web-based data
entry for relevant patients. This process is cumbersome and expensive, limiting par-
ticipation in large sepsis collaboratives, such as the Surviving Sepsis Campaign
[34]. The rise of EMRs means, in theory, that data could be transmitted and ana-
lyzed by these collaboratives electronically, increasing the efficiency of data sharing
and lowering the costs required to participate. Automated electronic data sharing
can also increase the number of data elements that can be shared, expanding the
scope and scale of these registries.

Health Policy Approaches

Health policy is a critical tool for incentivizing sepsis quality improvement on
a large scale. These approaches include the public reporting of quality data, by
which risk-adjusted outcome data are made available to patients to enable con-
sumer choice and motivate poor performing hospitals to improve [35], and pay-
for-performance, by which health care purchasers provide greater reimbursement
to higher performing providers as a way of rewarding high performers and incen-
tivizing quality improvement among poor performers [36]. Although sepsis-focused
policy initiatives are still in their infancy, they are gaining steam. For example, the
United States government now requires all US hospitals to report data on adherence
to selected sepsis care processes, and New York State will soon publically report
risk-adjusted sepsis outcomes for all hospitals in the state as part of its nascent sep-
sis-regulations [37].
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Similar to regional quality improvement collaboratives, central to these activities
is the availability of multicenter data. In the past, most policy-oriented quality im-
provement programs used administrative claims data. Although useful, these data
lack both reliable process data and sufficiently granular clinical data for meaningful
risk-adjustment models. As a result, health systems are typically required to perform
manual data collection and data entry, a process which is onerous and expensive.
The claims data are a stopgap, but improving the accuracy of sepsis outcomes mea-
sures requires access to more accurate and comprehensive patient data that can only
be provided by the EMR.

Despite this need, there are several major barriers to the use of EMR-data
for population-based quality improvement. These include limited interoperability
across different EMRs, including differing variable names and differing data struc-
tures, as well as a lack of secure transmission capabilities precluding large-scale
sharing of data while still respecting the need for patient privacy. Recent advances
in health IT can help solve both of these problems. One key advance is the advent
of so-called ‘distributed data networks’ which facilitate data sharing across organi-
zations while accounting for differing data structures and maintaining the privacy
and confidentiality of medical records [38].

Under a distributed data network model, all original patient-level data including
personal identifiers remains at the host institution, while group level data (e. g.,
summary statistics on the characteristics of patients with sepsis) and de-identified
patient-level data (e. g., key clinical variables and outcomes for specific patients)
are sent to a central repository for pooling across hospitals (Fig. 1). Differences in
variable names and data structures are handled by specially designed software that
can ‘translate’ the different languages spoken by different hospitals and different
EMRs. These models are currently being used in the US, where software such as
I2B2 and Shrine are used to facilitate large-scale Clinical Data Research Networks
as part of the US Patient Centered Outcomes Research Institute [39–41]. These
networks satisfy each hospital’s need for independence and data security while still
allowing for robust data sharing and data integrity.

Limitations and Pitfalls

Despite the promise of health IT as a tool for sepsis quality improvement, there are
a number of potential limitations and pitfalls that still must be addressed. First is
the general perception that the use of technology itself is equivalent to quality im-
provement and the notion that technology is often allowed to create its own demand,
a concept known as ‘technological determinism’. Technological determinism is par-
ticularly prevalent among intensive care unit (ICU) providers, which have long been
enamored with new technologies for monitoring that later are shown to have mini-
mal impact on patient outcomes, such as pulmonary artery catheters. It is essential
that we do not let information technology fall into this trap. IT itself is not quality
improvement, it is merely a tool for quality improvement. Simply introducing a sep-
sis alert into an EMR will not ensure that providers will better recognize sepsis –
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Fig. 1 Schematic for a distributed data network for regional sepsis quality improvement. Data
from remote sites is sent to a central source via an I2b2 server which de-identifies and standardizes
the data, which are then made accessible to remote users for benchmarking, quality improvement
or research

such alerts must be rigorously evaluated and refined to ensure that they are meet-
ing their goals, and abandoned if it is determined that the unintended consequences
outweigh the benefits.

Second, there are reasonable concerns about the ‘over-protocolization’ of care
that can occur when we remove physicians from the decision-making process. Such
efforts can lead to physician burnout and restrict physician decision making in a way
that could paradoxically reduce the quality of care. In one sense, addressing this
problem means acknowledging that the practice of medicine has changed over the
last few decades, and efforts to standardize care are not in contradiction to the art
of medicine but are now part of the art of medicine. At the same time, it is essential
that we ensure that electronic decision support is designed in a way to encourage
thoughtful decision-making at the periphery and allow clinicians to refine treatment
plans based on their clinical expertise. In this way, well-designed electronic inter-
faces have the potential to actually increase intellectual engagement by streamlining
decision trees and eliminating pointless distractions.

Third, it is important to pay attention to how technology affects organization
and workflow. In part because medicine existed for thousands of years without IT,
and in part because most health IT interfaces are poorly designed without proper
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attention to the needs of the end users, adoption of health IT can be quite traumatic
both to individual users and to the organization as a whole [42]. Ideal applications
of health IT will enhance health workflows or disrupt unhealthy workflows, not
disrupt already healthy workflows, making it easier for clinicians to do their jobs.
The best health IT ultimately ‘disappears’, such that its use becomes second nature.
At present, health IT has failed in that respect. As we develop these applications,
it is essential that we prioritize the user experience and continue to place value
on organizational dynamics, ensuring that the technology exists in service to high
quality care, not in parallel to high quality care.

Conclusions

Improving quality in sepsis is a priority for healthcare systems and governments
alike. One of the clearest paths forward in sepsis quality is harnessing the growing
field of information technology. At present the EMR has failed to fulfill its promise
as a tool for quality improvement, not only in sepsis care but in health care writ
large; however, several approaches to make better use of health IT are on the hori-
zon. As we devote resources to advancing technology, we must remain cognizant
of the pitfalls of these new capabilities, implementing technological capabilities not
simply because they exist but rather because they truly move the needle on sepsis
quality for patients and providers alike.
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Beyond Semantics: ‘Disproportionate Use of
Intensive Care Resources’ or ‘Medical Futility’?

E. J. O. Kompanje and J. Bakker

Introduction

Patients suffering from acute and life-threatening dysfunction of one or more vital
organs are commonly treated in an intensive care unit (ICU) using advanced re-
sources. The use of these resources is usually highly valued by most stakeholders
as appropriate and timely (Fig. 1). However, the goal of intensive care is not the
use of advanced resources but to use these if needed to achieve complete restora-
tion of prior physical and mental health status, or an acceptable quality of life.
However, significant comorbid conditions are already present on admission in more
than half of ICU patients [1], resulting in a prolonged ICU stay, significant morbid-
ity and mortality and increased associated costs. Surviving patients are frequently
faced with decreased quality of life and debilitating morbidity. Over the past two
decades, the use of life-sustaining measures has increased significantly in ICU pa-
tients including those with chronic and irreversible organ dysfunctions, debilitating
comorbid conditions and/or altered quality of life [2–4]. In trying to reverse the
acute organ dysfunction on top of already present morbidity we increasingly use
costly and scarce resources with questionable benefice. This can, in contrast to the
appropriate use of resources, be judged as inappropriate. Although it seems logical
and desirable to avoid this, intensivists are often reluctant to withhold or withdraw
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1. Appropriate use of ICU resources
Proper, timely

2. Inappropriate use of ICU resources
Not proper, untimely

3.A. Disproportionate use of
ICU resources (not enough)

Out of proportion and/or
out of balance as 

'not enough'

3.B. Disproportionate use of
ICU resources (too much)

Patient is 'too good' to
stay on the ICU

No pathophysiologic
rationale (anymore)

Multiple and severe
comorbidity

No or minimal response
to treatment

Survival is only possible
on an ICU

Out of proportion and/or out of balance as 
'excessive', 'too much' or 'more than enough'

5. Unlawful use of
ICU resources

Against the will of
the patient

4. Futile use of
ICU resources

Ineffective, pointless

Fig. 1 Inappropriate use of ICU resources

life-sustaining measures. Most frequently this is related to the uncertainty of the
prognosis, doubt whether the provided care is beneficial or not, or because patients
or family members urge them to start and continue even the most aggressive treat-
ment. However, the clinical situation of the patient and/or the emotional condition of
the relatives may limit the ability of clinicians to adequately identify patients’ pref-
erences and values, before or shortly after ICU admission. In addition, one third of
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the relatives cannot correctly reflect the wishes of their loved-ones [5] and underes-
timate the quality of life of their loved one [6].

Frequently it takes several days after starting invasive care treatment before ICU
clinicians learn from the relatives that this may be at odds with patient’s values,
should she/he have been able to express her/his own wishes. Clearly, none of the
stakeholders benefit from this growing and worrying situation as inappropriate care
compromises patient dignity and, in addition, represents harm. Moreover, the rela-
tives may be exposed to guilt and complicated grief [7].

Although the above outlines a current and urgent problem, delivering non-ben-
eficial ICU care is already a longstanding problem. Already a decade ago, 73% of
European ICU physicians and 87% of Canadian ICU physicians declared that they
frequently admitted patients with unrealistic perspectives [8, 9]. In a prevalence
study, 27% (445/1,651) of the physicians and nurses stated that they had cared for at
least one patient receiving disproportionate care [10], and 60% indicated that similar
situations were rather common. Due to the increased use of technical life-sustain-
ing measures, spontaneous death has become rare in the ICU, and a decision to
withhold/withdraw life-sustaining measures is frequently made in the anticipation
of death [11, 12]. Different cultural, ethical, financial, and legal frameworks that
prevail in various countries, often lead to delayed end-of-life decision-making [13,
14]. In-depth psychological factors in each individual decision-maker (physicians,
nurses and surrogates) worsen the actual picture [15]. This results in unnecessary
patient suffering and relatives’ burden given rise to loss of dignity in the dying pro-
cess [16, 17]. In addition, conflicts between staff and family and within the ICU-
staff, moral distress, compassion fatigue and burnout among physicians and nurses,
lead to huge staff turnover [10, 18, 19]. These elements as well as many others plead
for avoiding inappropriate care.

Resources on the ICU include several care components. First, they include the
unit (building, including heating and air conditioning/filtering), and material facili-
ties (beds, equipment [e. g., monitoring, mechanical ventilator, dialysis, extracorpo-
real membrane oxygenation (ECMO), and medication pumps], invasive tools [e. g.,
catheters], medications, infusion fluids and the use of other services [e. g. labora-
tories, administration, and radiology]). Second, they contain the costs of the care-
providers (physicians, nurses, physiotherapists, etc.). The sum of these resources is
essentially to decrease the risk of death of patients admitted to the ICU with life-
threatening conditions [20].

To improve decision-making, stimulate constructive deliberation and facilitate
the ICU experience for all parties involved, we propose to change terminology and
define different categories of use of ICU resources.

‘Inappropriate’ Use of ICU Resources

Appropriate use of these ICU resources is adequate, timely and proper following
moral standards and codes of the professions. Inappropriate use of ICU resources
therefore can be defined as ‘not proper’ or ‘untimely’. Inappropriate use of ICU
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resources includes disproportionate use of ICU resources as ‘excessive, too much,
or more than enough, but also as ‘not enough’, and ‘futile use of ICU resources’,
and even ‘unlawful use of ICU resources’ (Fig. 1).

‘Disproportionate’ Use of ICU Resources

Proportionate use of ICU resources could be defined as care that reduces a patient’s
risk of death in acute and life-threatening conditions. Improving or restoring quality
of life by avoiding long-term physical or mental sequels is also ‘proportionate’.
However, disproportionate use of ICU resources is perceived by most health care
providers, patients and their relatives, and/or society as disproportionate and/or out
of balance, in relation to the condition of the patient or the expected outcome or
reduction in risk of death of the patient.

Patients can be ‘too good’ or ‘not sick enough’ to be admitted to the ICU [21]
or the use of ICU resources can be ‘not enough’ in terms of inadequate treatment
(Fig. 1). Inadequate treatment can take place due to incompetence of the physician,
due to financial reasons or at the explicit request of the patient. On the other hand,
in extreme situations some interventions can be proportionate while others are dis-
proportionate in the same patient (e. g., an artificial heart may be disproportionate,
but ECMO proportionate), whereas in others both may be disproportionate. More
prevalent, disproportionate use of ICU resources is judged as ‘too much’ or ‘more
than enough’. In only a small proportion of the cases can the inappropriate use of
ICU resources be judged as futile, in the sense of ineffective or pointless. Another
small part of inappropriate use of ICU resources can be judged as unlawful (e. g.,
when used against the will of the patient, Fig. 1).

So, in contrast to earlier publications on end-of-life issues where futility of
care/use of resources has been introduced, the use of the terms inappropriate and
disproportionate use of ICU resources would be a better reflection of current ICU
practice.

Medical Futility

Medical futility as a concept and the use of the term ‘futile care’ is controversial and
troublesome. In the ICU, futile care can be defined as the initiation or prolongation
of ‘ineffective, pointless or hopeless’ use of ICU resources. Therefore, medical fu-
tility is by definition inappropriate. However the inappropriate or disproportionate
use of ICU resources does not need to be futile (Fig. 1). An example of medical
futility would be the use of mechanical ventilation in a brain dead patient who is
not an organ donor. Medical futility in this definition is rather rare in the ICU.
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‘Non-beneficial Treatment’

Another frequently used term is non-beneficial treatment, which is defined as treat-
ment that is not expected to cure or ameliorate the disease state and not expected to
improve or restore patient’s quality of life to a satisfactory level [22]. It is a synonym
of futile.

Disproportionate Use of ICU Resources in the Sense
of ‘More Than Enough’

Others than the patient and/or her/his relatives can judge the use of ICU resources
to be ‘more than enough’ if the prolonged use is not in the patient’s best interest.
Physicians involved in the care of patients with severe organ-failure should ques-
tion themselves if there are medical interventions used in these patients that they
can label as disproportionate because they, the nurses, or relatives of the patients
are sufficiently confident that the interventions will not be beneficial. Excessive re-
sources are sometimes used to provide life-sustaining medical care at the end of life
frequently associated with a poor quality of death [21]. Especially in older patients
and in patients with multiple comorbidities, this could be labeled as ‘too much’ or
‘more than enough’.

Because we have the possibility and the resources to postpone and orchestrate
death for a, sometimes, indefinite time, we have the moral responsibility to deliber-
ate whether the continued use is still in the best interest of the patient. Alternatively,
we should question ourselves whether admission to the ICU is primarily in the pa-
tient’s interest.

Disproportionate Use of ICU-resources in the Sense of ‘TooMuch’

The initiation or prolongation of the use of ICU resources is ‘too much’ and thus
disproportionate care if (Fig. 1):

1. The condition of the patient is known to be reversible, however,
a. patient is ‘too good’, ‘not sick enough’ to legitimate ICU admission;
b. it is certain or nearly certain that the treatment will not achieve the goals that

the patient has specified or is against the will of the patient (e. g., advanced
directives);

c. further treatment and rehabilitation after ICU discharge will require a social
network that is not present or cannot be organized;

d. severe or multiple underlying comorbidities are highly likely to compromise
recovery (see bullets 2a and 3).

2. The condition of the patient is irreversible or has become irreversible (according
to current knowledge) during the ICU stay (i. e., cannot be solved by advanced
ICU support even after a prolonged attempt):
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a. No effective treatment is available or the prolonged treatment has no real
pathophysiologic rationale (anymore). Patients can be admitted for an inter-
vention, but the use of resources is restricted (e. g., patients with advanced
chronic obstructive pulmonary disease [COPD] can be admitted to receive
non-invasive ventilation, however, neither resuscitation nor mechanical ven-
tilation will be offered in case of further deterioration); we can even imagine
giving in-ICU non-ICU care just to help prevent the patient becoming criti-
cally ill.

b. Effective treatment is available, however, the patient is not responding to
therapy, even when treatment is at its maximal level and it is not plausible
anymore to assume that cure will occur (e. g., in a patient with acute respira-
tory distress syndrome [ARDS] with refractory hypoxemia despite a trial of
corticosteroids).

c. Effective treatment has already been given to the patient with no or only
minimal response (marginally effective interventions).

3. The condition for which reason the patient was admitted is resolved; however
prolonged life-sustaining treatment can only be delivered in an ICU (e. g., in
cases of failure to wean from mechanical ventilation in an otherwise stable situ-
ation with no indication or possibility of ventilation outside the ICU).

4. It is certain or nearly certain that the treatment will not achieve the goals that
the patient has specified or is against the patient’s will (e. g., in patients with
advanced directives).

Why Not Use the Concept ‘Medical Futility’ or the Term
‘Futile Care’?

1. Contrary to the term ‘futile care’, ‘disproportionate use of ICU resources’ en-
tails a potential bidirectional discrepancy between the administered care and
the prognosis: this may be ‘not enough’ or ‘too much’/‘more than enough’. Al-
though ‘disproportionate’ as ‘not enough’ is rare on the ICU [10], it is necessary
to consider this aspect as well, as both situations may arise for different health
care providers caring for the same patient (e. g., nurses may judge the situation
as ‘more than enough’, whereas the physicians still sees opportunities for the
patient) [23].

2. Disproportionate use of ICU resources is determined by the patient’s wishes,
a surrogate’s report of the patient’s preferences and values, severity of illness,
comorbidity, response to (previous) treatment, life expectancy, quality of life,
costs of use of ICU resources and cost of long-term follow-up for society, in
which the burdens outweigh the benefits.
Futile interventions are determined by only one factor, which is the patient’s
(estimated by the doctor) expected prognosis or course of the condition [24].

3. ‘Futile care’ presupposes a high degree of certainty regarding the final fatal
prognosis, as the term implies that the patient will die, despite this care. How-
ever, this term does not take real life situations into account, such as the difficulty
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to predict an individual patient’s survival. This is a common situation in the ICU,
where the use of life-sustaining technology (e. g., mechanical ventilation, va-
soactive medication, ECMO, continuous veno-venous hemofiltration [CVVH])
virtually excludes a patient’s spontaneous death [11, 12]. On the other hand,
withdrawal of life-sustaining measures in a patient who is dependent on these
measures can lead to the self-fulfilling prophecy that the treatment was futile,
judged from the fact that the patient died after withdrawal [25–29].

4. ‘Futile care’ does not take into account that physicians and nurses have an evolv-
ing opinion concerning a patient’s prognosis and burden during the course of
treatment. Frequently, nurses consider care as futile much earlier than does the
physician [30] depending on the patient’s evolution, among other things. They
are also sometimes more pessimistic [23]. In this respect, the proposed terminol-
ogy recognizes another phase than futile care: these are situations during which
the physician or nurse starts to doubt whether the level of care they are adminis-
tering is still proportionate. An open and honest communication within the team
is necessary to acknowledge the situation of disproportionate care as perceived
by one of the healthcare providers. This is the first step to reach a consensus
between all parties involved.

5. Every physician’s or nurse’s view of a specific situation is influenced by his/her
reflection of his/her emotional past, cultural background, sex, clinical context,
family requests and moral consciousness, formed by education, socialization
and conscious moral consent [31, 32]. In practice, the term ‘futile’ care applies
only as an absolute term when different expert health care providers agree that
care is provided in a pointless, hopeless situation.

6. Futility does not recognize all the palliative care and comfort measures that
should be maintained when life-sustaining measures are withheld or withdrawn
(e. g., care after death of the patient, family conferences, as well as informal
compassionate care).

7. Futility can be a source of family guilt during bereavement [34].

When the use of ICU resources is deemed inappropriate, two possible scenarios are
possible:

1. It should be withheld or withdrawn. The most important reason to do this is
because it prolongs unnecessary suffering by the patient and his/her relatives and
loss of dignity. Furthermore, prolonging scarce and costly medical care without
prospect is unjust. Third, prolongation of inappropriate use of ICU resources
can lead to compassion fatigue, burnout and high staff turnover in health care
providers. Fourth, prolongation of inappropriate use of ICU resources can be
seen as a violation of ethical principles, such as nonmaleficence, beneficence
and justice.

2. Inappropriate use of ICU resources can be prolonged in some cases, but only
for a short period of time, in accordance with the patient and her/his relatives.
This period should be used as time to help the patient and relatives accept that
prolongation of the use of ICU-measures is out of proportion and thus inappro-
priate.
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Conclusion

We propose the use of ‘disproportionate use of ICU resources’ instead of ‘futile
use of ICU resources’. This is beyond semantics. Contrary to the term ‘futile care’,
‘disproportionate use of ICU resources’ entails a potential bidirectional discrepancy
between the administered care and the prognosis: this may be ‘not enough’ or ‘too
much’/‘more than enough’. Disproportionate use of ICU resources is determined by
a patient’s wishes, a surrogate report of patient’s preferences and values, severity of
illness, comorbidity, response to (previous) treatment, life expectancy, quality of
life, costs of use of ICU resources and cost of long-term follow-up for society, in
which the burdens outweigh the benefits. Futile interventions are determined by
only one factor, which is the patient’s (estimated by the doctor) expected prognosis
or course of the condition.
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Reflections onWork-Related Stress Among
Intensive Care Professionals: An Historical
Impression

M. M. C. van Mol, E. J. O. Kompanje, and J. Bakker

Introduction

Medical doctors have experienced significant changes in the delivery of healthcare
over time. Long and tense working hours, increased administrative burden, im-
paired work-life balance, and frequent burden of liability and lawsuits have changed
daily practice [1]. In addition, increased expectations from patients and families and
a complex process of shared decision-making, lead to severe stress in health care
providers [2]. This work-related stress can have a negative impact on an individ-
ual’s joy in work, increase the chances of medical errors, and jeopardize quality of
care [3, 4]. It might even result in long-term absenteeism or a threatening brain and
skill drain if the professionals leave their jobs prematurely to preserve their own
health, ultimately leading to economic burdens [5]. Reports have indicated that this
increased work-related stress may cause suicide among doctors [6].

Physicians appear to be more likely to die by suicide than other health care pro-
fessionals and twice as likely compared to the general population, although, it is still
quite a rare occurrence. Each year, approximately 400 physicians in the USA die
by suicide, which is more than by motor vehicle, drowning, homicide, and plane
crashes together [7]. Historically, various health care professionals have been ac-
knowledged as particularly vulnerable to work-related stress, with a number of
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Table 1 Types of stress responses experienced by healthcare professionals

Anxiety Moral distress
Burnout Post-traumatic stress
Compassion fatigue Secondary traumatic stress
Countertransference Secondary victimization
Depression Substance abuse
Empathic distress/strain/fatigue/overload Suicide
Emotional distress Vicarious trauma/stress
Exhaustion Wounded healer

prevalent stress responses such as burnout, compassion fatigue, and traumatic stress
(see Table 1 for an overview).

A 2014 study on the prevalence of burnout among physicians in the USA found
that more than 54% reported at least one symptom of burnout, measured using the
Maslach Burnout Inventory (MBI) [8]. Among all domains, the field of critical care
scored highest in the prevalence of burnout (55%) [9]. However, during the same
period, a nationwide study on burnout among Dutch intensivists found a very low
burnout rate with a prevalence of only 4.4% [10]. In a recent systematic literature
review on emotional distress among intensive care professionals, we suggested that
the true magnitude of work-related stress remains unclear due to a lack of unity in
concepts, related measuring instruments, and cut-off points [11]. In this chapter, we
provide a historical impression and trends in work-related stress responses among
intensive care professionals.

The Origin of Stress

Stress describes a person’s response to a threat or some other change in the envi-
ronment, which goes beyond one’s resources for coping with the obstacle (events,
people, and situations). Similarly, in a psychological definition, stress is, “the con-
dition in which person – environment transactions lead to a perceived discrepancy
between the physical or psychological demands of a situation and the resources of
the individual’s biological, psychological, or social systems” [12].

Stress increases immediately if a defiant change or threat occurs. A certain
amount of stress is necessary and important to perform activities and work tasks
[13], also called eustress. The pathogenic role of stress was identified by phys-
iologist Walter B. Cannon (1871–1945) in the ‘fight-or-flight’ response, as this
mobilizes an individual to combat the threat or to flee in face of the stressful event
[14]. This process could have negative consequences if the burden exceeds the
individual’s capacity or when it becomes a chronic stress. A little later, this theory
was expanded to the General Adaption Syndrome by Hans Selye (1907–1982),
a medical doctor at Johns Hopkins University. He showed that environmental stres-
sors activate the HPA axis (hypothalamus, pituitary gland, and adrenal cortex)
and consequently increase cortisol levels associated with an immediate increase
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in blood pressure and heart rate. In a chronic phase, these cortisol levels can lead
to cell damage and depletion of the body’s energy reserves [15]. Finally, the psy-
chologist Richard Lazarus (1922–2002) found that cognitive appraisal processes
can influence both the stress and the emotional experience [16]. The appraisal of
a situation causes an emotional, or affective, response that is going to be based on
that appraisal. An important aspect of this appraisal theory is that it accounts for
individual variances in emotional reactions to the same event. Therefore, work-
related stress might have different effects in individual healthcare professionals
even in situations of equal stress.

Both physical warning signs (headaches, sleeping disturbances, low back pain
and stomach problems) and mental responses (irritability or hostility, loss of con-
centration, low self-confidence and emotional instability) can indicate individual
stress reactions [12]. However, these are non-specific symptoms that do not depict
the origin of stress and subsequently constrain effective coping mechanisms and the
development of preventive strategies.

Exhaustion and Burnout

The Roman physician Galen (129–c216) wrote one of the earliest discussions on ex-
haustion, which he believed was an imbalance of the four humors – blood, yellow
bile, black bile and phlegm. An increase in black bile “slowed the body’s circulation
and clogged up the brain’s pathways, bringing about lethargy, torpor, weariness,
sluggishness and melancholy” [17]. Although this idea found no scientific basis,
even today many people with exhaustion, and subsequent foggy thinking, experi-
ence their brains filled with a tar-like liquid causing an extreme mental tiredness.
Many people throughout history have felt overtired, suggesting that fatigue and ex-
haustion could be part of the human condition.

Burnout was first described by Herbert J. Freudenberger (1926–1999). He bor-
rowed the term from the drug scene where it originally referred to the catastrophic
influence of chronic drug abuse, and applied this concept to volunteers at the St
Mark’s Free Clinic in New York’s East Village who felt a gradual emotional deple-
tion, loss of motivation, and reduced commitment [18]. At the same time, burnout
was used by Maslach in a description of social workers who felt emotionally ex-
hausted and developed negative perceptions about their clients. Since 1970, a con-
siderable body of knowledge about the nature of burnout, its causes and conse-
quences, and its prevalence in specific domains has emerged [19].

Burnout is currently seen as the most prevalent career crisis of the twenty-first
century. It is now characterized by a combination of three factors: emotional ex-
haustion, depersonalization and diminished personal accomplishment [18, 19]. An
official Critical Care Societies Collaborative statement provides an extensive sum-
mary of the symptoms, the causative factors and consequences of burnout in the
intensive care unit (ICU) [20]. Some of the risk factors for burnout include indi-
vidual characteristics, such as perfectionism, a compromised work-life balance and
a neurotic personality. However, organizational aspects, such as an increased work-
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load and too many work hours, are related to high rates of burnout as well. Although
some contradictions exist, younger professionals are at higher risk of burnout com-
pared to older and more experienced professionals [11]. Some studies have reported
that female ICU professionals are at higher risk [4, 21], whereas others found no
difference between men and women [22, 23].

The Maslach Burnout Inventory (MBI) is seen as the standard tool for measur-
ing the severity of burnout [21, 24, 25]. The MBI is a highly reliable and validated
22-item self-report questionnaire that evaluates the three domains of burnout in in-
dependent subscales [26]. However, since its development, the operationalization
and measurement of burnout have differed across studies [11, 20]. Measuring only
exhaustion, as an equivalent to burnout, is not sufficient and induces erroneously
high prevalence rates. The high burnout rates as currently reported in public dis-
cussions are also confounded by the limited methodologic quality of the majority
of the studies [27]. Cross-sectional studies may suffer from reverse causation, thus
mixing cause and effect of work-related stress to burnout and emotional exhaustion.
In addition, the low response rates, seen in some studies to be as low as 19% [8],
could result in selection bias. Therefore, this cost of caring is overestimated. The
concept of burnout might be misused to indicate an overall exhaustion with life; fa-
tigue and tiredness may be a part of the human condition. It is highly recommended
that burnout is investigated using longitudinal international studies in a valid and
comparative manner, with clear cut-off points in all three domains, to indicate the
significance of the problem among intensive care professionals.

Post-traumatic Stress During War

Crocq and Crocq provide an all-encompassing historical overview on the diseases
that are currently labeled as post-traumatic stress disorder (PTSD) [28]. The au-
thors stated that the first reported phenomenon of psychological consequences after
witnessing terrifying situations emerged during early battles: “The first case of
chronic mental symptoms caused by sudden fright in the battlefield is reported
in the account of the battle of Marathon by Herodotus, written in 440 BC”. Hip-
pocrates (c460–377 BC) also mentioned frightening battle dreams, and centuries
later, Shakespeare wrote a line of poetry in his ‘Romeo and Juliet’ on the awak-
ening of soldiers by re-experiencing past battles in their dreams. In 1678, a Swiss
physician used “nostalgia”, which was followed by the “traumatic neurosis” of the
German physician, Oppenheim, in 1884, to label similar psychological signs. In
1871, the physician Jacob Mendes Da Costa (1833–1900) described psychological
war symptoms as the so-called “irritable heart”. He studied over 300 servicemen
during the American Civil War (1861–1865) with complaints of chest pain, fatigue,
dyspnea, palpitations, headaches and dizziness. He assumed a somatic cause from
excessive marching [29]. However, later on, the irritable heart was also observed in
civilians, especially young women who performed strenuous work and who were
highly emotional. The term ‘neurasthenia’ or ‘nervous exhaustion’ was introduced
in 1880 by the neurologist George Beard (1839–1883) [30] who assumed for the
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first time that there was a certain predisposition in soldiers, which could be recog-
nized before they were sent to battle.

After the First World War (1914–1918), the cardiologist Thomas Lewis (1881–
1945) described ‘the soldier’s heart’ and the ‘effort syndrome’ [31]. Complaints
were again shortness of breath, dizziness, headache, sighing, palpitations, chest
pain, fatigue, confusion, forgetfulness and lack of concentration. The condition was
explained as being somatically caused, such as from lack of sleep in the trenches and
the effects of poisonous gas. Another term used during this war was, ‘shell shock’
(also named ‘trench neurosis’, ‘gas neurosis’ and ‘buried-alive neurosis’), which
differed from the above mentioned syndromes by also giving rise to symptoms
such as irritation, speech disorders, forgetfulness and other cognitive complains.
Soldiers with a history of a ‘weak’ personality, family psychiatric disorders and
a fragile physical constitution were predisposed to develop this condition. In the
Second World War (1939–1945), once again soldiers suffered from the previously
described symptoms. The terms ‘combat neurosis’, ‘battle fatigue’, ‘operational fa-
tigue’ and ‘combat exhaustion’ were introduced to name this complex of symptoms.
Obviously, these conditions were more a psychological or a psychiatric condition
than related to somatic stresses. The symptoms were supposed to disappear after the
war, but the phrase “You can take the man out the war, but you can never take the
war out of the man” proved to be more truthful than expected. Even the term ‘the old
sergeant syndrome’ was introduced when it became evident that veterans might suf-
fer chronically from their war experiences. During the Vietnam War (1955–1975),
the incidence was much lower than in the previous wars, but still soldiers suffered
from ‘combat stress’ and ‘battle stress reactions’.

Post-traumatic Stress in Healthcare

In 1952, the first edition of the Diagnostic and Statistical Manual of Mental Dis-
orders (DSM-1) was developed by the American Psychiatric Association (APA).
This manual included ‘gross stress reaction’ to mention a stress syndrome that is
a response to an exceptional physical or mental stress, such as a natural catastro-
phe or battle. In DSM-II (1968), this category disappeared, perhaps because of the
peaceful era in which the manual was revised, only to be re-entered in DSM-III
(1980), after the Vietnam War, as ‘post-traumatic stress disorder’. The PTSD diag-
nostic criteria were again revised in DSM-5, and are presented in Table 2, including
the persistent effortful avoidance of distressing trauma-related stimuli among others
(category 309.81 F43.10) [32]. A structured interview, such as the Clinician-Admin-
istered PTSD Scale for DSM-5 or the PTSD Symptom Scale-Interview, establishes
the PTSD diagnosis. Disadvantages of these interviews are the prolonged admin-
istration time and the special training to guarantee the validity of the diagnosis.
Although a number of self-report measurement instruments, such as the Davidson
Trauma Scale or the Impact of Event Scale-Revised, assess the symptoms of PTSD,
these measures do not accomplish a diagnosis of PTSD because of too many biased
responses [33]. The estimated lifetime prevalence of PTSD in the National Comor-
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bidity Survey Replication among adult Americans was 6.8% with a twelve-month
prevalence of 3.5% [34].

Some researchers have suggested that intensive care professionals experience
a traumatic work environment; these studies have found that 21–29% of respon-
dents tested positive for symptoms of PTSD [35, 36]. Most of the traumatic events

Table 2 Criteria of post-traumatic stress disorder, adopted from DSM-5 manual

Criterion A: stressor
The person was exposed to: death, threatened death, actual or threatened serious injury, or
actual or threatened sexual violence, as follows: (one required)
1 Direct exposure
2 Witnessing, in person
3 Indirectly, by learning that a close relative or close friend was exposed to trauma. If the

event involved actual or threatened death, it must have been violent or accidental
4 Repeated or extreme indirect exposure to aversive details of the event(s), usually in the

course of professional duties (e. g., first responders, collecting body parts; professionals
repeatedly exposed to details of child abuse). This does not include indirect non-profes-
sional exposure through electronic media, television, movies or pictures

Criterion B: intrusion symptoms
The traumatic event is persistently re-experienced in the following way(s): (one required)
1 Recurrent, involuntary, and intrusive memories. Note: Children older than six may express

this symptom in repetitive play
2 Traumatic nightmares. Note: Children may have frightening dreams without content re-

lated to the trauma(s)
3 Dissociative reactions (e. g., flashbacks) which may occur on a continuum from brief

episodes to complete loss of consciousness. Note: Children may reenact the event in play
4 Intense or prolonged distress after exposure to traumatic reminders
5 Marked physiologic reactivity after exposure to trauma-related stimuli
Criterion C: avoidance
Persistent effortful avoidance of distressing trauma-related stimuli after the event:(one re-
quired)
1 Trauma-related thoughts or feelings
2 Trauma-related external reminders (e. g., people, places, conversations, activities, objects

or situations)
Criterion D: negative alterations in cognition and mood
Negative alterations in cognition and mood that began or worsened after the traumatic event:
(two required)
1 Inability to recall key features of the traumatic event (usually dissociative amnesia; not

due to head injury, alcohol, or drugs)
2 Persistent (and often distorted) negative beliefs and expectations about oneself or the

world (e. g., “I am bad,” “The world is completely dangerous”)
3 Persistent distorted blame of self or others for causing the traumatic event or for resulting

consequences
4 Persistent negative trauma-related emotions (e. g., fear, horror, anger, guilt or shame)
5 Markedly diminished interest in (pre-traumatic) significant activities
6 Feeling alienated from others (e. g., detachment or estrangement)
7 Constricted affect: persistent inability to experience positive emotions
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Table 2 (Continued)

Criterion E: alterations in arousal and reactivity
Trauma-related alterations in arousal and reactivity that began or worsened after the traumatic
event: (two required)
1 Irritable or aggressive behavior
2 Self-destructive or reckless behavior
3 Hypervigilance
4 Exaggerated startle response
5 Problems in concentration
6 Sleep disturbance
Criterion F: duration
Persistence of symptoms (in Criteria B, C, D, and E) for more than one month
Criterion G: functional significance
Significant symptom-related distress or functional impairment (e. g., social, occupational)
Criterion H: exclusion
Disturbance is not due to medication, substance use, or other illness
Specify if: with dissociative symptoms
In addition to meeting criteria for diagnosis, an individual experiences high levels of either of
the following in reaction to trauma-related stimuli:
1 Depersonalization: experience of being an outside observer of or detached from oneself

(e. g., feeling as if “this is not happening to me” or one were in a dream)
2 Derealization: experience of unreality, distance, or distortion (e. g., “things are not real”)
Specify if: with delayed expression.
Full diagnosis is not met until at least six months after the trauma(s), although onset of symp-
toms may occur immediately

presented in these studies on PTSD, such as verbal abuse, massive bleeding in the
patient, or stress related to feeling overextended due to an inadequate professional
to patient ratio, do not meet the DSM-5 criteria for PTSD. Although these situa-
tions may be stressful and may result in negative personal effects, this should not
lead to the medicalization of normal human emotional responses or turn to over-
diagnosis with potential overtreatment [37]. Witnessing a person’s death, which is
stated as a potential risk for PTSD, and providing palliative care might raise feel-
ings of grief and pain in intensive care professionals, in particular if the patient is
of a younger age or in a comparable situation to the professional’s own surround-
ings. These feelings should be considered as normal human reactions and part of
the normal process of dealing with one’s emotions. The majority of individuals re-
cover spontaneously after a traumatic situation [38]. Many people are exposed to
loss or potentially traumatic events throughout their life span. However, most of
them successfully endure the temporary emotional disturbance, with no apparent
interference in functioning at work or in close relationships [39]. This process typ-
ically occurs because many individuals show resilience, which is the capacity to
stay mentally healthy and to positively adapt after experiencing profound events.
Intensive care professionals may have adapted their individual coping strategies to
the demanding work environment to find emotional balance.
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Thus, apart from some exceptional cases, such as being involved in a medical
error, a natural disaster, or a war situation, it is very unlikely that intensive care
professionals are traumatized by their emotionally demanding work. PTSD, and its
related symptoms stemming from war veterans, is completely different from work-
related stress in ICU professionals.

The Foundation of Compassion Fatigue

In the early 1980s, the term ‘compassion fatigue’ was used in American policy doc-
uments in reference to immigration and in the early 1990s to describe the lack of
interest in homeless people by the general public. In 1992, Carol Joinson, a nurse
educator in Texas, described compassion fatigue as the loss of compassion due to
repeated exposure to suffering during work [40]. Slightly later, the psychologist
Charles Figley defined this phenomenon as secondary traumatic stress resulting
from a deep involvement with a primarily traumatized person because of the “more
friendly framing” [41]. Figley proposed in 1995 that compassion fatigue is an exces-
sive empathic reaction after witnessing another’s suffering, resulting in symptoms
such as anxiety, irritability, intrusive thoughts, hypervigilance or startle reactions,
and avoidance of patient care. Although conceptually different, since then compas-
sion fatigue and secondary traumatic stress have been used interchangeably, with
suggested similarities between vicarious traumatization and burnout [11]. While
compassion fatigue has been studied predominantly in the nursing field [42, 43],
high risks were also found in physicians, ranging from 9 to 20% [44, 45].

Some scientists posed critical notes on the empirical understanding of compas-
sion as a fundamental element of compassion fatigue, which is not equivalent to
empathy, as used by Figley [46, 47]. His model identifies empathic ability as the
capacity of health care providers to notice pain in others, and as a response, to
project themselves into this emotional energy, thus feeling the pain, grief, desper-
ation, or anger. However, a fundamental and profound theory on the concept of
compassion is lacking. Thus, being empathic all of the time is perhaps too much
of a good thing, with distancing or dehumanization as the result. Additionally, The
Professional Quality of Life Scale, the newest modified measuring instrument on
compassion fatigue, evaluates items responding to secondary stress [48]. This seems
to be insufficient to meet the concept of compassion in the first place. In the last two
decades, compassion fatigue has become a fashionable hype that should be criti-
cally reexamined or erased in favor of a new debate on work-related stress among
intensive care professionals.

The Positive Approach of Work Engagement

In 1990, Robert Louis Kahn, an American psychologist, first described “personal
engagement”. He stressed the psychological conditions of personal engagement
and disengagement at work. In optimal engagement, the individual’s values co-
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Fig. 1 Work engagement as
a counterbalance to work-
related stress
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incide with the role of performance in all aspects (physical, cognitive, and emo-
tional) while working [49]. In a further development, work engagement has been
defined as a positive, fulfilling, work-related state of mind, which is characterized
by vigor, dedication, and absorption [26]. Wilmar Schaufeli et al. stated that, “Vigor
is characterized by high levels of energy and mental resilience while working, the
willingness to invest effort in one’s work, and persistence even in the face of dif-
ficulties; dedication by being strongly involved in one’s work, and experiencing
a sense of significance, enthusiasm, inspiration, pride, and challenge; and absorp-
tion by being fully concentrated and happily engrossed in one’s work, whereby time
passes quickly and one has difficulties with detaching oneself from work” [26]. En-
gaged employees believe in themselves, generate their own positive feedback, set
higher goals, have values that match with the organization, and show a sustained
healthy state. As illustrated in Fig. 1, work engagement with its positive labeled el-
ements is the counterbalance to work-related stress. In general, work engagement is
influenced by job autonomy, social support, performance feedback, and personal re-
sources such as self-efficacy, flexibility and adaptability. Work engagement is firmly
grounded in the Job-Demands-Resources Model [26].

From Historical Facts to Future Direction

Health care organizations should think of improvements and provide support in
daily practice, in addition to individual activities to promote well-being, such as
self-care in nutrition, sleep, exercise, and spending time with family or friends [4,
8]. The urge of a call for action has been heard and endorsed by all healthcare
providers now. Evidence-based interventions are needed to address the most effec-
tive contributing factors; however, persuasive randomized controlled trials in this
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domain have not yet been performed [20]. Probably, there is not one simple solu-
tion that will fit all. Stimulating a healthy work environment is a multidimensional
challenge, a traffic map with multiple roads leading to the same point of interest.
Some promising suggestions are to regulate the environment and workload, have
adequate administrative support systems, and find meaning in work [4].

Education and early recognition of the stress-related consequences among inten-
sive care professionals could provide some answers as well. Furthermore, personal
development of resilience may provide the basic adaptability to flourish in the hectic
and ever demanding ICU environment. ICU professionals have learned to respond
to these emotionally difficult situations. Indeed, we must take care of ourselves
[50]; however, we should not forget that working in the ICU can be exciting and
pleasurable too.
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