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Foreword

Arguably the central problem in Operations Research and Management Sci-
ence (OR/MS) addressed by e-business is better coordination of supply and
demand, including price discovery and reduction of transaction costs of
buyer-seller interactions. In capital-intensive industries like air cargo, the
out-of-pocket costs of excess capacity and the opportunity costs of underuti-
lized capacity have been important factors driving the growth of exchanges
for improving demand and supply coordination through e-business plat-
forms.

Hellermann addresses in his dissertation one of the most interesting as-
pects of this evolution for OR/MS, the parallel development of long-term
and short-term markets for capacity and output, accompanied by a range of
option and fixed-commitment (i.e., forward) contracts as the basic mecha-
nisms supporting transactions. This has been a fascinating topic for OR/MS
research because it builds on the powerful framework of real options, while
connecting directly to key operations decisions (capacity planning, network
design, staffing, routing, maintenance, and so forth) of the equipment and
technologies whose output is the focus of contracts. From the perspective of
practice, the integrated use of these Internet-based contracting mechanisms,
as facilitated by new B2B exchanges, represents an opportunity for further
improving supply chain performance and capital asset productivity.

As Hellermann notes, a central feature of B2B for capital-intensive in-
dustries is that contracting needs to take place well in advance of actual
delivery. Failure to do so for a non-scalable technology is a recipe for last-
minute confusion and huge excess costs, e.g., offloading in the case of air
cargo. This has given rise to a general recognition that most of the firm’s
output in such services industries should be contracted for well in advance.
However, there is still a very important role for short-term fine-tuning of ca-
pacity and output to contract for, say, the last 10% of a firm’s output or a cus-
tomer’s requirements. Doing so requires a conceptual framework, congenial
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to e-business, that allows contracting to take place at various points of time,
constrained by various commitment and delivery options and flexibilities,
and mediated by electronic markets where these are feasible. What Heller-
mann does here is to characterize the form of options-based instruments
required to support this evolution. His results characterize the optimal form
of options on capacity and related forward contracts.

In particular, in Chap. 2, Hellermann describes the practice of capac-
ity reservation and dynamic pricing at Lufthansa Cargo AG. In this thesis,
the interaction between freight forwarders and carriers is the main focus
of the analysis. Shortcomings of existing contracts for the advance sale of
capacity in this special services industry are being discussed. In the liter-
ature review, see Chap. 3, an extensive overview of flexible contracts for
capacity contracting is presented. In Chap. 4, an innovative option pricing
model for capacity reservation is proposed. The model accounts for risk in
both demand and market price. Chapter 5 contains a comparative statics
analysis of the model where fixed-commitment and option-type contracts
are being benchmarked. In addition, the Pareto- or win-win efficiency of
such option contracts is illustrated (for a wide range of parameter settings).
Chapter 6 captures the case of overbooking which is prevalent in the indus-
try. Chapter 7 utilizes sample data obtained from Lufthansa Cargo AG to
test the applicability and impact of option-type contracts. The thesis closes
with managerial implications, see Chap. 8.

This dissertation represents a solid piece of mature scholarship. The
analysis is concise and splendidly readable. The insights for both theory
and practice are trenchant. The findings are well connected to the literature
of operations and finance, as well as to the broader arena of economics and
market efficiency. This research provides a solid platform for further devel-
opments and for launching a research career in business studies. In short,
this dissertation achieves outstanding marks on everything we consider im-
portant for a doctoral dissertation.

We acknowledge financial support through the Adventures (Analysis of
Dynamic Ventures Using Real-options in Services) grant under the project
number 01HG9992/5, provided by the German Ministry of Education and
Research in Bonn, Germany.

Arnd Huchzermeier Stefan Spinler
Vallendar, April 2006 Leipzig, April 2006
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1

Introduction

In today’s world economy that is marked by increasing trade and volatility,
air cargo acts as a facilitator exhibiting steady increases with an annual
growth rate of more than 7% since the 1970s (Boeing 2004, p. 11). At the
same time, the trend among manufacturing companies to concentrate on
core competencies and outsource non-core activities continues unbroken.
Especially the responsibility for transportation services is more and more
passed on to specialized forwarding and logistics companies, commonly
referred to as third-party (“3PL”) logistics providers (cf. Murphy and Poist
2000).

On the market for airfreight transportation, there are mainly two types
of players facing each other. On the sell side, air cargo carriers offer capital-
intensive capacity that must be filled in order to generate their required
return on capital. The buy side is dominated by freight forwarding and
logistics service companies who try to secure capacity access while pressing
for favorable terms.

Sellers strive to assure capacity utilization and mitigate cash flow risk
by engaging in advance sale of capacity via long-term contracts. Buyers act-
ing as resellers (intermediaries) are reluctant to commit because they are
facing uncertain demand. They expect compensation for the loss of flexibil-
ity associated with long-term contracts in form of price breaks. The need
for flexibility is even higher since overcapacity in the industry increases the
chance that cheap capacity becomes available in the spot market. Air cargo
carriers face the problem of designing and especially pricing contracts for
advance sale of capacity that incorporate the desired flexibility.

The predominant type of long-term capacity agreement between air
cargo carriers and forwarding companies today is a fixed-commitment (for-
ward) contract (Pompeo and Sapountzis 2002), reserving a certain amount of
capacity at an agreed-upon rate – payable after capacity usage – on a certain
flight for the shipments delivered by the forwarding companies’ customers.
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Though only some of these contracts actually exhibit a cancellation clause,
carriers rarely can enforce the terms of contract vis-à-vis their most impor-
tant customers, leaving in effect the carrier with the entire utilization risk
while giving the forwarder a free call option on capacity.

A contract type currently considered by airline managers is the capacity-
option contract, which has, in a different context, been proposed in the re-
cent supply chain management literature (Barnes-Schuster et al. 2002; Spin-
ler 2003, cf.). A forwarding company that signs such an options contract
would acquire the right but not the obligation to use the agreed-upon ca-
pacity, with a per-unit reservation fee payable ex-ante on signing the con-
tract and a per-unit execution fee payable if capacity is eventually used. By
setting reservation and execution fee appropriately, the carrier could ade-
quately price the flexibility offered to the forwarder and potentially ease
contract enforcement.

The subject of this thesis is the evaluation of option contracts’ suitability
to provide for the desired flexibility, the pricing of capacity through op-
tion contracts, and the valuation of the financial impact of capacity-option
contracts as compared to fixed-commitment contracts. The analysis is con-
ducted by means of an analytical, multi-variate optimization model under
price and demand uncertainty. Through an application and feasibility study
conducted on the basis of empirical data from a leading air cargo carrier, the
applicability and potential impact of capacity-option contracts is demon-
strated. Furthermore, it is shown how capacity-option contracts integrate
into the context of air cargo revenue management.

The contributions of the thesis to the supply chain management litera-
ture are threefold and include

• the development of the capacity-option pricing model,
• the application case study that applies the model to a data set from a

leading air cargo carrier, and
• demonstrating under which conditions capacity-option contracts are to

be preferred over fixed-commitment contracts.

The key results established in the following chapters include that

• the seller is better off selling capacity options instead of fixed-commit-
ment contracts except for certain market conditions;

• if the seller chooses to sell capacity options, this leads, under most cir-
cumstances, to a Pareto improvement, i.e., the buyer benefits, too (or is
at least not made worse off);

• however, under rare circumstances, the seller’s choice of a capacity-
option contract makes the buyer worse off than a fixed-commitment con-
tract, i.e., a Pareto improvement is not achieved;

• the improvement potential suggested by the model is confirmed by en-
couraging results from the application case study.
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The structure of the subsequent chapters is as follows: Chapter 2 in-
troduces into the research problem by giving an overview of the air cargo
industry, its characteristics and current challenges. Through a case study
on a world-class air cargo carrier, Lufthansa Cargo AG, the current state
of capacity reservation and dynamic pricing in the industry is illustrated.
Chapter 3 reviews the relevant literature, including the fields of advance
sale of capacity, supply contracts, and revenue management.

Chapter 4 contains the formulation of the analytical model and the
derivation of the optimal policies of capacity buyer and seller. The results of
the model are presented in Chap. 5, including an illustration of the optimal
policies and a comparative static analysis of the exogenous model parame-
ters. Chapter 6 provides extensions and analyses of the model beyond the
previously made assumptions, especially including an overbooking model.
The insights from the application and feasibility study are presented in
Chap. 7. Finally, Chap. 8 proposes managerial implications and concludes
the work.



2

Capacity Agreements in the Air Cargo Industry

This chapter introduces the subject of capacity agreements in the air cargo
industry. At first, an overview of the air cargo industry with its character-
istics and current challenges is given. Then, the current state of capacity
reservation and dynamic pricing is illustrated considering as example a ma-
jor air cargo carrier, namely Lufthansa Cargo AG. The chapter concludes
with the formulation of the research questions to be answered in subse-
quent chapters.

2.1 The Air Cargo Industry

The players in the market for air cargo transportation can be divided into
three groups: asset providers, shippers, and intermediaries. In the following,
the suppliers that offer airport-to-airport transport and operate physical as-
sets (aircraft) that provide air cargo capacity are subsumed under the term
asset provider. These are in the first place cargo-only carriers that operate
freighter aircraft, passenger airlines that offer lower-deck freight capacity,
and carriers offering both. Examples for the latter case include the freight
subsidiaries of major airlines, e.g., Lufthansa Cargo AG, Air France Cargo,
and Singapore Airlines Cargo.

The term shippers designates the airfreight senders. Only for a small part
(approx. 5–10%, according to Althen et al. 2001, p. 424) of total airfreight
volume, shippers send freight directly with asset providers (see Fig. 2.1).
For the major part (approx. 90–95%) of volume, shippers leave it to interme-
diaries to organize and perform transportation (cf. Schneider 1993; Doganis
2002, p. 315). These intermediaries can be freight forwarding companies that
operate trucks to cover the door-to-airport and airport-to-door sections of
the airfreight transport. Freight forwarding companies that have extended
their activities beyond simple (road) transportation to providing integrated
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Fig. 2.1. The air cargo supply chain

logistics services that include, e.g., handling, storage, commissioning, and
organization of transport chains are often referred to as third-party logistics
(3PL) companies (cf. Skjoett-Larsen 2000; Herrmann et al. 1998b, p. 150).1

In the course of focusing activities on core competencies, many com-
panies have outsourced their logistics requirements to freight forwarding
companies and logistics service providers (cf. Murphy and Poist 2000). Typ-
ically, large shippers close agreements with such intermediaries about the
terms and rates of service with regard to freight volume, weight, origin, and
destination. For those sections of transport chains where the intermediary
itself does not operate means of transport, e.g., sea and air, the intermedi-
ary purchases capacity from asset providers, e.g., shipping companies and
airfreight carriers (cf. Lieb et al. 1993).

The so called “integrators”, e.g., Federal Express and United Parcel Ser-
vice, represent an exception to this business model. They provide door-to-
door transport as an integrated service concept and own and operate all
transport assets themselves. So far, these companies have focused on goods
and packages up to 50 kilogram. Nevertheless they pose a challenge to non-
integrated carriers who also try to attract business in this high-margin seg-
ment, but usually lack the selling proposition of a seamless door-to-door
transport (cf. Doganis 2002, p. 312 ff.). Because of the absence of the neces-
sity for capacity agreements that structure the relationship between asset
provider and intermediary, this market segment is not further considered in
the following.

Airfreight carriers have traditionally been anxious to maintain good
business relationships to forwarders and logistics-service providers because
these represent large aggregated volumes and control the direct contact with
end customers for whom they usually decide on the actual carrier (cf. Weis-
skopf 1984, p. 172 ff.).

1 A 4PL provider takes this concept one step further by not owning any transport
asset or operating any part of the transportation network itself, but focusing on
the organization and coordination of an entire supply chain (cf. Barde and Mueller
1999). For the following analysis, this distinction is of no further relevance; 3PLs
and 4PLs are collectively referred to as logistics-service providers.
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It is standard industry practice that airfreight carriers and intermediaries
close capacity agreements by which intermediaries reserve or purchase air-
freight capacity upfront and en bloc (cf. Herrmann et al. 1998a; Pompeo and
Sapountzis 2002). An intermediary benefits from signing a capacity agree-
ment because it secures capacity access if capacity is scarce and locks in
prices. The incentive for the airfreight carrier to write capacity agreements
is the reduction of capacity utilization risk since the agreements partially
shift this risk to the contractual partner. (The motives for engaging in ad-
vance sale of capacity are discussed in greater detail in Sec. 3.1.1.) Capacity
agreements, however, cannot be regarded in isolation but have to be seen
within the context of an airlines product offering and its revenue manage-
ment system.

2.1.1 Challenges in Air Cargo Transportation

Though closely related and often even sharing resources and equipment, the
air cargo business differs from the passenger business. Especially with re-
gard to network planning and capacity allocation, cargo carriers have more
degrees of freedom and hence face additional complexity as compared to
passenger airlines (cf. Kasilingam 1996, pp. 37 f.):

• Unlike passengers, cargo shippers do not book round trips. Thus cargo
flows are unpaired and, even on a global level, are not necessarily bal-
anced.

• Cargo is characterized by multiple dimensions (volume and weight);
while each passenger can be assigned exactly one seat, cargo is char-
acterized by weight, volume, and the number of container positions re-
quired aboard the aircraft. The load can be balanced and optimized by
mixing shipments with different specific weights, i.e., volume-to-weight
relations. Ideally, space can be sold twice, e.g., to one customer with
voluminous, light cargo and another with heavy-weight, high-density
cargo.

• While passengers purchase tickets for specific flights and routes, cargo
airlines can transport goods flexibly with regard to time and route
through their network, the only constraint being the promised time of
availability at destination.

• On passenger aircraft, the capacity available for cargo is uncertain over
the booking horizon; it depends on the number of passengers and the
volume and weight of their baggage.

2.1.2 Market Dynamics

The range of products transported by airfreight has grown beyond doc-
uments and traditional air cargo goods (like electronics) to include fash-
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Fig. 2.2. Demand volatility in the world air cargo market: Monthly
percentage of change in volume over prior year.

ion goods, perishables, machinery components and spare parts, etc. This
growth has been fueled by manufacturers more and more adopting just-
in-time strategies and consumers more and more demanding international
products (Shields 1998, p. 184). However, these practices have also added to
volatility of demand in the world air cargo market. Fluctuations of demand
by ± 15 to 20% within one year are not unusual (see Fig. 2.2).

The major driver behind these fluctuations is the global economy that
drives world trade and thus the demand for airfreight transportation ser-
vices. Fig. 2.3 shows the close link between the development of the growth
rate of the world air cargo market and the world gross domestic product
(GDP) over the past 20 years. Though the average annual growth rate of
the world air cargo market, measured in revenue-tonne kilometers (RTK),
amounted to 7.1% since 1970 (Boeing 2004, p. 11), it fluctuates widely and
also exhibits phases of market contraction at the beginning of the 1990s and
the current decade. Both growth and variability of the air cargo market are
typically higher than the world GDP’s. Economic cycles thus hit air cargo
carriers in an amplified way (cf. Financial Times 2004b).

This poses a challenge for air cargo carriers to plan and adapt capac-
ity accordingly. However, given the lumpy nature and capital intensity of
airfreight capacity, capacity cannot easily be changed at short notice. This
increases the relevance of risk sharing by advance sale of capacity and the
general application of revenue management practices (see Sec. 2.2.3 and 3.3).

During the years of rising demand at the end of the 1990s, carriers have
built up freighter capacity which now, after the economy and consequently
the demand for air cargo has slowed down (see Fig. 2.2), results in the in-
dustry suffering from overcapacity (cf. Kay 2003) because carriers can adjust
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Fig. 2.3. Historic growth of the global air cargo market: Market
growth measured in revenue tonne-kilometers (RTK) is correlated
with growth of the world gross domestic product (GDP).

physical capacity only in relatively large increments2, determined by aircraft
size. Pompeo and Sapountzis (2002, p. 92) observe that “[c]ompanies tend to
order these [aircraft] simultaneously, when they think the world economy
is set to grow. If, as can easily happen, they make a collective mistake about
the cycle’s timing, they might take delivery of new capacity just as demand
drops.”

Furthermore, since between 40–50% of global airfreight capacity is made
up by belly capacity on passenger aircraft, airfreight capacity supply is
partly driven by an unrelated market demand, i.e., demand for air pas-
senger transport (Kadar and Larew 2004, p. 4). This and the above reasons
make it generally difficult for airlines to match demand and supply.

Boeing (2004, p. 5) projects the air cargo market growth to continue with
more than 6% annually over the years 2004–2023. The aircraft manufacturer
also forecasts the world freighter aircraft fleet to grow from 1,766 in 2003 to
more than 3,400 in 2023 (ibid., p. 96) and projects a trend to larger aircraft.
In 2001, the average load capacity of a freighter amounted to 48 tons, but
is projected to grow to up to 60 tons over the subsequent 20 years (Boeing
2002, p. 95), partly as a result of the future availability of larger aircraft like
the Airbus A380.

A further component of the dynamics in the air cargo market is the
development of yield over time. Yield refers to the average revenue per
revenue-tonne kilometer (RTK). In general, yield was declining at –3.4% an-

2 For example, adding one freighter to Lufthansa Cargo’s fleet (see Sec. 2.2 in com-
bination with the information from Table 2.1) increases total capacity by 4–5%.
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nually from 1985 to 2001, while the passenger yield, for comparison, was de-
clining at –2.1% over the same time horizon (Coyne 2003; Boeing 2002, p. 8).
However, annual change of the yield growth rate has fluctuated between –
10% and +15% (see Fig. 2.4), with the increase observable for the years 2002
through 2003 being attributable to the U.S. West Coast Port Strike and SARS,
which produced a shortage of cargo capacity in certain major markets, to
worldwide economic recovery, and to fuel and security surcharges (Boeing
2004, p. 2).

2.2 Case Study: Capacity Reservation and Dynamic Pricing
at Lufthansa Cargo AG3

Lufthansa Cargo AG (LCAG) is a wholly owned subsidiary of Deutsche
Lufthansa AG. LCAG owns and operates a fleet of 22 dedicated freighter
aircraft, namely 8 Boeing B747-200 and 14 MD-11F aircraft (Lufthansa Cargo
2004) with 100 and 85 tons load capacity, respectively. In addition, it mar-
kets any lower-deck capacity of Lufthansa’s passenger aircraft not occupied
by passengers’ baggage. LCAG purchases this space en bloc from the par-
ent company at transfer prices. With a 6.5 % share of total market volume
(Sowinski 2002), the company is among the market leaders in the world in-
ternational air cargo market (see Table 2.1). In the fiscal year 2003, revenues

3 This section is partially based on and summarizes findings from Hellermann
and Huchzermeier (2002a, b). It has benefited greatly from ongoing discussions
with managers of Lufthansa Cargo AG. If not stated otherwise, the information
presented in this section is based on interviews and discussions with LCAG
management.
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amounted to € 2.2 billion, resulting in earnings before income tax of € 16
million (Lufthansa Cargo 2004).4

2.2.1 Products

LCAG offers standardized products in all three major market segments of
the global airfreight market. These include express products for which the
company guarantees capacity availability (within certain weight restrictions)
and reimbursed freight charges within the scope of a performance guaran-
tee if it fails to deliver on time. For all products, the company promises
availability at the airport of destination within an agreed-upon time frame.
LCAG markets its products as “time-definite” (td) services named td.Pro,
td.X, td.Flash, and td.SameDay5. Customers can combine products with
standardized “packages and options” in the case of goods that require spe-
cial services like perishables, live animals, or fragile products. For example,
if a customer books LCAG’s package “smooth/td” to transport semicon-
ductor wafers, it includes making the aircraft take off and touch down at
a lower angle than usual in order to preserve the highly fragile high-tech
products.

2.2.2 Competition

LCAG faces various forms of competition: Other airlines are competitors in
the airport-to-airport transport business. Some of them – like Lufthansa –
operate and own cargo subsidiaries and/or freighter fleets, e.g., Air France
Cargo, Korean Air, or Emirates SkyCargo. With three of its competitors –
SAS Cargo, Singapore Airlines Cargo, and Japan Airlines Cargo –, LCAG
has recently formed a strategic alliance, initially called New Global Cargo and
later renamed WOW6, that aims at enlarging the network of destinations the
carriers offer to their clients (cf. Grin 1998, p. 83).

Competition also arises from airlines focusing exclusively on cargo trans-
port, e.g., Cargolux, and even from airlines that operate passenger aircraft
only (for an overview of competitive strategies in the air cargo industry, see

4 Considering the company’s meager current financial performance, LCAG an-
nounced a restructuring program in 2004, aimed at increasing productivity. The
program includes a workforce reduction by 10%. The carrier is cited to expect to
return to a 10% profit margin by 2006. In the first half of 2004, LCAG reported
a loss of € 3 million on sales of € 1.2 billion, reflecting the negative impact of
currency effects and increases of fuel price (Financial Times 2004a).

5 The products differ with respect to promised time frame of availability at desti-
nation, shipment weight, and capacity guarantee.

6 Besides the connotations related to its pronunciation, this letter sequence has no
further acronymic meaning.
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Table 2.1. World’s leading international air cargo carriers by scheduled freight-tonne
kilometers (FTK) performed in international service in 2000.

Int’l
Rank

Airline Int’l FTK
(millions)

Share of
carrier’s
total FTK

(int’l)

World int’l
market
share

% of int’l
FTKs on

freighters

1 Lufthansa Cargo 7,069 99.7% 6.5% 64.7%
2 Korean Air Lines 6,357 98.4% 5.8% 82.9%
3 Singapore Airlines 6,020 100.0% 5.5% 54.9%
4 Air France 4,968 99.8% 4.6% 56.1%
5 British Airways 4,555 99.8% 4.2% 16.9%
6 Federal Express 4,456 41.2% 4.1% 100.0%
7 Japan Airlines 4,321 93.8% 4.0% 54.7%
8 China Airlines 4,136 100.0% 3.8% 90.0%
9 Cathay Pacific 4,108 100.0% 3.8% 53.1%

10 KLM 3,964 100.0% 3.6% 16.2%
11 EVA Air 3,558 100.0% 3.3% 90.0%
12 Cargolux 3,523 100.0% 3.2% 100.0%
13 United Airlines 2,777 75.2% 2.5% 10.3%
14 Asiana 2,607 100.0% 2.4% 50.0%
15 Northwest Airlines 2,409 74.5% 2.2% 57.2%
16 Martinair Holland 2,356 100.0% 2.2% 90.0%
17 Nippon Cargo Air-

lines
2,186 100.0% 2.0% 100.0%

18 United Parcel Service 2,174 34.4% 2.0% 100.0%
19 American Airlines 2,166 77.9% 2.0% 0.0%
20 Swissair/Swiss 1,930 99.9% 1.8% 7.3%
21 Malaysia Airlines 1,812 97.0% 1.7% 0.0%
22 Alitalia 1,734 99.5% 1.6% 52.6%
23 Thai Airways 1,678 98.0% 1.5% 6.9%
24 Qantas 1,531 94.6% 1.4% 3.9%
25 Delta Airlines 1,525 72.8% 1.4% 0.0%

Top 25 scheduled int’l 83,947 85.7% 77.0% 56.6%
Other IATA airlines 25,102 85.8% 23.0% 21.0%
Total scheduled int’l 109,049 85.7% 100.0% 48.4%

Source: Sowinski (2002)
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Table 2.2. World’s leading international airfreight forwarders by cargo tonnage
shipped in international service in 2000.

Int’l
Rank

Freight forwarding company Tons
(thousands)

Market share
(int’l)

1 Danzas (DHL) 1,835 11.6%
2 Panalpina 1,249 7.9%
3 Schenker (Stinnes) 701 4.4%
4 Kühne & Nagel 700 4.4%
5 Nippon Express 693 4.4%
6 BAX Global 655 4.2%
7 Emery/Menlo (CNF) 586 3.7%
8 Kintetsu 559 3.5%
9 Exel 525 3.3%

10 Expeditors 507 3.2%
11 EGL Global Logistics 380 2.4%
12 Hellmann 365 2.3%
13 Fritz (UPS) 348 2.2%
14 UTI 228 1.4%
15 SDV Group (Bollor) 224 1.4%

Total top 15 9,556 60.6%
All other competitors 6,214 39.4%
Total international markets 15,770 100.0%

Source: Ott (2003)

Althen et al. 2001; Zhang and Zhang 2002 discuss the different impact of
air cargo liberalization on all-cargo and mixed passenger/cargo carriers).
As the latter tend to consider cargo a mere by-product (cf. Grin 1998, p. 78),
some apply marginal pricing which has led to an erosion of cargo rates in
the period since the 1950s and overcapacity on highly frequented passenger
routes. In the express product sector, LCAG’s major competitors are integra-
tors like Federal Express and United Parcel Service. Both companies operate
own freighter fleets.

While being LCAG’s best and most important customers, forwarding
companies are at the same time its hardest competitors with regard to di-
rect customer contact. The top 15 forwarders are reported to control 60% of
the tonnage moved in international air cargo (see Table 2.2). Most shippers
deal primarily with and make payments to forwarders, not air carriers, sig-
nificantly reducing the latter’s share of revenue. LCAG tries to counter this
trend by having established a Business Partnership Program with select for-
warding companies, tying these closer to the airline. The program includes
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the development of joint processes as well as integrated IT and transac-
tion systems. Beyond that, LCAG deliberately tries to create a “pull” for its
services from end customers (via the forwarder of their choice) by its mar-
ket positioning as a premium, high-quality carrier and product-innovation
leader.

2.2.3 Revenue Management System

LCAG offers scheduled service on the basis of a six-month flight schedule.
Once the schedule has been announced, the carrier markets the available
capacity and tries to maximize revenues. Three different departments of
LCAG’s marketing division are involved in this process. The product man-
agement department governs the product offering. The revenue manage-
ment department deals with demand forecast updating, capacity allocation,
and operational pricing and generates input for network adjustment plan-
ning. It employs about 90 revenue analysts, flight analysts, revenue agents,
and load planning agents. General pricing policy and strategy are the re-
sponsibility of the pricing department. Different from the traditional orga-
nizational structure of many airlines, this approach combines all pricing,
product, and capacity decisions under one roof, namely the marketing divi-
sion’s.

2.2.3.1 Capacity Allocation

The core of LCAG’s revenue management activities is the decision on how
to split-up total available capacity (see Fig. 2.5, left hand side) into different
allotments:
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• Express product allotment. By nature, customers book these high margin
products on short notice, i.e., a few days or even hours prior to depar-
ture. Since LCAG gives a guarantee of availability and on-time delivery
for these products, it needs to forecast spot-market demand and reserve
a respective portion of total capacity.

• Available Capacity for Contracts (ACC). This is done by signing long-term
(one or two flight-schedule periods) contracts with forwarding compa-
nies and also determines how much capacity remains for general cargo
in the spot market.

This translates into a capacity allocation chart as depicted in Fig. 2.5,
right hand side. A large proportion of total capacity is pre-contracted in the
form of Guaranteed Capacity Agreements (GCA). A GCA is a contract with a
typical lifespan of six months between LCAG and a forwarding company.
The contract reserves a certain amount of capacity on a particular route
and day(s) of the week for the respective forwarder. The contract gives the
forwarder the right to return unneeded capacity up to 72 hours prior to
departure free of charge. If capacity is returned closer to departure, LCAG
charges a cancellation fee of 25–100 % of the agreed rate, depending on the
respective time of cancellation. However, due to the market power of some
forwarding companies, this policy is not always strictly enforced.

Beyond that, LCAG offers Capacity Purchasing Agreements (CPA) to its
forwarding customers. These contracts constitute the (non-returnable) obli-
gation of the forwarder to purchase a fixed amount of capacity on a par-
ticular route and day(s) of the week. Forwarders, having traditionally been
reluctant to firmly commit to any purchase obligation, mainly buy CPAs on
high-demand routes, where capacity is in short supply and bottlenecks an-
ticipated or where they are sure to have demand from shippers. Due to the
fixed commitment, the price for CPAs to a particular destination is generally
lower than for GCAs to the same destination. The typical duration of a CPA
is 6 or 12 months with the contract being non-terminable over its lifespan.

The capacity share presold by these types of long-term contracts amounts
on average to approximately one third of total capacity, but varies signifi-
cantly from route to route within a range of 0 to ca. 70 %, depending on
the expected demand for general cargo in the spot market at standard rates.
Bookings at standard rates start 30 days prior to departure.

If due to unusually voluminous or heavy goods capacity limits of a flight
are reached only in terms of volume or weight respectively, LCAG tries to
find a shipper or forwarder with a complementary piece of cargo, i.e., of
very high or very low density respectively. This way, LCAG can sometimes
sell capacity twice and is therefore willing to grant favorable rates for such
ad hoc deals.
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In case of low demand, LCAG sells left-over capacity close to variable
cost as fill up. On some routes, which Lufthansa serves with passenger air-
craft, demand for air cargo does not correspond with demand for passenger
transportation, so that lower-deck freight capacity is simply sold off.

Under this regime, overall capacity utilization7 amounted to 65.6 % in
the fiscal year 2003 (Lufthansa 2004), with a cargo load factor of 71.1 % on
freighter aircraft and 57.2 % on passenger services, respectively (Lufthansa
Cargo 2004).

2.2.3.2 Overbooking

Once total capacity has been allotted to the various market segments,
LCAG’s revenue management system plans for overbooking the capacity
allotments, i.e., accepting in total more bookings for a flight than it can ac-
tually carry. Overbooking is motivated by no-shows that regularly occur. A
no-show is cargo from a customer who has booked capacity but does not
show up with the respective cargo. Since payment for shipments is gener-
ally not due before the time the airway bill is issued, LCAG does not receive
remuneration for the blocked capacity and thus incurs an opportunity loss.
However, overbooking includes the risk of having to offload cargo if eventu-
ally all or almost all cargo does show up for transportation. LCAG then has
to compensate the respective customers, e.g., by paying contractual penal-
ties, and, in the worst case, harms goodwill. The optimal overbooking level
differs for each particular route and flight and is determined by using de-
mand forecasts and estimates of the no-show probability from historic data.

2.2.3.3 Dynamic Pricing and B2B Trading Platforms

LCAG is working on the introduction of dynamic pricing (cf. Eye for Trans-
port 2003). So far, the pricing department in coordination with the rev-
enue management department determines the Standard Rate Sheet (SRS) for
LCAG’s particular products to each destination for one flight schedule pe-
riod. Based on SRS rates, revenue analysts then set the rates for CPAs and
GCAs. However, LCAG is considering switching to so-called bid prices that
are continually adjusted to actual demand during the booking period of an
individual flight (see also Sec. 3.3.3.3). The company has only recently made
rates – both SRS and for long-term contracts – dependent not only on the
destination of a flight but also on the day of the week it is scheduled, since
LCAG has been experiencing different demand patterns for different days
of the week. For example, demand on weekends is 10 times above weekday

7 Capacity utilization = Tonne-kilometers taken (TKT) / Tonne-kilometers offered
(TKO)
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level for some destinations because forwarders consolidate shipments over
the course of the week and ship in bulk on weekends.

The advent of dynamic pricing in the air cargo industry is believed to be
accelerated by the emergence of electronic market platforms. In the air cargo
industry, the trading platform Global Freight Exchange (GF-X) represent the
largest business-to-business (B2B) marketplace. Founded in 1998, GF-X is a
neutrally held wholesale platform that provides automated bookings and
transactional functionality between air cargo carriers and forwarders (GF-X
2004). The platform provides information on schedule, capacity, rates, and
bookings. Since 2003, LCAG has been offering forwarders with a long-term
contract the possibility to place allotment bookings via the GF-X platform
(GF-X 2003) (see also Fig. 3.2 on p. 36 for a classification of B2B exchanges).

2.2.4 Rationale and Problems of Long-Term Contracts

An important objective for LCAG to close long-term contracts, i.e., GCAs
and CPAs, is the implied shift of capacity utilization risk. In the absence of
advance-sale agreements, the asset provider would bear the entire capacity
utilization risk. In the case of CPAs, which are non-returnable, the capacity
utilization risk theoretically shifts entirely to the counter-party when the
contract is signed. In return for the risk shift, LCAG grants lower prices for
contract capacity (cf. FAZ 2001).

However, LCAG has to cope with various problems and challenges with
regard to pricing and enforcing these types of long-term contracts:

1. Forwarders’ reluctance about any form of fixed commitment: Reasons
for this may on the one hand be grounded in mentality, on the other
hand in strong economic reasoning. Spot price dynamics are hard to
foresee and the chance of low spot prices reduces the willingness to
purchase capacity in advance. This trend is aggravated on routes where
overcapacity exists. Holloway (2003, p. 573) states on this problem:
“[E]xcess output of cargo space on many medium- and long-haul routes
(primarily in the belly-holds of passenger widebodies) has contributed
to the [. . .] situation where ad hoc late sales are often made at lower-
than-contract rates.”

2. Pricing of long-term contracts: Overall, pricing of CPAs and GCAs is not
done analytically. Especially for GCAs, LCAG finds it hard to value the
flexibility inherent to the contract. The company feels that forwarders’
freedom to cancel contracted capacity up to 72 hours prior to depar-
ture free of charge is currently not sufficiently reflected by the rates the
airline charges for GCA freight. If a cancellation is received three days
before departure, LCAG cannot be sure to find other buyers to make
up for the foregone revenue. Furthermore, forwarders mostly ask for
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CPAs on high-demand routes, while LCAG tries to limit the share of
contracted capacity on such routes because capacity is likely to be sold
at higher rates in the spot market.

3. Contract enforcement hindered by market power of intermediaries:
Since payment for CPA capacity is made ex-post (i.e., after use of ca-
pacity), LCAG carries a substantial risk of forwarders defaulting on the
contract and refusing payment for unused capacity. The same problem
arises with the ex-post cancellation fee in the case of GCAs. Because
of haggling and bargaining behavior of freight forwarders, LCAG find
these fees oftentimes hard to collect.

Thus, the effective amount of risk carried by forwarders seems to be
much less than the capacity price discount for CPAs suggests. In the case
of GCAs, the intended risk shift is not achieved effectively either. The terms
of contract, which allow customers to return agreed-upon capacity up to
72 hours prior to departure free of charge, still put LCAG in a position of
carrying a substantial amount of capacity utilization risk.

The company has expressed considerations of introducing a split-tariff
structure composed of an ex-ante reservation fee on signing the contract
and an execution fee if the capacity is actually used, because an ex-ante
collected reservation fee eliminates the risk of the counter party default-
ing from the contract. Furthermore, since payment is partly received in ad-
vance, the capacity provider can use the funds in financing capacity provi-
sion (though this aspect will be ignored in Chap. 4). Such a pricing scheme
is in the following referred to as a capacity-option contract. A forward-
ing company that signs such an option contract would acquire the right
to use the agreed-upon capacity but could also let the option expire un-
used. The airline then would still make revenue through the reservation fee.
LCAG expects capacity-option contracts to be especially advantageous in
markets that exhibit high degrees of uncertainty in terms of demand and
price volatility.

2.3 Research Questions and Methods

The problems with long-term capacity contracts are not unique to LCAG.
The contract anomalies the company is experiencing have been commonly
observed in the freight industry8 and documented, e.g., by Pompeo and
Sapountzis (2002, p. 92) who state:

“Contract practices in freight make future revenues extraordinarily
unpredictable. Customers can reserve space on terms that in effect

8 Potential applications in other industries are discussed in Sec. 8.2.
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give them a free call option, for example. If the spot price for space
falls below the forward price agreed upon between carrier and cus-
tomer, the customer can simply rebook space on the spot market,
without paying any penalty to the original provider. Even if the con-
tract has a minimum-volume clause, such provisions are rarely en-
forced.”

Under the standard industry practice of long-term firm-commitment
(CPAs) and limited-flexibility contracts (GCAs) and with the presence of
an alternative spot market, forwarders have an incentive to default from the
first type of contract, while the inherent flexibility of the latter type of con-
tract does not seem to be sufficiently reflected by contract prices, especially
since carriers often cannot enforce the terms of the contract. Hence the risk-
sharing objective of long-term contracts is not reached effectively. Instead,
short-term cancellations result in high operational costs and opportunity
losses for the airfreight carrier.

Starting from this status quo, the research question to be answered in the
following is if capacity-option contracts as compared to fixed-commitment
contracts represent a way to price flexibility adequately, allow for effective
risk sharing, and thus lead to a more efficient market outcome.

To answer this question, the research question is broken down into the
following three components:

1. How can capacity in a capacity-option contract be priced, i.e., what is
the optimal pricing policy of the seller?

2. What is the optimal capacity reservation and execution policy of a buyer
who is offered capacity options?

3. Under what environmental conditions will market participants prefer
capacity-option contracts over fixed-commitment contracts, i.e., what
drives the value of capacity-option contracts from the perspectives of
buyer and seller?

To this end, the interaction between the asset provider and the interme-
diary in the contract market and their respective interaction with the spot
market will be modeled analytically (Chap. 4). Using a multi-variate opti-
mization approach, the optimal tariff for capacity reservations and thus the
optimal pricing policy of the asset provider will be derived as well as the
optimal reservation and execution policy of the intermediary. The model
determines the optimal choice from the choice of either a fixed-commitment
or a capacity-option contract. The optimal policy of the asset provider en-
tails the allocation of capacity to contract and spot market. The analytical
model will then be subject to a comparative static analysis in order to deter-
mine the influence of environmental conditions on the optimal policies of
the market participants (Chap. 5).
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In order to focus the analysis on the way of capacity reservation in the
contract market, the setup of the model will necessarily have to abstract
from some of the issues introduced in Sec. 2.2. These include:

• Multi-dimensionality of cargo: it will be assumed that cargo and capacity
can be described by one single dimension (volume or weight) and is
arbitrarily divisible.

• Segmentation of the spot market into an express-product and general-
cargo segment: it will be assumed that capacity in the spot market is a
homogenous good that is sold at an exogenously given market price.

• Uncertainty of capacity: total capacity will be assumed fixed and given.
• Network effects: interrelations between different routes and flights will

be excluded.
• Non-enforcement of firm-commitment contracts: it will be assumed that

the asset provider receives payment from the intermediary as agreed-
upon in the capacity contract, be it a fixed-commitment or capacity-
option contract.



3

Literature Review on Supply Contracting and

Revenue Management

Having outlined in the previous chapter the modeling of capacity agree-
ments in airfreight transportation as the scope of the thesis at hand, this
chapter surveys the strands of literature related to this topic. This includes
first of all the literature on advance sale of capacity that gives insight into the
economic reasoning, implications, and modeling of capacity reservations.
Secondly, the body of literature on supply contracts is of interest because it
deals extensively with contract design and pricing in manufacturer–reseller
settings. Thirdly, shedding light on the seller’s perspective on capacity reser-
vations and embedding these into the greater context of capacity manage-
ment, select contributions to the existing literature on revenue management in
general and on air cargo revenue management in particular are presented.

3.1 Advance Sale of Capacity

As described in Chap. 2, advance sale of capacity is standard practice in the
air cargo industry. Air cargo carriers sell portions of a flight’s total capacity
en bloc to forwarding companies. In the following, it is discussed what mo-
tivates a capacity provider to sell capacity in advance, which implications
result from doing so, and which modeling approaches on this topic exist in
the literature.

3.1.1 Economic Reasoning and Implications

From both the seller’s and buyer’s perspective, advance sale of capacity can
have multiple benefits. For the buyer, advance sale of capacity may, if it
establishes a long-term supplier relationship, facilitate communication and
information exchange, lower transaction cost due to less frequent rebidding
for contracts, imply economies of scale in production, and consequently re-
sult in lower purchasing prices (cf. Cohen and Agrawal 1999). Furthermore,
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a long-term contract may represent a hedge against product price uncer-
tainty if a fixed price is specified by the contract.

For the case of risk averse buyers, Png (1989) argues that reservations act
as an insurance both against uncertainty of capacity availability and against
uncertainty of the buyer’s valuation of a product or service. The buyer’s
trade-off between lower procurement cost from using long-term orders and
more accurate information on actual demand and valuation if using short-
term orders is also made explicit by Burnetas and Gilbert (2001) for short-
life-cycle products and modeled for information goods such as movie dis-
tribution rights or newspapers by Gundepudi et al. (2001).

Serel et al. (2001, p. 635) summarize that by using long-term contracts
“[b]uyers seek to lower their purchasing costs, and have products deliv-
ered without interruption. [. . .] [S]uppliers are less pressured to find new
customers and can afford to charge a price lower than the prevailing spot
market price.”

From the seller’s perspective, Weatherford and Pfeifer (1994) point out
that advance bookings provide information on total demand. Furthermore,
sellers may use early-discount pricing to stimulate additional price-sensitive
demand (this aspect is discussed in greater detail in the section on rev-
enue management, Sec. 3.3). In this context, Chen (2001) develops an early-
discount pricing strategy for a monopolist selling to heterogenous cus-
tomers who self-select the price to pay by choosing the future shipping date
of the product.

Shugan and Xie (2000) stress that applying advance sales to services im-
plies separating purchase and consumption, which may cause customers to
purchase in different quantities because at the time of purchase they act
under uncertainty with regard to their valuation of the service at the time
of consumption. The authors show that the seller can exploit this fact and
improve his profits by using advance pricing if the buyer’s valuation is suf-
ficiently large compared to the service provider’s variable cost. As Shugan
and Xie point out, “[f]uture research might suggest how service providers
could participate by selling options to buy future services at guaranteed
prices” (ibid., p. 229).

Quan (2002) draws an analogy of capacity reservations to financial op-
tions (see also Sec. 3.2.3.2), arguing in the context of hotel room reservations
that a hotel incurs a measurable (opportunity) cost by accepting a reser-
vation while the reservation has a measurable value to the guest who can
lock-in one room rate and search for a lower one. Quan finds this in contrast
to the common practice of not charging guests for making or breaking reser-
vations and attempts to value room reservations as European call options
written on the price of a hotel room by applying the option-pricing model
from Black and Scholes (1973).
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3.1.2 Selected Modeling Approaches

In the following, selected modeling approaches of advance capacity sale are
presented that provide insights into the sources of and influencing factors
on the benefit of capacity reservations. Though in this regard similar to the
results derived in this thesis, the following contributions regularly consider
fixed-commitment (forward) contracts only.

From a seller’s perspective, Weatherford and Pfeifer (1994) determine
within the setting of the classic single-period inventory (Newsboy) problem
(see Sec. 3.2.1.1) when a manufacturer should engage in advance bookings
of orders by quantifying the benefits from demand stimulation and using
advance bookings as a leading indicator of total demand.

For a firm that purchases supplies from an external manufacturer at
deterministic prices and thus from a buyer’s perspective, Serel et al. (2001)
investigate the optimal action of a buyer who has a capacity-reservation
contract in place with a preferred supplier and in addition an alternative
spot market supplier at hand. The authors find that the amount of reserved
capacity declines if alternative sourcing is available and that it decreases in
demand uncertainty.

For a monopolistic service firm, Lee and Ng (2001) study the optimality
of advance sale of capacity and show that the firm can earn higher profits
and increase capacity utilization even though it conducts advance sales at
a discounted price. Furthermore, the authors point out that the size of the
advance sale allotment and optimal pricing depend on the expected price
sensitivity at the time of consumption. If customers are less price sensitive
at the time of consumption, it is optimal to allocate less capacity for sale in
advance.

Gallego et al. (2003) model explicitly the impact of competition on ad-
vance sale of capacity by considering the market entry of a second capacity
provider who sells at lower prices than the incumbent in both spot and
forward market. The authors show that even in the absence of market seg-
mentation the capacity providers engage in the discounted forward market
if the ratio of total demand to total capacity is low, i.e., capacity is ample.
If demand is high and capacity scarce, both capacity providers do not of-
fer capacity in the contract market; for medium levels of capacity, mixed
strategies apply.

Besides forward contracts, other types of contracts have been discussed
in the literature for use of advance sale of capacity. These – as well as fur-
ther insights on how to contract – are discussed in Sec. 3.2. The seller’s
perspective on capacity reservation and the integration thereof in a revenue
management system is discussed in Sec. 3.3.
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Fig. 3.1. Structure of a one-period basic supply chain model

3.2 Supply Contracts

The supply chain management (SCM) literature treats environments in
which multiple decision makers interact with each other for ordering and
delivering a product. A typical example is the relationship between a man-
ufacturer and a retailer. Fig. 3.1 shows the basic setting of such a supply
chain, which is however not limited to a manufacturer–reseller relationship,
but may represent any combination of an upstream and downstream party,
e.g., a supplier and a manufacturer and their order and delivery relationship
for a component or raw material.

To render the analysis of supply chains tractable, the SCM literature
commonly reverts to the following simplifying assumptions (cf. Tsay et al.
1999, p. 303): In a one-period supply chain as depicted in Fig. 3.1, a retailer
sells a product to the market at retail price p and receives a salvage value s
for any unsold unit at the end of the selling season, with p > s. In antici-
pation of market demand D̃, the retailer orders Q units of the product from
the manufacturer, who charges the retailer the wholesale payment w(Q)
per delivery and produces (or acquires) the product at unit cost c. In reality,
market demand D̃ is both price-sensitive and uncertain. Though some mod-
els do consider both these features, it is common in the operations research
literature to assume the retail price as fixed and market demand as stochas-
tic (indicated here by a tilde on the demand variable). In the economics
and marketing literature, it is more common to assume a deterministic,
downward-sloping demand function (ibid., p. 303). In the latter case, the
primary decision variable of the retailer is the retail price p, in the former
the order quantity Q. The structure and amount of the wholesale payment
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w(Q) depends on the type and terms of the contract between manufacturer
and retailer.

The approach taken in the model introduced in Chap. 4 corresponds
to the commonly used framework in the operations research literature and
deals with the supply chain parties’ decisions on order quantity and whole-
sale payment. The remainder of this section focuses on contributions of the
SCM literature that provide insights into modeling these decisions. One of
the standard building blocks for modeling order quantity decisions under
stochastic demand is the Newsboy model, which represents the basis for
most discrete-time stochastic inventory models (cf. Lee and Nahmias 1993,
p. 26). Because the structure of the buyer’s problem in Chap. 4 also corre-
sponds to a Newsboy-like situation, the genesis and formulation of as well
as extensions to the standard Newsboy model are introduced in the follow-
ing subsection. Subsequent to this, purposes of supply contracts, different
contract types, and their application for capacity reservation are discussed.

3.2.1 Order Quantity Decisions Under Stochastic Demand: The Newsboy

Model

The Newsboy1 model addresses order quantity decisions under stochastic
demand. It is widely used in modeling advance sale of capacity (see, e.g.,
Weatherford and Pfeifer 1994; Burnetas and Gilbert 2001) and revenue man-
agement. A recent review on the Newsboy problem is provided by Khouja
(1999) who presents various extensions to the model. Those of relevance to
the model in Chap. 4 are discussed further down in this section.

According to Petruzzi and Dada (1999), the logic of the Newsboy model
dates as far back as to Edgeworth (1888) who discusses the cash-flow prob-
lem of a bank as the balance between “a slight chance of a great loss against
a good chance of a few shillings” (ibid., p. 121). By that Edgeworth de-
scribed what was later to be coined the critical fractile that balances underage
and overage cost. The first formulation of the model with respect to inven-
tory management can be found in Arrow et al. (1951). The significance of
this work is documented by Arrow (2002).

3.2.1.1 The Standard Model

The Newsboy model in its simplest form is a one-period one-product inven-
tory model. The seller faces the problem of determining the optimal order
quantity Q of a product that satisfies the following set of assumptions:

1 Both the terms Newsboy and Newsvendor model can be found in the literature (cf.
Nahmias 2004; Porteus 1990), with the first being the more classic, the latter the
more politically correct expression. In this text, they are used interchangeably.
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• The product is a perishable product, i.e., it can be used to satisfy demand
during that period only.

• No procurement is possible over the selling season, i.e., all items have to
be purchased at the beginning of a period.

• Demand for the product is uncertain. More specific, demand D̃ is a con-
tinuous nonnegative random variable with density function f (D̃), cu-
mulative, invertible distribution function F(D̃), mean μ, and standard
deviation σ.

• All prices and cost parameters are know with certainty.

The vendor purchases the product at the unit purchase price w from
its supplier and sells it at the unit selling price p to its customers. Every
unsold item has a salvage value of s. It is assumed that p > w > s ≥ 0.
The vendor thus incurs a cost for every unit that is unsold at the end of the
period, namely w − s. This cost is called the overage cost co. If the vendor has
ordered too few items, he incurs a shortage cost, in this case the opportunity
cost of p − w for every unit of unsatisfied demand. This cost is called the
underage cost cu.

This situation resembles the daily decision problem of a newsboy who
has to decide in the morning on how many newspapers to buy, knowing
that any copy unsold by the end of the day is worth only its waste-paper
value. Thus the name of the model.

The model formulation presented here is based on Nahmias (2001,
pp. 241 ff.), Porteus (1990, pp. 610 ff.), and Silver et al. (1998, pp. 387 f.).
The latter show that the cost minimization approach that is usually cho-
sen in standard textbooks is equivalent to the profit maximization approach
presented in the following (and which is used later in Chapter 4).

The problem is analyzed by deriving the profit function of the newsven-
dor as an expression of D̃ and Q. Let P denote the Newsvendor’s profit and
E [P] ≡ Π (for notational convenience) the expected value thereof. The profit
function is:

P = p min(D̃, Q) + s(Q − D̃)+ − wQ (3.1)

where (Q − D̃)+ = max(0, Q − D̃). Using of the relationships min(D̃, Q) =
D̃ − (D̃ − Q)+ and Q = D̃ − (D̃ − Q)+ + (Q− D̃)+ (cf. Rudi and Pyke 2000,
p. 172), rearranging terms, and substituting w− s = co and p−w = cu gives:

P = (p − w)D̃ − co(Q − D̃)+ − cu(D̃ − Q)+ (3.2)

The expected value of this expression is:

Π = (p − w)μ − co

∫ Q

0
(Q − D̃) f (D̃)dD̃ − cu

∫ ∞

Q
(D̃ − Q) f (D̃)dD̃ (3.3)
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The value of Q that maximizes expected profits, denoted as Q∗, is deter-
mined by setting the first derivative with respect to Q equal to 0 and solving
for Q (first order condition).

∂Π

∂Q
= −co

∫ Q

0
1 f (D̃)dD̃ − cu

∫ ∞

Q
(−1) f (D̃)dD̃ (3.4a)

= −coF(Q) + cu (1 − F(Q)) (3.4b)
!= 0

Rearranging terms gives

F(Q∗) =
cu

co + cu
(3.5)

It follows directly from (3.4b) that ∂2Π/∂Q2 = −(cu + co) f (Q) < 0 (sec-
ond order condition). Thus, Π(Q) is a concave function that has a unique
maximum Q∗.

The right hand side of (3.5) is called the critical fractile. Since cu and co are
by the above assumptions positive numbers, the fractile is always between
0 and 1. It is the probability that the entire period demand can be satisfied
if the newsvendor purchases Q∗ units of the product at the begin of the
period. It can thus be interpreted as the optimal probability of not stocking
out (Porteus 1990, p. 611) and marks the newsvendor’s service level.

3.2.1.2 Extensions to the Standard Model

In the model introduced in Chap. 4, the decision of an intermediary who
reserves capacity with an asset provider will be shown to be a Newsboy-
like situation, however, with some extensions to the above standard model.
These include the nature of the product, the type of demand distribution,
the concept of demand, the nature of the shortage cost, and the structure of
the wholesale payment. Contributions to the literature that deal with these
aspects are presented in the following.

With regard to the nature of the product, it is widely acknowledged that
services, as considered in Chap. 4, show – in the context of a Newsboy-
type model – the same characteristics as perishable products (Khouja 1999,
p. 550). Indeed, services exhibit the feature of expiry at the end of the sales
period in its purest form because the revenue from service capacity, e.g.,
a seat on a plane, that is unsold at the plane’s departure, can never be
recovered.

The Newsboy model has been considered in the literature for various
types of demand distributions. One of the most commonly used is the normal
distribution, which is likewise applied in the model in Chap. 4. For this type
of distribution it is possible to find near-closed-form expressions for the
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expected profits of buyer and seller (cf. Lau 1997; Silver and Peterson 1985,
p. 697), which render the comprehensive numerical analysis conducted in
Chap. 5 feasible.

Concerning the concept of demand, the standard Newsboy model assumes
exogenous demand. Demand can be made endogenous by assuming price-
dependent (and, as before, random) demand, which allows to focus on the
coordination of replenishment strategy and pricing policy. Among the first
to analyze the Newsboy problem with price-dependent demand have been
Whitin (1955) and Mills (1959) who provide explicit calculations for the spe-
cial case of a uniform demand distribution. Lau and Lau (1988) show that,
though the critical-fractile solution continues to hold in the case of price-
dependant demand, analytical solutions for both the optimal stock level and
optimal price cannot be found for others than the simplest price-demand
relationships. The model introduced in Chap. 4 recurs to a formulation of
the demand function (additive demand) from Petruzzi and Dada (1999). To
solve the model for the optimal stock level and the optimal price, the authors
propose a sequential procedure that first determines the optimal stock level
as a function of the price, then substitutes the result back into the seller’s
objective function, and finally determines the optimal price by a numerical
search over the objective function. It will turn out that this procedure is also
applicable to the model presented in Chap. 4.

While, in the standard model, all cost parameters are known with cer-
tainty, this assumption might not always adequately reflect reality. Espe-
cially shortage cost, since these may include hard-to-measure components
like loss-of-goodwill cost, may not be known with certainty. In the model
in Chap. 4, the shortage cost will be the function of a stochastic variable.
Uncertainty of shortage cost has been studied by Ishii and Konno (1998)
who present a Newsboy model where shortage cost are represented by a
fuzzy number. The authors find that the optimal order size increases as the
ambiguity of shortage cost becomes larger.

Instead of using a linear wholesale price as in the standard Newsboy
model, different structures of the wholesale price have been discussed in the
literature. For example, Khouja (1996) discusses supplier quantity discounts
and their influence on the buyer’s optimal ordering policy. Rudi and Pyke
(2000) formulate a Newsboy model with options where the retailer buys Q
call options at unit cost r (reservation fee) from the manufacturer. Each call
option gives the retailer the right to purchase one unit of the product from
the manufacturer at execution fee x after observing demand.2 By choosing r
and x appropriately, the retailer can be induced to order a higher quantity as

2 The nomenclature presented here slightly differs from Rudi and Pyke (2000) to
avoid ambiguity with previously introduces variables.
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compared to the standard model’s pricing scheme with a single wholesale
price while both manufacturer and retailer earn higher expected profits.

The model in Chap. 4 is based on the formulation by Rudi and Pyke
(2000). The decisive technical difference to their model is the determination
of the optimal tariff which is absent in Rudi and Pyke (2000) because the
authors assume exogenous demand. Furthermore, going beyond Rudi and
Pyke (2000), the model formulation in Chap. 4 includes multiple sources of
uncertainty and an alternative market.

3.2.2 Purposes of Contracts

Tsay et al. (1999, p. 304 ff.) distinguish three purposes of supply chain con-
tracts: system-wide performance improvement, risk sharing, and facilita-
tion of long-term partnerships. The following discussion of these motives
is aimed at helping to structure the subsequent analysis of various contract
types.

In an ideal world, the quantity and pricing decisions in the supply chain
as shown in Fig. 3.1 would be made by a single decision maker who has
all information at his disposal. This situation is usually referred to as the
centralized supply chain and the decision maker the integrated firm. In real-
world supply chains, usually multiple decision makers interact who exert
local control and optimization. However, locally optimal behavior can be
inefficient from the perspective of the entire system (cf. Whang 1995). One
such effect is double marginalization (cf. Spengler 1950) which occurs in a
supply chain as depicted in Fig. 3.1 if a linear wholesale price greater than
the cost of production is used (Tirole 1988, p. 174 f.). The two successive
mark-ups above the production cost charged by manufacturer and retailer
result in the retailer’s order quantity and thus the sum of the two parties’
expected profits being lower than in the case of the integrated firm.

An important objective of supply chain contracts is thus system-wide
performance improvement. By structuring the contractual agreement between
manufacturer and retailer accordingly, it is possible to coordinate the de-
cisions of the supply chain partners and ideally attain the result of a cen-
tralized supply chain while maintaining a decentralized structure (for an
extensive review with regard to the use of contracts to achieve channel co-
ordination, see Cachon 2003). The performance-improvement objective is
common to many of the contract types discussed in the next subsection.

Even if a contract or wholesale price structure achieves channel coordi-
nation, this does not necessarily mean that the proceeds from the contract
are split among the supply chain partners in a way that each party is will-
ing to accept. This aspect is closely linked to how the parties share the risks
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arising from the uncertainty3 associated with the supply chain, e.g., with
regard to market demand, retail price, exchange rates, product quality, or
lead time (cf. Tsay et al. 1999, p. 305). Risk sharing is thus a further motive
that is pursued by closing supply chain contracts and discussed here.

Finally, a part of the literature focuses on the contracting motive of fa-
cilitating long-term partnerships. This includes especially the microeconomic
perspective on contracts from institutional economics, based on the theory
of incomplete contracts as initiated by Coase (1937). This has later become a
cornerstone of principal agent (cf. Jensen and Meckling 1976) and transac-
tion cost theory (cf. Williamson 1979). By entering persistent business part-
nerships, buyer and seller can reduce transaction costs since costly searches
and renegotiations are reduced. Furthermore, e.g, by explicitly specifying
penalties for non-cooperative behavior or implicitly because agents ratio-
nally incorporate the long-term effects of their present behavior into their
decision making, principal-agent conflicts can be alleviated. This perspec-
tive on contracts is not the focus of the thesis at hand and will thus not be
further pursued in this review. The same applies to the legal perspective on
contracts that is, for instance, dealt with in Triantis (2000).

3.2.3 Contract Types

Two kinds of supply contracts can be distinguished in the light of the long-
term capacity purchasing and reservation contracts, respectively, introduced
in Chap. 2 and modeled in Chap. 4: non-flexible and flexible contracts. Non-
flexible contracts designate in the following contracts under which the buyer
needs to make a one-time decision about the quantity delivered by the seller
at a predetermined price before uncertainty is resolved. Flexible contracts in
contrast allow for adjustments of price and/or quantity after the initial or-
der has been placed and some or all uncertainty has been resolved. With
the essential feature of the capacity agreements dealt with here being flex-
ibility, the focus of this subsection is on flexible contracts. Before different
types of these are investigated in greater detail, first a common split-tariff
pricing scheme including also non-flexible contracts – the two-part tariff –
is discussed in order to draw a dividing line between this tariff scheme and
the price components in an option contract.

3 Knight (1921) distinguishes between uncertainty and risk. He associates risk with
a known probability distribution over unknown outcomes and uncertainty with
situations where even the probability distribution is unknown. If one strictly fol-
lowed this terminology, the analysis conducted in subsequent chapters and in
most of the works cited in this chapter would deal exclusively with decision mak-
ing under risk.
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3.2.3.1 Contracts with a Two-Part Tariff

The tariff structure of the option contract modeled in Chap. 4 is composed
of two parts, the reservation fee r and the execution fee x, and can as such
be called a two-part tariff. This term, however, has in the literature tradi-
tionally been used for a wholesale-payment or retail-price structure com-
posed of a fixed (i.e., volume-independent) payment F plus some linear unit
price w, such that (for the example of a wholesale payment as in Fig. 3.1)
w(Q) = F + Qw.4 Familiar examples for the application of such tariff struc-
tures include telecommunication services (cf. Blonski 2002) and utilities such
as gas, water, and electricity. Here, the pricing by providers usually includes
a monthly or yearly basis charge plus some consumption-dependent unit
charge.

Especially with regard to retail price setting, two-part tariffs have been
discussed extensively in the literature, e.g., by Oi (1971) who investigates
profit maximization in a monopoly and, under more general conditions, by
Skiera (1999, p. 83–104). Spremann and Klinkhammer (1985) identify several
circumstances under which two-part tariffs can be observed. As a required
condition, the authors put forward that it must not be possible for the buy-
ers to resell the product to other consumers in order to prevent arbitrage
through the formation of buying communities (ibid., p. 792). Comparing a
two-part tariff with option contracts as proposed in Chap. 4, two decisive
differences apply: Firstly, in the option contract, both payments (at reserva-
tion and at execution) are volume-dependent, in the two-part tariff only one.
Secondly, when considering a setting as depicted in Fig. 3.1, the application
of a two-part tariff as wholesale payment would still imply the buyer to
make the decision about the quantity delivered by the seller before demand
is realized; in the case of the option contract, the buyer makes this decision
with knowledge about actual demand.

It has been discussed, primarily in the marketing literature, if two-part
tariffs can be a means to coordinate the supply chain. Moorthy (1987)
demonstrates in a manufacturer–retailer setting how a two-part tariff can
achieve channel coordination while Jeuland and Shugan (1983, 1988) argue
that this approach does not hold if each channel member is to keep con-
trol over his respective decision variables. In a recent working paper, Ho
and Zhang (2004) report on the results of a laboratory experiment on the
performance of two-part tariffs and conclude that even in well-controlled
market environments a two-part tariff structure fails to solve the double-
marginalization problem.

4 To avoid ambiguity, the term two-part tariff will in accordance with its use in
the literature be reserved in this text for the combination of a fixed and linear
price component. The combination of a reservation and execution fee will later
sometimes be referred to by the more general term split tariff.
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3.2.3.2 Flexible Supply Contracts

Flexible supply contracts allow for a modification of quantities and/or
prices contingent on the resolution of uncertainty. Flexible supply contracts
thus respresent a form of contingent contracts. Bazerman and Gillespie
(1999) illustrate by formulating the terms of a contract explicitly as depen-
dent on the future outcome of an ex-ante uncertain event that the contract
parties can build trust on and protect themselves from one party earning
ex-post windfall profits at the expense of the other. In addition, Bazerman
and Gillespie list requirements for the effectiveness of contingent contracts.
Of these, the most important in the context of the capacity agreements dis-
cussed in this thesis is the enforceability of the contract in order to prevent
the parties from defaulting ex post. In line with this observation, the enforce-
ability of Guaranteed Capacity Agreements at LCAG has been identified as
a major obstacle in Chap. 2.

The desire for flexibility in supply contracts arises from the uncertainties
associated primarily with, but not limited to, demand and prices. Further
uncertainties include quality, capacity, exchange rates, cost, and lead time. In
the following, the focus is on the management of demand and price uncer-
tainty. Flexibility can both serve as a hedge against unfavorable outcomes
and be used to maintain the chances associated with favorable outcomes.
For example, a flexibility clause may be beneficial for the buyer in the case
of low demand when he prefers a lower delivery quantity rather than his
initial order or in the case of low spot price when he prefers to purchase on
the spot market rather than from his contracted supplier. Flexible contracts
have been shown to be an effective means to achieve the contract purposes
of system-wide performance improvement and risk sharing (see Sec. 3.2.2).

Quantity Flexibility Contracts

In the presence of demand, cost, and capacity uncertainty, Spulber (1992)
shows that a non-linear tariff can lead to a Pareto efficient outcome, i.e., a
system-wide performance improvement. This is achieved by introducing a
base-load demand chosen ex ante by the buyer that determines the ex-post
payment level and allocation rule.

In a more standardized fashion, quantity flexibility (QF) contracts specify
the terms under which the buyer’s actually received quantity may deviate
from the original order quantity Q. The clauses can include limits on the
range of allowable changes, pricing rules, or both (Tsay et al. 1999). Exam-
ples for QF contracts include backup agreements as modeled by Eppen and
Iyer (1997) for fashion apparel goods. Prior to the selling season, the buyer
places his original order with the manufacturer, but gets delivered only a
fraction of this order. After having observed the first two weeks of sales,
the buyer decides if he wants to receive the entire remainder of the original
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order or only a part of it. In the latter case, the manufacturer charges the
buyer a penalty cost for each unit of the original order that the buyer does
not take delivery of. An in-depth analysis of QF contracts is provided by
Tsay (1999) who focuses on the incentive of buyer and seller to participate
in a QF contract which is constituted by a trade-off of price and flexibility.
He points out that the buyer is willing to commit to a certain order quantity
in exchange for a lower price while the seller benefits from more predictable
sales and therefore is willing to grant a discount.

While QF contracts may offer full refund for a partial fraction of the orig-
inal order, Lariviere (1999) shows the close link to another kind of flexible
contracts, namely buy-back contracts with return policies, which may offer
partial refunds for returning, in extreme cases, the full original order.

Buy-Back Contracts, Return Policies, and Revenue Sharing

A return policy allows the retailer to return unsold items to the manufac-
turer and collect a repurchase price per unit returned, which is lower than
the wholesale price. The manufacturer thus commits to buying back unsold
items. From a managerial perspective, Padmanabhan and Png (1995) discuss
under what conditions buy-back contracts are most likely to be observed.
The first to analytically treat buy-back contracts was Pasternack (1985) (in
the marketing literature) who shows that neither a policy that allows for
unlimited returns at full credit nor a no-refunds policy is optimal. Instead,
channel coordination can be achieved by a return policy allowing for un-
limited returns at partial credit with a combination of wholesale price and
repurchase price chosen from a range of optimal value pairs, each of which
exhibits a different profit split between retailer and manufacturer.

In this context, Lau and Lau (1999) address the problem of the profit split
and conclude that the manufacturer does not necessarily choose a combina-
tion of wholesale and repurchase price from Pasternack’s optimal set be-
cause these values can be unfavorable to the manufacturer. However, even
in these cases, Lau and Lau (1999) show that a buy-back contract achieves a
Pareto improvement. A generalization of the model by Pasternack (1985) can
be found in Emmons and Gilbert (1998) who incorporate price-dependent
demand and can thus in addition determine the optimal retail price.

For the standard Newsvendor case with exogenous demand, Cachon
and Lariviere (2002) show that results equivalent to a buy-back contract
can be established if the manufacturer and the retailer agree upon revenue
sharing instead of a return policy. A revenue sharing contract is specified by
two parameters: the per-unit wholesale price w and the retailer’s share of
revenue γ. The manufacturer receives 1 − γ of the revenue that is assumed
to be made only by the retailer. As in the buy-back contract, any arbitrary
profit split can be achieved by choosing w and γ. For a revenue-sharing
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contract to work, the manufacturer must be able to effectively monitor the
retailer’s sales and sales effort and may therefore bring with it a substantial
administrative burden.

For the original buy-back contract formulation from Pasternack (1985)
with exogenous demand, Rudi and Pyke (2000, see also Sec. 3.2.1.2) show
that equivalent results can be obtained by re-interpreting the partial-refund
contract as a set of European call options with reservation fee r and exe-
cution fee x. Equivalence with Pasternack’s buy-back contract can be estab-
lished with the wholesale price equal to r + x and the repurchase price equal
to x. Accordingly, combinations of r and x can be found that coordinate the
channel when the retail price is fixed and demand exogenous. Apart from
this analogy, however, buy-back contracts differ decisively from option con-
tracts with regard to the production of the traded goods: With a buy-back
contract, production and delivery has typically already occurred when the
original purchase quantity is adapted; in an option contract, delivery and
perhaps even production take place only after option execution.

Flexible Supply Contracts with Options

Before continuing the discussion of flexible contracts with a review of sup-
ply contracts with options, first a brief account on the background of op-
tions in the finance and operations management literature is provided. This
includes financial options and real options.

Background from Options Theory

Options theory has initially developed primarily with regard to the valua-
tion of financial options. A financial option is the right, but not the obligation
to purchase (call option) or to sell (put option) the underlying financial as-
set, e.g., corporate stock, at (European option) or up to (American option)
a certain date at a predetermined price (the strike price or exercise price) (cf.
Hull 2003, p. 6). The by now standard method for determining the value of
financial options and thus the option price has been proposed by Black and
Scholes (1973). They show that the price of a financial option depends on the
current stock price of the underlying, the strike price, the time to maturity,
the risk-free rate of return, and the volatility of the stock price.

Options involving real (as opposed to financial) assets, such as land, a
manufacturing plant, or machinery, have been coined real options (cf. Kester
1984; Brealey and Myers 2000, p. 619). Real options arise from recognizing
the value of the flexibility of altering decisions over time. Real options are
classified primarily by the type of flexibility that they offer and include, for
instance (cf. Trigeorgis 1995; Copeland and Antikarov 2001), the option to
defer (e.g., delay the start of a project), the option to abandon (e.g., stop
a project and realize its resale value), the option to switch (e.g., change the
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operating mode of a plant), and the option to improve (e.g., realign develop-
ment goals in a R&D project to changing consumer preferences) (cf. Huchz-
ermeier and Loch 2001). Real-option valuation techniques are used in capi-
tal budgeting and the management of R&D projects (cf. Dixit and Pindyck
1994; Luenberger 1998). Because of the inherent complexity of real-option
decision problems, the most widely used valuation techniques include lat-
tice approaches (cf. Amram and Kulatilaka 1999, p. 113 ff.), e.g., binomial
option pricing (cf. Cox et al. 1979).

Options used in supply contracts, in the following referred to as supply
options, likewise constitute the right, but not the obligation to receive (call
option) or deliver (put option) a good, product, or service by a certain date
and predetermined price. Though financial, real, and supply options thus
share some common ground, underlying market assumptions and valuation
techniques differ significantly. For supply options, the typical notion in the
operations management literature is – consistent with other types of con-
tracts discussed up to here – that prices and contract terms arise through a
negotiation framework between most commonly a single seller and a single
buyer rather than through a complete-market, equilibrium approach as in
the finance literature (cf. Kleindorfer and Wu 2003, p. 1607).

Options in Supply Contracts

For a supplier selling raw material or components to a manufacturer, Cheng
et al. (2002) model a flexible supply contract in which the buyer is required
to firmly commit to one part of the order quantity and purchases options
on the remainder. By considering call and put options, the authors point out
the analogy to buy-back and return policies. Assuming the base price and
quantity of the firmly-committed order part as given, Cheng et al. derive
the seller’s optimal reservation and execution fee and the buyer’s optimal
number of options to purchase and show that channel coordination can
be achieved when the contracting parties negotiate over the profit-sharing
mechanism.

Likewise for a supplier–buyer setting, Barnes-Schuster et al. (2002) inves-
tigate supply contracts with options in a two-period model. The supplier can
operate in two production modes: a cheaper production mode with a longer
lead time and an expensive mode with a short lead time. The authors show
that both backup agreements and QF contracts (see above) are special cases
of their general model and derive sufficient conditions on the cost parame-
ters that allow for channel coordination. They show that prices that achieve
channel coordination may violate the individual rationality constraint for
the seller5 and demonstrate numerically the system-wide performance im-

5 This corresponds to the above cited finding by Lau and Lau (1999) for the coordi-
nating returns policy (see Sec. 3.2.3.2).
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Fig. 3.2. Classification of B2B exchanges and contracting

provement achieved by options. An implementation of the model by Barnes-
Schuster et al. (2002) via stochastic programming is provided by van Delft
and Vial (2004) that allows for numerical analysis of various contractual
parameters.

Kleindorfer and Wu (2003) survey the theory and practice in the use of
options in business-to-business (B2B) exchanges and investigate how op-
tions have been used as a means to integrate long- and short-term con-
tracting. Especially the emergence of electronic market platforms such as
B2B exchanges that enable last-minute spot market purchases has recently
fueled the trend towards combining different procurement forms. Kleindor-
fer and Wu (2003) also classify existing B2B exchanges with regard to the
predominant contract form and establish a classification framework based
on the cost of assuring codifiability (i.e., the ability to electronically spec-
ify product, delivery, and settlement requirements in a verifiable manner),
the difference in production cost between spot- and contract-based sales on
the one side and the cost of establishing or using contract relationships on
the other side determine whether spot market transactions, contract market
transactions, or a mixture of both are the predominant transactions in an
electronic B2B exchange (see Fig. 3.2).

For supply option contracts, electronic marketplaces may also serve as
a platform for a secondary market (cf. Lee and Whang 2002), in which an
option buyer can sell options which he foresees not to exercise to other
buyers.



3.3 Revenue Management 37

Likewise along the lines of mixing short- and long-term contracting
strategies, Martinez-de-Albéniz and Simchi-Levi (2002) show how a manu-
facturer can increase expected profit and reduce his financial risk by using a
portfolio approach for procurement contracts consisting of a combination of
fixed-commitment contracts, option contracts, and spot market purchases.
Martinez-de-Albéniz and Simchi-Levi (2003) investigate competition in the
supply option market by developing a formulation for option contracts for
physical delivery of electricity with one buyer and many suppliers.

In the field of capital-intensive production of non-storable goods and
services, which – given the high share and absolute height of fixed cost –
includes air cargo transportation services, Wu et al. (2002) develop bidding
strategies in the presence of a long-term contract market and a short-term
spot market, incorporating only market risk in the form of spot price uncer-
tainty and assuming demand and cost as deterministic. The authors show
that the seller’s optimal strategy entails setting the execution cost as low as
possible, i.e., to reveal marginal production cost, while extracting his margin
from the reservation fee.

Spinler (2003) extends the model by Wu et al. (2002) to a general valu-
ation framework by incorporating state-contingent demand and cost and a
willingness-to-pay function likewise depending on the state of the world.
Spinler derives analytical expressions for the buyer’s optimal reservation
quantity and the seller’s optimal tariff and shows that the combination of
option contracts and a spot market is Pareto improving. If the option buy-
ers are allowed to resell options prior to execution in a secondary market,
the buyers can engage in capacity-slot trading. In Spinler et al. (2003), the
integration of option contracts for physical delivery and complementary fi-
nancial derivative instruments into a company’s risk management approach
is discussed.

For delivery of electricity or natural gas in energy markets, Jaillet et al.
(2004) present a numerical valuation scheme for swing options. Swing op-
tion contracts are a kind of variable volume contract that permits the option
holder to repeatedly exercise the right to receive greater or smaller amounts
of energy, subject to daily as well as periodic constraints. The authors show
that hedging via swing options in the case of spiky, but back to normal re-
verting demand is more efficient than hedging via a series of European or a
set of American options.

3.3 Revenue Management

This section aims at introducing the field of revenue management by focus-
ing on those tools and concepts that are relevant to the subject of this thesis.
Recent overviews of the extensive body of literature on revenue manage-
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ment (RM) in theory and practice are provided by McGill and van Ryzin
(1999), Tscheulin and Lindenmeier (2003) and Talluri and van Ryzin (2004);
Weatherford and Bodily (1992) provide a comprehensive taxonomy and re-
search overview.

The field of revenue management subsumes approaches of dynamic and
simultaneous price and capacity management (Tscheulin and Lindenmeier
2003, p. 630) and originates from the passenger airline industry. In the liter-
ature, especially in early papers on the subject, revenue management is also
referred to as yield management. Some authors, though, have argued that the
term yield (meaning, as a technical term in the airline industry, the actually
obtained price) does not reflect the aspect of controlling price and quantity
simultaneously (Weatherford and Bodily 1992, p. 833) and therefore pre-
fer the term revenue (i.e., price and quantity) management. Today, the two
terms are considered synonymous (cf. McGill and van Ryzin 1999, p. 251).
Weatherford and Bodily (1992) have proposed the term perishable asset rev-
enue management (PARM) for the optimal revenue management of perishable
assets though price segmentation, which is thus explicitly not restricted to
the airline industry. In this thesis, the term revenue management is used,
without a specific industry context in mind.

3.3.1 Background

Revenue management techniques were first developed and applied in the
passenger airline industry, with American Airlines being one of the pio-
neers in the 1960s (cf. Smith et al. 1992). More and more airlines started
offering restricted fare products by the early 1970s, e.g., early-bird bookings
that enabled airlines to gain revenue from seats that otherwise – at full fare
– would have remained unsold (cf. McGill and van Ryzin 1999, p. 233 f.).
From this practice, the need arose to control the mix of fares sold for a par-
ticular flight (cf. Belobaba 1987, p. 63) and to protect seats for late booking,
full fare passengers. The class of optimization models concerned with this
problem is titled seat-inventory control. Before and independent of this devel-
opment, quantitative research had almost exclusively focused on the issue
of overbooking control, motivated by airlines that wanted to predict and an-
ticipate cancellations of bookings and no-shows of passengers (for greater
detail, see Sec. 3.3.3.4). The deregulation of the U.S. passenger airline indus-
try with regard to prices and schedules in 1979 further fueled research and
application of revenue management tools.

The understanding of airline revenue management prevailing today
comprises the entirety of these and other practices that are geared to-
wards “controlling the availability and/or pricing of travel seats in different
booking classes with the goal of maximizing expected revenues or profits”
(McGill and van Ryzin 1999, p. 250). More generally and holistically, Harris
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and Pinder (1995, p. 299) state that “the basis of revenue management is an
order acceptance and refusal process that integrates the marketing, financial
and operations functions to maximize revenue from pre-existing capacity”.

3.3.2 Criteria for Successful Applications

Harris and Pinder (1995), Kimes (1989), and Weatherford and Bodily (1992)
have identified several common characteristics of businesses and situations
in which revenue management is effectively applied:

1. Perishability. The product or service is non-storable and/or dated. If, in
the context of the passenger airline industry, a seat is empty when the
aircraft takes off, the revenue potential associated with this seat is lost
for good.

2. Fixed capacity. At least in the short run, capacity cannot be adjusted to
market demand. For example, when a flight is fully booked, an aircraft
cannot be enlarged or easily be replaced by a larger one. However, it
might exist some limited flexibility, e.g., of shifting passengers to a later
flight.

3. Low marginal cost, high fixed cost. Marginal sales cost of selling one extra
unit of inventory must be low, while capacity change costs are high; e.g.,
taking one additional passenger aboard is inexpensive, while providing
additional capacity is very expensive since it is associated with high
fixed cost.

4. Segmentable demand structures. The very idea of revenue management
is to segment customers by their respective marginal willingness-to-
pay. The product or service is then priced and marketed to each seg-
ment separately. In order to avoid dilution of the segments, i.e., to hin-
der price-insensitive customers from obtaining the product at the lower
price geared to price-sensitive customers, the market segments need to
be separable by geographic or demographic factors, by the time of pur-
chase, by imposing restrictions on the product (e.g., Saturday night stay
for discount airfares), or similar mechanisms.

5. Advance sales/bookings. Because booking patterns regularly correlate with
price differentiation, i.e., customers that book late are usually more
price-insensitive than customers to reserve capacity early in advance,
the capacity provider needs to track capacity bookings and has to trade
off the advantage that an advance sale assures capacity utilization with
the disadvantage that early commitment blocks capacity that potentially
can be sold later at a higher price.

6. Stochastic and fluctuating demand. If demand were deterministic and flat,
the capacity provider could adjust capacity to demand. In the presence
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Fig. 3.3. Generic structure of an integrated revenue management system

of demand uncertainty, revenue management enables companies to ex-
ploit revenue opportunities in times of high demand (by raising prices)
and to increase capacity utilization in times of low demand (by lowering
prices).

7. Historic sales data and demand forecasting. To realize the full benefits of
revenue management, companies need historic data and demand fore-
casts on which to build their decisions about allotment sizes, prices,
overbooking levels, etc.

3.3.3 Components of Revenue Management Systems

Revenue management systems serve the simultaneous control of price and
capacity. In an RM process, however, the control problem is usually di-
vided in multiple subproblems and solved sequentially (cf. Stuhlmann 2000,
p. 243, and Tscheulin and Lindenmeier 2003, p. 631). Fig. 3.3 gives an
overview of the generic structure of an integrated revenue management
system. The process can be divided into three parts: data input, forecast-
ing, and optimization. The optimization part comprises price and capacity
control, the latter being achieved by the application of models for inventory
control and overbooking. The contributions to the RM literature introduced
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in the following focus on forecasting, pricing, inventory control, and over-
booking.

3.3.3.1 Forecasting

Demand forecasts can be distinguished by their time horizon. Revenue man-
agement usually focuses on short-term forecasts, i.e., with regard to the time
horizon for which capacity is fixed. For an airline, this is usually the dura-
tion of a flight schedule (6–12 months). In the mid- and long-term, capacity
can be adjusted, e.g., in the mid-term by assigning differently sized aircraft
to different routes (cf. Berge and Hopperstad 1993) or by buying or leasing
additional aircraft (cf. Stonier 1999). Since the problem considered here is
situated within the short-term planning phase, such approaches are beyond
the scope of the thesis and are not considered in the following.

For short-term forecasting, the availability of historic and current book-
ing data as well as data on the historic cancellation and no-show behavior of
customers represent a prerequisite for forecasting demand by the targeted
market segments (see above, Sec. 3.3.2). According to Swan (2002), the most
common assumption about demand distributions in revenue management
systems is the normal distribution although it technically exhibits always a
chance of negative values which for demand in reality cannot exist. The au-
thor therefore suggests a combination of normal and Gamma models, which
so far has not been proposed for use in revenue management optimization
(ibid., p. 262). Swan (2002, p. 262) further notes that “bookings for total air-
plane loads [. . .] are either Normal or of such a high-order Gamma that
Normal is close enough”. Hence, for the model introduced in Chap. 4, the
assumption of normally distributed demand is maintained.

3.3.3.2 Pricing

The tariff structure in a RM system is based on the principle of (second- and
third-degree) price discrimination (cf. Pigou 1932; Talluri and van Ryzin
2004, p. 352 f.). Ideally, the seller first segments the market into groups of
customers by their respective price sensitivity and creates restrictions be-
tween the segments that prevent dilution (see above, Sec. 3.3.2). Then, the
seller establishes a price (fare) for each class of customers based on fore-
casted demand and allocates the fixed capacity among the fare classes. Over
the booking period, the price for each fare class may remain constant, how-
ever, fare classes may become unavailable if the capacity allocated to a fare
class is sold out. For the basic scenario with two market segments exhibit-
ing two different linear demand curves, Reece and Sobel (2000) provide a
graphic approach to determining the profit-maximizing price and capacity
share for two fare classes. In a more complex setting, Ladany and Arbel
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(1991) investigate the optimal market segmentation and pricing strategy for
passenger cabins on cruise liners.

Taking into account varying arrival patterns among customer segments,
Desiraju and Shugan (1999) derive strategic pricing recommendations and
argue that, going beyond the basic segmentation and pricing approach il-
lustrated by Reece and Sobel (2000), the success of a revenue management
approach also may depend on dynamic pricing. In the classic revenue man-
agement approach, price variations result only from controlling the avail-
ability of fare classes by closing (and potentially re-opening) fare classes
over the booking period. In contrast, dynamic pricing models the price for
each class as a function of time and directly adjusts prices at critical points
in time.

The first, classic approach – with a price menu and controlled by open-
ing and closing of fare classes – is sometimes referred to as quantity-based
revenue management, the second, dynamic-pricing approach as price-based rev-
enue management (Talluri and van Ryzin 2004, p. 20 f.). Quantity-based RM
usually requires a somehow differentiated product or service, respectively,
for each fare class, e.g., by introducing service classes like first, business, and
economy class or restrictions with regard to cancellation, changes in book-
ing, or length of stay. Price-based RM, however, may also be applied for a
homogenous, non-differentiated product as, e.g., offered by many low-cost
airlines, in retailing, or manufacturing.

With regard to the required product differentiation in the case of quan-
tity-based RM, Botimer and Belobaba (1999) provide a theoretical frame-
work that explicitly takes into account the degrading cost incurred by con-
sumers when accepting more restrictions and incorporates the diversion of
passengers to lower-priced fare products.

Feng and Xiao (2000a, b) determine the optimal timing of a seller who
offers a product at a predetermined set of multiple prices to change prices
monotonically, i.e., markup or markdown, based on the remaining season
and inventory. Similarly, Feng and Gallego (2000) investigate the optimal
timing of price changes from a finite number of allowable price paths, each
following a general Poisson process with Markovian time-dependent de-
mand intensities. A comprehensive overview on pricing models for revenue
management is provided by Bitran and Caldentey (2003).

In a multi-product environment, Maglaras and Meissner (2004) show
that the two approaches of a dynamic pricing strategy for each product
or of a dynamic rule to control capacity allocation if product prices are
fixed can be reduced to a common formulation that can lead to algorithmic
simplifications.

While RM usually assumes that the seller knows the demand distribu-
tion ex ante, Petruzzi and Dada (2002) relax this assumption and allow for
the seller to learn about demand parameters only over the selling season
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and identify updates of the seller’s subjective probability distribution of de-
mand as a factor that influences the optimal selling price over the selling
season.

3.3.3.3 Inventory Control

While the literature contributions introduced in the previous section are
primarily concerned with determining optimal prices for individual fare
classes, optimally selecting a price from a given price menu, or determining
the optimal timing for a price change, the contributions to the literature
reported on in the following usually take the set of fare products and prices
as given. Instead, inventory control focuses on allocating capacity to fare
classes, determining the optimal availability/non-availability policy for fare
classes, and thus on whether or not to accept or denying booking requests.

Classic seat-inventory control models for passenger airlines assign a
booking limit to each fare class that indicates the maximum number of seats
to be sold in the respective fare class (cf. Belobaba 1987) in order to limit
low-fare seats and protect seats for late booking customers in higher fare
classes. For a two-tiered pricing strategy with a discount-fare and a full-fare
class, Pfeifer (1989) presents an extended Newsboy model to determine the
optimal booking limit. With a similar setting, Belobaba (1989) reports on the
implementation of a computerized “Automated Booking Limit System” at
Western Airlines in 1987.

Fare classes can be modeled either nested or non-nested. In non-nested
systems, each fare class is separately assigned a number of seats. In nested
systems, bookings for high-margin classes are always accepted as long as
capacity is available in the high-margin class or in any lower-margin class.
Low-fare classes are thus nested into the high-fare classes such that the
highest fare class has access to the total seat inventory and lower fare classes
to a subset only. For a system with multiple nested fare classes, Brumelle
and McGill (1993) provide a model to determine the optimal seat allocation.
For two nested fare classes, Feng and Xiao (2000c) present an alternative
approach based on the theory of optimal stopping time for when to close
the low-price fare class as to assure a certain service level in the high-price
class.

An important limitation of the classic fare-class control models is that op-
timization is performed for each flight leg individually. However, an airline
is usually concerned with maximizing the revenue of its total network, es-
pecially when operating a hub-and-spoke network, but maximizing revenue
of each flight leg independently does not guarantee that total network rev-
enue is maximized (cf. Williamson 1988) because many passenger itineraries
involve more than one flight leg.
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To overcome this limitation, airlines have developed leg-based origin and
destination (O&D) control heuristics, which – though leg- and not network-
based – tries to give priority to bookings with itineraries/fares that have the
highest value contribution to the total network by redefining booking classes
as value classes according to their network value contribution (Belobaba
1998). Due to their computational complexity, network-based optimization
models have only recently become viable alternatives to such heuristics. For
a system with multiple origins, one hub, and one destination, Feng and Xiao
(2001) present a stochastic control model and develop optimal control rules.
Also for a multi-leg flight and a single-hub network, de Boer et al. (2002)
investigate the revenue impact of approximative, deterministic versus more
advanced, probabilistic demand models.

Instead of static booking limits as in classic RM models, inventory con-
trol is performed in these settings by the implementation of bid prices. Bid
prices are threshold values that represent the opportunity cost of selling one
unit of capacity. A product, be it a seat in a fare class on a one- or multiple-
leg itinerary or a hotel room for one or more consecutive nights, is only sold
if the offered or requested fare exceeds the sum of the threshold values of all
resources required for supplying the product, e.g., for all legs of an itinerary
(cf. Talluri and van Ryzin 1998, 1999).

Bitran and Caldentey (2003), however, show that bid-price policies are
generally suboptimal, but (in line with Cooper 2002) asymptotically op-
timal as capacity increases. Bertsimas and Popescu (2003) investigate the
optimal capacity allocation in a network environment with multiple fare
classes and use a new algorithm based on approximate dynamic program-
ming for which they report that it leads to higher revenues and more robust
performance than bid-price control.

Recent publications explicitly model the consumer behavior and its ef-
fects on demand for certain fare-type products. Zhao and Zheng (2001) show
that demand is not only affected by a fare’s current availability but also by
the possibility of its availability in the future. Talluri (2004) specifies the
probability of purchase as a function of the set of the fare menu offered by
the seller and dynamically determines the optimal fare menu at each point
in time.

A revenue management approach different from the traditional ap-
proach with price menu and capacity controls is presented by Vulcano et al.
(2002). In a multi-period setting, a seller faces a random number of buyers
per period. Each buyer bids in a dynamic auction for the capacity, thereby
facing competition from other buyers in the same period and from buyers in
subsequent periods through the opportunity cost of capacity assessed by the
seller. Vulcano et al. (2002) show that the auction mechanism outperforms
the traditional RM approach in the case of a moderate number of periods
and moderate sales volume.
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Anderson et al. (2004) likewise present a novel revenue management ap-
proach based on real options. In the context of a car rental firm, the authors
model the firm’s decision of accepting or not accepting a booking at a spe-
cific rate and point-in-time as the exercise decision of a “swing” option and
determine that way both the firm’s optimal car rental strategy and the value
of the car rental business to the firm.

3.3.3.4 Overbooking

Managing capacity utilization in the airline industry is aggravated by can-
cellations and no-shows6 of passengers. Smith et al. (1992, p. 11) state that,
“on average, about half of all reservations made for a flight are canceled or
become no-shows”. Starting in the 1960s, airlines have countered cancella-
tions and no-shows by overbooking, i.e., by accepting a higher number of
reservations than seats are available. The crucial question is to what extent
an airline should overbook each particular flight. On the one hand, empty
seats mean an opportunity cost to the airline. For instance, American Air-
lines estimates that about 15% of seats would remain unused on flights sold-
out at departure and an even higher percentage on flights sold-out before
departure (Smith et al. 1992, p. 9). On the other hand, overbooking entails
the risk of overselling, i.e., more passengers actually showing-up than seats
are available, and thus compensation and loss-of-goodwill cost. Overbook-
ing models essentially trade-off the cost of overbooking and under-utilized
capacity (see Fig. 3.4).

The earliest formal overbooking models date back to Beckmann (1958)
who determines in a static approach the optimal overbooking level in a
single-fare-class setting. A general, non-industry-specific formulation of this
setting and modeling approach present Bodily and Pfeifer (1992). In con-
trast to static approaches that determine the overbooking level once, dy-
namic models recalculate and adjust the overbooking level over the booking
period. Though such approaches probably suit better the dynamic nature
of the real-world problem, they are also more complex, which may hin-
der their real-world implementation (cf. Tscheulin and Lindenmeier 2003,
p. 642 f.). For the single-fare-class setting, Chatwin (1998) presents a multi-
period overbooking model, which is extended in Chatwin (1999) to allow for
time-dependent fares. Chatwin (1996) develops an overbooking model for
a multiple-fare-class setting. Also for many (substitutable) inventory classes
but in a two-period setup, Karaesmen and van Ryzin (2004) show that the
overbooking level in one reservation class decreases in the number of book-
ings for other reservation classes and derive joint optimal overbooking lev-
els.

6 A passenger who does not cancel his or her booking but does not show-up to
honor the reservation at the day of departure is considered a no-show.
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Fig. 3.4. Cost trade-off for overbooking (schematic). Overbook-
ing cost include refunds, compensations, as well as cost of good-
will loss.

3.3.4 Implementation and Impact

Besides work published on the actual optimization components at work in a
revenue management system, a part of the literature focuses on implemen-
tation issues and the impact of revenue management both on the seller’s
financial performance and the buyer’s perception.

The financial benefits from the implementation of revenue management
systems for passenger airlines are reported to amount to an increase of 3–
7% in revenue and a 50–100% increase in profit (Smith et al. 1992; Cross
1998). According to Smith et al. (1992, p. 25), American Airlines increased
revenues by $225 million only from overbooking in 1990.

Lahoti (2002b) focuses on the implementation of revenue management
systems and stresses the necessity of management commitment for a suc-
cessful implementation. Smith et al. (2001) describe the prospects of airline
marketing and the opportunities for revenue management resulting from
using internet platforms in business-to-business and business-to-consumer
relationships. Going one step further, Toh and Raven (2003) propose an in-
tegrated internet marketing strategy that puts the airline’s revenue manage-
ment activities at the center while embracing all marketing and customer
relationship management activities in order to archive RM goals in consis-
tency with consumer needs.
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Fig. 3.5. Typical pricing and duration positioning of selected service industries

Consistency with consumer needs is an important issue because it has
been shown by other authors that the application of revenue management
techniques may be perceived as unfair by consumers. Kimes and Wirtz
(2003) investigate in the context of restaurant revenue management the per-
ceived fairness of demand-based pricing and point out that some price
fences, e.g., price differentiation by table location, are perceived less fair
than others, e.g., couponing and time-of-day pricing. Comparing the hotel
and airline industry, Kimes (1994) finds that the acceptance of RM practices
among airline passengers is higher than among hotel guest and attributes
this finding to the longer history of RM in the airline industry. In a follow-
up study, Kimes (2002) ascertains an equal level of customer perception of
demand-based pricing policies in both industries. In addition, Kimes (1994)
emphasizes that customers view information on pricing options as essential
and that they are willing to accept reasonable restrictions on a product or
service when they are offered a price discount in exchange.

3.3.5 Areas of Application

Because revenue management originated from the passenger airline indus-
try, the majority of publications has developed in this field. However, rev-
enue management principles can in general be applied in industries that
show the characteristics enumerated in Sec. 3.3.2.
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Depending on the nature of the service industry, though, different RM
tools have proven more effective than others. Kimes and Chase (1998) iden-
tify two characteristics of a service offering – pricing flexibility and duration
predictability – depending on which two strategic levers of revenue manage-
ment – price management and duration (or inventory) control – should be
applied to a greater or lesser extent. Industries that are apt to the applica-
tion of RM can be classified on the basis of their use of the two strategic
levers (see Fig. 3.5). Passenger airlines, as discussed above, exhibit a wide
set of prices but offer a service whose duration, i.e., length of customer use,
is clearly predictable and are thus located in Quadrant 2. The emphasis in
the application of RM tools is thus on pricing and inventory control, as dis-
cussed in Sections 3.3.3.2 and 3.3.3.3. In contrast, the duration of the service
offered by a restaurant is unpredictable and prices are usually fixed (Quad-
rant 3), making duration control, i.e., pacing and prediction of customer
arrivals and length of stay, the predominant lever for revenue management.

Partly due to its similarity with the passenger airline industry (Quadrant
2), an area that has early caught the attention of RM researchers is the hotel
and lodging industry. An analysis of RM systems in UK hotels is presented
by Jones (1999). Kimes (2003) summarizes the genesis of RM in the hotel
industry. In analogy to the above discussion of bid prices in the airline in-
dustry, Baker and Collier (2003) investigates bid-price methods, which they
claim to represent the current standard in the hotel industry, and develop a
price setting method that the authors report to be superior to bid prices.

Carroll and Grimes (1995) describe the introduction of a revenue man-
agement system at a car rental company. The significance of RM given the
high-fixed-cost, utilization-driven structure of the car rental industry is un-
derlined by Geraghty and Johnson (1997) who report on the turn-around of
almost bankrupt National Car Rental driven by applying RM techniques.

Other areas, which RM has successfully been applied to, include restau-
rants (Kimes et al. 1998), contract manufacturing (Harris and Pinder 1995),
broadcasting (advertising slots) (Cross 1997, p.150), telecommunication com-
panies (Humair 2001), internet service providers (Nair and Bapna 2001),
non-profit companies (Metters and Vargas 1999), golf courses (Kimes 2000),
passenger railways (Ciancimino et al. 1999), and cruise liners (Ladany and
Arbel 1991). The application of RM in the air cargo industry is discussed
separately in the following section.

3.3.6 Air Cargo Revenue Management

The application of revenue management techniques is a relatively recent de-
velopment in the air cargo industry: “Very little attention was paid to rev-
enue management for cargo airlines until a few years ago,” note Herrmann
et al. (1998a, p. 392). Talluri and van Ryzin (2004, p. 563) describe the use
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of RM in air cargo at present as “rather sporadic”. Holloway (2003, p. 572)
cites the following reasons for the air cargo industry adopting RM relatively
late: short booking cycles, multi-dimensional nature of freight shipments,
widespread-use of negotiated rates (contracts), uncertainty of cargo capac-
ity on passenger flights, and the fact that spot prices on routes with excess
output of cargo space often undercut contract rates. Talluri and van Ryzin
(2004, p. 563 f.) emphasize the long-term nature of customer relationships
and the fact that the bulk of space is sold under long-term contracts to few
important customers as reasons for air cargo RM lacking the sophistication
of passenger airline RM.

The body of literature that specifically deals with revenue management
in air cargo is rather small – especially with regard to scientific papers pub-
lished in scholarly journals. The major contributions in the latter are briefly
summarized in the following.

Kasilingam (1996) first tapped the field of air cargo revenue manage-
ment by comparing the business of passenger airlines with cargo carriers
and discussing the characteristics and complexities of revenue management
in the airfreight business. According to Kasilingam, four important differ-
ences distinguish cargo and passenger revenue management: uncertainty
of capacity, three-dimensionality of capacity (weight, volume, and number
of container positions), itinerary control (cargo can be shipped on any route
within a cargo carrier’s network), and allotments. With regard to the practice
of reserving allotments for big customers (major shippers and forwarders),
the author notes that “this practice requires decision support to identify the
flights for which allotments need to be set up and the amount of allotment
space.” (ibid., p. 38). Kasilingam also describes the cargo revenue manage-
ment process and identifies four important steps:

1. The airline needs to forecast the cargo capacity available for sale (for
cargo capacity on passenger aircraft).

2. Space for allotments is allocated, based on demand, allotment profitabil-
ity, and anticipated spot market sales.

3. The remaining capacity (forecasted capacity less allotments) is over-
booked to compensate for cancellations and no-shows.

4. The overbooked capacity is allocated to different market segments
(buckets) and products so that total cargo revenue is maximized. (Ibid.,
p. 38.)

These generic steps are also reflected by the procedure at LCAG described in
Sec. 2.2.3. The model and its extensions introduced in Chapters 4 and 6 will
focus on the second and third step of this framework. With regard to the
third and fourth step, Kasilingam (1996) introduces a model for air cargo
overbooking with stochastic capacity and a bucket allocation model. This
overbooking model is extended in Kasilingam (1997) to allow for continuous
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distributions of capacity and solved exemplary for a discrete distribution
and the (continuous) uniform distribution.

More recently, Slager and Kapteijns (2004) have described the implemen-
tation of cargo revenue management at KLM Royal Dutch Airlines, starting
in the mid-1990s. Like LCAG (see Sec. 2.2.3), KLM divides capacity sales
into sales on the basis of contracts (termed “guaranteed capacity contracts”
at KLM) and “free-sales” (termed “R/R”) (ibid., pp. 83 f.). Overall, Slager
and Kapteijns postulate a rather pragmatic approach to revenue manage-
ment and the implementation of a basic set of processes and tools.

DeLain and O’Meara (2004) explore the expected return from an air
cargo carrier’s investment into a revenue management programme and
identify the carrier’s size (in terms of annual revenue) and route mixture as
important criteria for the value of such an investment. For the air cargo car-
rier considered by DeLain and O’Meara, the expected total annual revenue
increase from the application of revenue management techniques amounts
to $5.3m or 3.2% of revenues.

The rather managerially than scientifically focused literature has just re-
cently paid more and more attention to (air) cargo revenue management.
With regard to the subject of this thesis, the following contributions are es-
pecially relevant:

Pompeo and Sapountzis (2002) note that the performance in the freight
industry has consistently underperformed the S&P 500 in the second half
of the 1990s. The authors argue that the introduction of “risk and revenue
management could provide the boost the industry needs” (ibid., p. 90). With
regard to market segmentation strategies like LCAG’s product offering (see
Sec. 2.2.1), Pompeo and Sapountzis (2002, p. 97) report that “one leading
air cargo carrier increased its yield by about 5 percent from 1995 to 1998
while the average industry yield fell by 15 percent.” The authors also stress
the negative impact of contract anomalies (see also p. 18) and price uncer-
tainty. Price swings create gaps between spot and contract prices that give
customers an incentive to default from capacity contracts (ibid., p. 93). Pom-
peo and Sapountzis advocate spreading risk more evenly between shippers,
forwarders, and carriers. Furthermore, they postulate carriers offering “a
discount for forward contracts they can interrupt if spot prices soar” (ibid.,
pp. 94 f.).

Ott (2003) likewise advocates risk-sharing in the carrier-forwarder rela-
tionship: “Risk sharing is essential in this area of high economic pressure
and war threats, if for no other reason than the long-term survivability of
cargo operations” (ibid., p. 49). However, with regard to the trend to reserv-
ing space in advance to share capacity utilization risk, the author reports
scepticism that forwarders will change “the practice of bidding for cargo
space in the closing days and hours prior to a cargo aircraft departure”
(ibid., p. 48) because of the high market power of forwarders.
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In a survey article, Herrmann et al. (1998a) discuss the influencing pa-
rameters on air cargo revenue management, under which they subsume
capacity contracts and pricing, and identify overbooking, fare mix, and up-
grading as most important instruments.7 Herrmann et al. (1998a, p. 399)
identify demand, capacity, cost, and competition as primary factors that in-
fluence the price of airfreight capacity. With regard to market segmentation,
Herrmann et al. argue that price and time sensitivity represent the main
segmentation criteria. Customers who need to ship cargo suddenly and as
fast as possible or shippers with high-value freight are usually price insen-
sitive. Those who are able to foresee their need for air cargo and thus book
well in advance are usually price sensitive (Herrmann et al. 1998a, p. 393).

Lahoti (2002a) discusses challenges and shortcomings of current revenue
management systems in air cargo revenue management. As challenges La-
hoti identifies among others “to allot space for long-term contracts vs. spot
sales based on supply and demand”, “to price different product configura-
tions under long-term or spot conditions to maximize revenues based on
capacity, demand, and price elasticity”, and “to optimize overbooking to
minimize service failure cost.”

To conclude, the majority of the authors agree that though airfreight ful-
fills the criteria for a successful application of revenue management (see
Sec. 3.3.2), that one of the important additional challenges for air cargo rev-
enue management is constituted by allotments and the existence of long-
term contracts. However, analytic models that incorporate this specific re-
quirement are rare. This work aims at narrowing this gap in the literature.
It tackles the issue of how to integrate allotments into the revenue man-
agement process and models the building of allotments for contract and
spot market and pricing of capacity contracts. Thereby, the model presented
in this work goes beyond current market practice by integrating capacity-
option contracts into the revenue management process.

7 The text at hand, in line with the academic literature, follows a more holistic line
of definition and understands capacity contracts and pricing as integral parts of
a company’s revenue management system rather than influential parameters.
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Capacity-Option Pricing Model

This chapter contains the formulation of a two-period model with an inter-
mediary and an asset provider who interact with each other in a contract
market and with other buyers and sellers in a subsequent spot market for
airfreight capacity. First, in Sec. 4.1, an overview of the model formulation
and setup is provided. Sec. 4.2 details and discusses the underlying assump-
tions. Then, the decision problems of the market participants are presented
and optimal policies derived (Sec. 4.3 and 4.4).

4.1 Model Overview and Setup

The model considers one asset provider and one intermediary. The asset
provider A offers transport capacity K on a specific route at a specific date
in the future. The capacity is fixed, known, and divisible. Per unit of capac-
ity, the asset provider incurs a fixed cost of f . He can sell the capacity or a
portion of it upfront – on the contract market long before the date of trans-
port – to the intermediary I and the remainder on the spot market shortly
before the date of transport. If the asset provider sells on the spot market,
he is paid the (uncertain) spot price s̃ per capacity unit and incurs a cost
t.1 If he sells on the contract market, he is paid a price of r and incurs a
cost of c for every capacity unit that is reserved by the intermediary. If the
intermediary actually calls on the reserved capacity on the day of transport,
he pays the asset provider a price of x who then incurs a cost of v. Note
that when x = 0, r can be thought of as the “wholesale” price (then denoted
by w) and the contract between the intermediary and the asset provider as
a fixed-commitment (forward) contract. When x > 0, the contract can be

1 In the following, a tilde (˜) on a variable or function indicates a stochastic variable
or a function of a stochastic variable.
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Fig. 4.1. Participants in contract and spot market

thought of as an option contract with a reservation fee of r and an execution
fee of x.

The intermediary can procure capacity on the contract market from the
asset provider or on the spot market from any other spot market seller.
He bundles the capacity with additional services of his own and sells this
service bundle to end customers at price p which is a function of his pro-
curement cost and markup λ, i.e., p = p(r, x, λ). He faces uncertain, price-
dependent demand D̃C(p) from end customers. In the contract market, the
asset provider thus faces demand D̃C from the intermediary. Demand D̃S
from other buyers on the spot market that the asset provider faces is in-
dependent and uncertain (see below, Sec. 4.2.2), with FS(D̃S) and fS(D̃S)
denoting the cumulative distribution function and distribution density func-
tion of D̃S, respectively. (The market structure is depicted in Fig. 4.1.)

The sequence of events is the following (see Fig. 4.2): First, in the con-
tract market phase, the asset provider announces r and x and the interme-
diary decides on the number of capacity units to reserve (denoted by N).
The subsequent spot market phase is split into two parts, the booking and
the execution phase. During the booking phase, the intermediary collects
bookings from end-customers and can book additional capacity on the spot
market. The asset provider offers up to B capacity units (in the following,
B is referred to as the booking limit) on the spot market and receives up to
M̃ bookings (with M̃ ≤ B). During the execution phase – at the date of
transport, say –, demand D̃i (i = C, S) and spot price s̃ are realized and the
intermediary informs the asset provider of the number of reserved capacity
units he calls on, i.e., executes (denoted by Ẽ with Ẽ ≤ N). Likewise, spot
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market buyers who have placed a booking with the asset provider during
the booking phase show up to honor their bookings. (Table 4.1 summarizes
the notation introduced so far).

For the time being, it is assumed that the asset provider only offers the
non-reserved capacity in the spot market, i.e., B = K − N. This assumption
is relaxed in Sec. 6.3, allowing for B > K − N and thus overbooking of
capacity.

4.2 Assumptions

4.2.1 Market Structure

The analysis in the contract market is limited to one seller and one buyer.
However, competition by other sellers is included indirectly via the de-
mand function (see below). The extension of the model to multiple buy-
ers is straight forward: The current single buyer can be interpreted as the
aggregation of all buyers without changing the seller’s profit function.

The spot market is assumed to be perfectly competitive with a large
number of buyers and sellers who individually act as price takers.

Asset provider and intermediary are risk neutral and maximize expected
profits. The effect of discounted cash flows is ignored. These assumptions
follow the vast majority of the operations research literature on revenue
management (cf. Weatherford and Bodily 1992; Feng and Xiao 1999).
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Table 4.1. Overview of model variables and functions introduced so far

Variable Description

D̃C Contract market demand faced by intermediary and asset provider
D̃S Spot market demand faced by the asset provider
Ẽ Number of called-on reservations
K Total capacity
B Maximum number of spot market bookings A is willing to accept (booking

level)
M̃ Actual number of spot market bookings received by A (spot market sales)
N Number of capacity units reserved by I
c Cost incurred by A per reserved capacity unit (reservation cost)
f Cost incurred by A per capacity unit (fixed cost)
r Price for reserving one capacity unit (reservation fee)
s̃ Price for one capacity unit in the spot market (spot price)
t Cost incurred by A per capacity unit sold in spot market (spot cost)
v Cost incurred by A per called-on reserved capacity unit (execution cost)
w Price for one capacity unit in the forward-contract market
x Price for calling on one reserved capacity unit (execution fee)
λ Intermediary’s markup

4.2.2 Supply and Market Demands

The capacity supply in the spot market is unlimited, i.e., for the spot price
of s̃ per capacity unit the intermediary can always buy any amount of ca-
pacity. Likewise, the asset provider can sell capacity at s̃ in the spot market,
however only up to the amount of the minimum of demand D̃S (see below)
and his total capacity K.

The demands in spot and contract market are independent. This assump-
tion is a simplification that many revenue management models revert to (cf.
Weatherford and Bodily 1992; Tscheulin and Lindenmeier 2003). However,
with regard to the market characteristics and participants as introduced in
Sec. 2.2 it can be justified to regard these markets as sufficiently separated
because the market structure differs (see the preceding section) and the as-
set provider aims at serving different market segments with different price
sensitivities.

The demand function in the contract market is

D̃C(p) = a − bp + ε̃ (4.1)
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with a > 0, b ≥ 0 and with ε̃ being normally distributed with mean E [ε̃] = 0
and standard deviation σε̃, i.e., ε̃ ∼ N(0, σ2

ε̃ ).2 In the linear demand function
in (4.1), the ordinate intercept a can be interpreted as the maximum market
size, i.e., the demand that could be generated if the price were 0; slope −b
measures the rate of change in market demand with respect to a change in
price; the stochastic error term ε̃ introduces uncertainty into the demand
function (cf. Mills 1959; Lau and Lau 1988).

It follows that D̃C is also normally distributed with mean and standard
deviation

μD̃C
= E [a − bp + ε̃] = a − bp and σD̃C

= σε̃, (4.2)

respectively. The distribution density function fC(D̃C) and cumulative dis-
tribution function FC(D̃C) are thus functions of p.

The portion of spot market demand that the asset provider sees is de-
noted by D̃S and is normally distributed with mean μD̃S

and standard de-
viation σD̃S

. It is assumed that this portion of total demand is independent
of the current spot price s̃ (see below, Sec. 4.2.3). This assumption is further
discussed in Sec. 6.2.1.

Both in contract and spot market, demand represents the sum of de-
mands from a large number of customers. In the contract market, these
are the (limited) number of end customers of the intermediary, in the spot
market the (very large) number of spot market buyers.3 Following the ar-
gumentation in Porteus (1990, p. 613), aggregated demands then are, due
to the Central Limit Theorem, approximately normally distributed. Though
technically a normal distribution implies a small chance that demand is
negative, demands are assumed to be nonnegative, so that F(D̃i) = 0 for
D̃i < 0 with i = C, S. The probability of negative demand depends on
the coefficient of variation sigmai/μi. By keeping σi/μi sufficiently small,
the chance of negative demand can be kept negligibly small, e.g., for
sigmai/μi = 1/3, the chance of negative demand is 0.135%. Lau (1997, p. 560)
suggest sigmai/μi < 0.3 to keep the negative tail negligible. For the model
at hand, let μi ≥ 3σi (with i = D̃C, D̃S, s̃). The assumption of normally dis-
tributed demand is widely used in supply-contract (cf. Tsay et al. 1999) and
revenue management models (cf. Swan 2002).

4.2.3 Prices and Costs

The asset provider sets the prices r, x in the contract market. The spot market
price s̃, however, is influenced neither by the asset provider nor the inter-

2 The expected value of a variable or function is denoted by E [·].
3 The assumption with regard to the number of spot market buyers can be thought

of as reflecting the situation where the asset provider sells capacity (also) via a
B2B marketplace.
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mediary but is a random variable. The cumulative distribution function of s̃
is denoted by G(s̃), the probability density function by g(s̃). The spot price
s̃ is assumed to be strictly positive, so that G(s̃) = 0 for s̃ ≤ 0, and follows
a normal distribution with mean μs̃ and standard deviation σs̃. Again, to
keep the chance of a negative spot price under this type of distribution neg-
ligibly small, the coefficient of variation μs̃/σs̃ needs to be sufficiently small
(see above). The assumption of a stochastic spot price captures the price
uncertainty in the airfreight market as described in Chap. 2 that stem from
both macroeconomic dynamics (see Sec. 2.1.2) and from short-term devel-
opments on a microeconomic level, e.g., ad hoc deals and dynamic pricing
(see Sec. 2.2.3).

To determine his resell price p, the intermediary adds to his capacity
procurement cost a fixed4 amount of λ (with λ ≥ 0) which covers his cost for
value-adding services and profit. For simplicity and clarity of the exposition,
it is assumed that the intermediary prices his services at

p = r + x + λ. (4.3)

The assumption here is that the majority of the intermediary’s business
happens also on the basis of long-term agreements, e.g., with the interme-
diary taking on the role of a third-party logistics (3PL) provider for his end
customers (see Sec. 2.2). The simplest case of a 3PL contract is a price-only
contract. It is assumed that the intermediary closes such contracts with his
end-customers featuring the price p. Once a contract has been signed, the
intermediary is bound to the contract and cannot turn down demand from
end customers. If the demand from end customers exceeds the amount of
capacity the intermediary has in turn reserved with the asset provider, he
purchases additional capacity on the spot market. To keep the model within
a reasonable scope, it is assumed that the intermediary does so at his own
risk, i.e., p is a function of the prices within the capacity contract with the
asset provider only and not of the spot price.

The variable costs c, v, t incurred by the asset provider are assumed non-
negative and given. The variable transport cost on the basis of a spot market
purchase is at least as high as the total variable cost on the basis of a capacity
contract, i.e., t ≥ c + v. Note that the variable cost of accepting a reserva-
tion c will be (close to) zero for many real-life applications, however it is
included to allow for analysis of the influence of the cost structure on the
model solution.

The salvage value of excess reservations is zero, i.e., if the intermediary
does not face sufficient demand to fill the reserved capacity he has placed

4 Using a relative, e.g., percentage, markup (p = (1 + λ)(r + x)) does not struc-
turally change the results of the model.
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with the asset provider, the reservations expire at no value. By assumption,
the possibility to resell reservations on the spot market is excluded.

To avoid economically non-meaningful results, it is necessary to assume
that the execution fee is positive, i.e, x ≥ 0. If one allowed for negative
values of x, the buyer would (if x < 0) always exercise all reservations
since he would earn −x per unit without incurring any cost. The execution
policy would thus be deterministic and, in the absence of any time value of
money (see Sec. 4.2.1), would de facto equal a fixed-commitment contract
with w = r − (−x).

4.3 The Intermediary’s Problem

The intermediary and asset provider interact in a Stackelberg-like game.
First, the asset provider as the Stackelberg leader announces r, x, then the
intermediary as the follower decides on the amount N of capacity to reserve.
After demand and spot price uncertainty have resolved, the intermediary
decides on the number of reservations to call on Ẽ. The structure of the fol-
lowing analysis is reverse: First, the two-stage problem of the intermediary
is presented and solved in the first stage for the optimal consumption pol-
icy and then for the optimal reservation policy, contingent on r, x. Then (see
Sec. 4.4), the asset provider’s optimal pricing policy is derived, contingent
on the intermediary’s reservation policy.

The intermediary’s objective in the first-stage problem is to maximize
profit, denoted by P̃I , by choosing the optimal amount Ẽ of reservations
to call on (exercise) given the realizations of contract market demand D̃C
and spot price s̃. Since the intermediary by assumption (see Sec. 4.2.3) fills
all demand, the decision on Ẽ contains the decision on the number of spot
market purchases (D̃C − Ẽ if D̃C > Ẽ). The problem formulation is:

max
Ẽ

P̃I = max
Ẽ

pD̃C − rN − xẼ − s̃(D̃C − Ẽ)+ (4.4)

s. t. N ≥ Ẽ, (4.5a)

Ẽ ≤ D̃C, (4.5b)

Ẽ ≥ 0. (4.5c)

Lemma 4.1. For x > 0, the number of reservations Ẽ that are called on is:

Ẽ =

{
min(D̃C, N) if 0 < x ≤ s̃,
0 if x > s̃.

(4.6)

Proof. The constrained problem in (4.4) can be solved by applying the Kuhn-
Tucker theorem (cf. Bertsekas 1999, p. 310). The Lagrangian is:
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L = pD̃C − rN − xẼ − s̃(D̃C − Ẽ) + �1(N − Ẽ) + �2(D̃C − Ẽ) + �3Ẽ (4.7)

The first order conditions are:

∂L
∂E

= −x + s − �1 − �2 + �3 = 0, (4.8a)

�1(N − Ẽ) = 0, (4.8b)

�2(D̃C − Ẽ) = 0, (4.8c)

�3Ẽ = 0. (4.8d)

Furthermore, it must hold true that

�1 ≥ 0, �2 ≥ 0, �3 ≥ 0, (4.8e)

N − Ẽ ≥ 0, D̃C − Ẽ ≥ 0, (4.8f)

Ẽ ≥ 0. (4.8g)

The case �1 = 0, �2 = 0, �3 > 0 gives the solution Ẽ = 0 with x > s̃. The
case �1 > 0, �2 = 0, �3 = 0 yields Ẽ = N with D̃C > N and s̃ > x; �1 = 0,
�2 > 0, �3 = 0 yields Ẽ = D̃C with D̃C < N and s̃ > x. ��

As by intuition, the intermediary will thus only honor his reservations
if s ≥ x, else he will shift his capacity procurement to the then cheaper spot
market.

For the special case of a fixed-commitment contract, where x = 0, the
intermediary is assumed to make use of as many reservations as needed,
i.e., Ẽ = min(D̃C, N) for x = 0.

The second-stage problem of the intermediary is to determine the op-
timal number of reservations N∗, given the prices r and x, but with un-
certainty with regard to contract market demand D̃C and spot price s̃. The
intermediary’s objective is to maximize expected profit, for notational con-
venience denoted by ΠI ≡ E[

P̃I
]
. The problem formulation is:

max
N

ΠI = max
N

E[
pD̃C − rN − xẼ − s̃(D̃C − Ẽ)+]

. (4.9)

The expression for ΠI in (4.9) can be rephrased using (4.6). Building
expectations then results in:
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ΠI =pE[
D̃C

]− rN − E[
D̃C

] x∫
0

s̃g(s̃)ds̃ −
∞∫

x

xg(s̃)ds̃

N∫
0

D̃C fC(D̃C)dD̃C

−
∞∫

x

xg(s̃)ds̃

∞∫
N

N fC(D̃C)dD̃C −
∞∫

x

s̃g(s̃)ds̃

∞∫
N

(D̃C − N) fC(D̃C)dD̃C

(4.10)

With
∫ ∞

x s̃g(s̃)ds̃ = E [s̃] − ∫ x
0 s̃g(s̃)ds̃ (and accordingly for fC(D̃C)), this can

be rewritten as:

E [ΠI ] =(p − E [s̃])E[
D̃C

]− rN (4.11a)

+
∞∫

x

(s̃ − x)g(s̃)ds̃

⎡
⎣ N∫

0

D̃C fC(D̃C)dD̃C +
∞∫

N

N fC(D̃C)dD̃C

⎤
⎦

=(p − E [s̃])E[
D̃C

]− rN + E[
(s̃ − x)+] E[

min(D̃C, N)
]

(4.11b)

Theorem 4.1. The optimal number of reservations N∗ purchased by the intermedi-
ary is:

N∗ =

{
F−1

C

[
1 − r

E[(s̃−x)+]

]
if E [(s̃ − x)+] ≥ r,

0 else.
(4.12)

Proof. Differentiating (4.11a) with respect to N and applying Leibniz’ rule
yields:

∂ΠI
∂N

= −r + [1 − FC(N)]
∞∫

x

(s̃ − x)g(s̃)ds̃ (4.13)

Rearranging terms and setting ∂ΠI/∂N = 0 (first order condition) re-
sults in the following condition for the optimal number of reservations N∗:

FC (N∗) =
∫ ∞

x (s̃ − x)g(s̃)ds̃ − r∫ ∞
x (s̃ − x)g(s̃)ds̃

=
E [(s̃ − x)+] − r
E [(s̃ − x)+]

(4.14)

Simplifying and taking the inverse function of FC yields (4.12).
For N∗ to maximize ΠI , it must be that ∂2ΠI/∂N2 < 0 (second order

condition). With

∂2ΠI

∂N2 = − fC(N)
∞∫

x

(s̃ − x)g(s̃)ds̃ (4.15)

this holds true for
∞∫
x
(s − x)g(s)ds > 0 since fC(N) > 0 by definition. ��
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The result in (4.14) corresponds to the solution of the standard Newsboy
model (see Sec. 3.2.1.1) with underage cost cu = E [(s̃ − x)+]− r and overage
cost co = r. In the following, E [(s̃ − x)+] will be referred to as the expected
spot market premium because it represents the price premium the intermedi-
ary expects to pay when procuring capacity from the spot market instead
of using reserved capacity. If the intermediary has reserved less capacity
than the demand by his end customers turns out to be, he incurs a shortage
cost which is equal to the expected spot market premium less the reserva-
tion fee. If he has reserved more capacity than actually needed, he loses the
reservation fee r on each excess capacity unit.

The condition E [(s̃ − x)+] ≥ r in (4.12) represents the intermediary’s
participation constraint in the contract market. Only if the expected spot
market premium is greater than the out-of-pocket expense for the reser-
vation fee, the intermediary will reserve capacity. From the intermediary’s
point of view, paying the reservation fee can thus be interpreted as a hedge
against the uncertainty of the spot market premium.

In the standard Newsboy model, the probability FC(N∗) is called the
buyer’s optimal service level. Here, it is the – for the intermediary – optimal
probability that the reserved capacity N∗ accommodates the entire demand
from end customers.

Corollary 4.1. The intermediary’s expected profit ΠI is concave in N.

Proof. The second derivative of ΠI with respect to N as in (4.15) is negative
as shown in the proof to Theorem 4.1 ��

There exists a unique value N∗ that maximizes the intermediary’s ex-
pected profit. Deviating from N∗ by ordering less or more than N∗ will lead
to lower expected profit.

In order to calculate N∗, define zN ≡ (N∗ − μD̃C
)/σD̃C

and zx ≡ (x −
μs̃)/σs̃ (see also Sec. A.1). Let ϕ(·) and Φ(·) denote the probability density
and cumulative distribution function of the standard normal distribution,
respectively, and L(·) denote the standard normal loss function as defined
in (A.10). Then N∗ can be calculated by reformulating (4.12) as

N∗ = μD̃C
+ zNσD̃C

with zN = Φ−1
[

1 − r
σs̃L(zx)

]
(4.16)

Lemma 4.2. N∗ is decreasing in r and x.

Proof. Let N∗ > 0. For the lemma to hold, the partial derivatives of N∗ with
respect to r and x must be < 0. Because of (4.2) and (4.3) it is F(D̃C) =
F

(
D̃C(r, x)

)
. Differentiating (4.16) and applying the relation in (A.7) yields:
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∂N∗

∂r
= −

[
σD̃C

ϕ(zN)σs̃L(zx)
+ b

]
(4.17a)

= −
[

1
fC(N∗)E [(s̃ − x)+]

+ b
]

< 0 (4.17b)

and

∂N∗

∂x
= −

[
σD̃C

[1 − Φ(zN)][1 − Φ(zx)]
ϕ(zN)σs̃L(zx)

+ b

]
(4.18a)

= −
[
[1 − FC(N∗)][1 − G(x)]

fC(N∗)E [(s̃ − x)+]
+ b

]
< 0 (4.18b)

Since b > 0 by definition, it follows that −b < 0. Since fC(N∗) > 0
by definition and E [(s̃ − x)+] > 0 if r > 0, the denominator in (4.17b) and
(4.18b) is positive. Since the numerator in (4.17b) is strictly negative, it fol-
lows that ∂N∗/∂r < 0. In (4.18b), it is 1 − FC(N∗) > 0 and 1 − G(x) > 0,
thus the numerator is negative and it follows that ∂N∗/∂x < 0. ��

4.4 The Asset Provider’s Problem

The asset provider’s profit is denoted by P̃A, the expected profit is E[
P̃A

]
=

ΠA. His decision problem is to choose the optimal combination of (r, x) that
maximizes total expected profit under uncertainty with regard to the spot
price as well as demand in contract and spot market. The formulation of the
optimization problem is:

max
r,x

ΠA = max
r,x

E[
(r − c)N + (x − v)Ẽ + (s̃ − t)M̃ − f K

]
(4.19)

s. t. r ≥ 0, x ≥ 0.

The asset provider’s profit is thus composed of the margin from sell-
ing reservations in the contract market (r − c)N, the margin from exe-
cuted reservations (x − v)Ẽ, and the margin5 earned on spot market sales
(s̃− t)M̃, less the fixed capacity cost f K. N is taken from (4.12), Ẽ from (4.6).
M̃ is defined as:

M̃ ≡ min(B, D̃S) with B = K − N. (4.20)

5 Formally, the formulation (s̃ − t)M̃ includes the possibility that the asset provider
earns a negative margin if s̃ < t. This might be the case if, e.g., the asset provider
is committed to offering scheduled service which he, for strategic reasons, does
not cancel even if the spot price falls below variable cost.
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Building expectations over (4.19) gives:

ΠA = (r − c)N

+ (x − v)
∞∫

x

g(s̃)ds̃

⎡
⎣ N∫

0

D̃C fC(D̃C)dD̃C +
∞∫

N

(N) fC(D̃C)dD̃C

⎤
⎦

+ (E [s̃] − t)

⎡
⎣ K−N∫

0

D̃S fS(D̃S)dD̃S +
∞∫

K−N

(K − N) fS(D̃S)dD̃S

⎤
⎦− f K (4.21)

For the distribution functions specified in Sec. 4.2 (normal distribution),
this can be reformulated by applying the definitions in Sec. A.1 of the Ap-
pendix as:

ΠA = (r − c)N + (x − v)(1 − Φ(zx))(μD̃C
− σD̃C

L(zN))

+ (μs̃ − t)(μD̃S
− σD̃S

L(zB)) − f K (4.22)

with zB ≡ (B − μD̃S
)/σD̃S

.

Theorem 4.2. The asset provider’s optimal tariff (r∗, x∗) satisfies the set of equa-
tions

N −
[

r∗ − c − (μs̃ − t)(1 − Φ(zB))

][
σD̃C

ϕ(zN)σs̃L(zx∗)
+ b

]

− (x∗ − v)(1 − Φ(zx∗))

[
σD̃C

(1 − Φ(zN))
ϕ(zN)σs̃L(zx∗)

+ b

]
+ �1 = 0 (4.23)

[
μD̃C

− σD̃C
L(zN)

][
(1 − Φ(zx∗)) − (x∗ − v)

ϕ(zx∗)
σs̃

]

−
[

r∗ − c − (μs̃ − t)(1 − Φ(zB))

][
σD̃C

(1 − Φ(zN))(1 − Φ(zx∗))
ϕ(zN)σs̃L(zx∗)

+ b

]

− (x∗ − v)(1 − Φ(zx∗))

[
σD̃C

(1 − Φ(zN))2(1 − Φ(zx∗))
ϕ(zN)σs̃L(zx∗)

+ b

]
+ �2 = 0

(4.24)

�1r∗ = 0 (4.25)

�2x∗ = 0 (4.26)
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with

�1, �2, r∗, x∗ ≥ 0 (4.27)

Proof. The constrained problem in (4.19) can be solved by applying the
Kuhn-Tucker theorem (cf. Bertsekas 1999, p. 310). The Lagrangian is:

L = ΠA + �1r + �2x (4.28)

The first-order conditions are:

∂L
∂r

=
∂ΠA

∂r
+ �1 = 0, (4.29a)

∂L
∂x

=
∂ΠA
∂x

+ �2 = 0, (4.29b)

�1r = 0, (4.29c)

�2x = 0. (4.29d)

Furthermore, it must hold true that

�1 ≥ 0, �2 ≥ 0, (4.29e)

r ≥ 0, x ≥ 0. (4.29f)

The partial derivative of (4.19) with respect to r is:

∂ΠA
∂r

=
∂[(r − c)N]

∂r
+ (x − v)

∂E[
Ẽ
]

∂r
+ (E [s̃] − t)

∂E[
M̃

]
∂r

(4.30)

Using the formulation in (4.22), the partial derivatives of (r− c)N, E[
Ẽ
]
, and

E[
M̃

]
with respect to r can be shown to be:

∂[(r − c)N]
∂r

= N + (r − c)
∂N
∂r

(4.31)

∂E[
Ẽ
]

∂r
= −(1 − Φ(zx))

[
σD̃C

(1 − Φ(zN))
ϕ(zN)σs̃L(zx)

+ b

]
(4.32)

∂E[
M̃

]
∂r

= −(1 − Φ(zB))
∂N
∂r

(4.33)

Substituting (4.31)–(4.33) into (4.30) and (4.30) into (4.29a) yields (4.23).
The partial derivative of (4.21) with respect to x is:

∂ΠA
∂x

= (r − c)
∂N
∂x

+
∂[(x − v)E[

Ẽ
]
]

∂x
+ (E [s̃] − t)

∂E[
M̃

]
∂x

(4.34)
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Again using the formulation in (4.22), the partial derivatives of (x − v)E[
Ẽ
]

and E[
M̃

]
with respect to x can be shown to be:

∂[(x − v)E[
Ẽ
]
]

∂x
= (μD̃C

− σD̃C
L(zN))

[
(1 − Φ(zx)) − (x − v)

ϕ(zx)
σs̃

]

− (x − v)(1 − Φ(zx))

[
b +

σD̃C
(1 − Φ(zN))2(1 − Φ(zx))

ϕ(zN)σs̃L(zx)

]
(4.35)

∂E[
M̃

]
∂r

= −(μs̃ − t)(1 − Φ(zB))
∂N
∂x

(4.36)

Substituting (4.35) and (4.36) into (4.34) and (4.34) into (4.29b) yields (4.24).
��

Four cases for the optimal solution are possible. In the first case, it is
�1 = 0 and �2 > 0, which results in a candidate solution for the optimal
tariff with r∗ > 0 and x∗ = 0. The optimal contract would then be a fixed-
commitment contract. In the second case, it is �1 = 0 and �2 = 0 and the
decision variables of the candidate solution can take on positive values, i.e.,
r∗ > 0 and x∗ > 0. Then the optimal contract would be an option contract. In
the third case, it is �1 > 0 and �2 = 0 and thus r∗ = 0 and x∗ > 0. The asset
provider would de facto act as a pure spot market provider that accepts
(priceless) pre-bookings in the contract market phase. The forth case, �1 > 0
and �2 > 0, is only theoretical and not economically meaningful since it
implies r∗ = 0 and x∗ = 0. The shape of the asset provider’s objective
function in the first and second case is illustrated in Sec. 5.2.2 (see Fig. 5.4
and 5.5).

Given the form of (4.23) and (4.24), the optimal tariff (r∗, x∗) cannot be
found analytically but requires recourse to numerical solution methods (see
Sec. 5.1.3).

Theorem 4.3. ΠA is jointly concave in r and x.

Proof. For ΠA being jointly concave in r and x, it is necessary and sufficient
that ∂2ΠA/∂r2 ≤ 0 and ∂2ΠA/∂x2 ≤ 0. However, given the form of the sec-
ond derivatives in (B.4) and (B.8), this cannot be shown analytically. Instead
it can be shown that the second derivatives of P̃A with respect to r and x are
negative for all possible states of the world.

Starting with (4.4), initially two cases can be distinguished: x > s̃ and
x ≤ s̃.

Case 1 x > s̃
It follows from Lemma 4.1 that Ẽ = 0 and thus:

max
N

P̃I = max
N

D̃C(p − s̃) − rN (4.37)
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In this state, it follows that N∗ = 0.

If x ≤ s̃, two further cases can be distinguished: D̃C ≤ N and D̃C > N.

Case 2 x ≤ s̃ and D̃C ≤ N
It follows from Lemma 4.1 that Ẽ = D̃C and thus:

max
N

P̃I = max
N

D̃C(p − x) − rN (4.38)

In this state, it follows that N∗ = 0.

For x ≤ s̃ and D̃C > N, it follows from Lemma 4.1 that Ẽ = N and thus:

max
N

P̃I = max
N

D̃C(p − s̃) − N(r + x − s̃) (4.39)

Two state-dependent solutions, for the cases r + x − s̃ > 0 and r + x − s̃ ≤ 0,
can be found for (4.39).

Case 3 x ≤ s̃ and D̃C > N and r + x − s̃ > 0
In this state, it follows from (4.39) that N∗ = D̃C.

Case 4 x ≤ s̃ and D̃C > N and r + x − s̃ ≤ 0
In this state, it follows from (4.39) that N∗ = 0.

Starting from (4.19) with the definition in (4.20), the asset provider’s
profit function can be written as:

P̃A = (r − c)N∗ + (x − v)Ẽ + (s̃ − t) min(K − N∗, D̃S) − f K (4.40)

The second partial derivatives of P̃A with respect to r and x can be de-
termined for all possible states:

In Case 1 x > s̃ with E = 0 and N∗ = 0
In this state, (4.40) simplifies to:

P̃A = (s̃ − t) min(K, D̃S) − f K (4.41)

∂P̃A
∂r

=
∂P̃A
∂x

= 0 (4.42)

∂2P̃A
∂r2 =

∂2P̃A
∂x2 = 0 (4.43)

In Case 2 x ≤ s̃ and D̃C ≤ N with E = D̃C and N∗ = 0
In this state, (4.40) simplifies to:
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P̃A = (x − v)D̃C + (s̃ − t) min(K, D̃S) − f K (4.44)

∂P̃A
∂r

= −(x − v)b
∂P̃A
∂x

= D̃C − (x − v)b (4.45)

∂2P̃A
∂r2 = 0

∂2P̃A
∂x2 = −2b < 0 (4.46)

In Case 3 x ≤ s̃ and D̃C > N and r + x − s̃ > 0 with E = N∗ and
N∗ = 0
In this state, (4.40) simplifies to:

P̃A = (s̃ − t) min(K, D̃S) − f K (4.47)

∂P̃A
∂r

=
∂P̃A
∂x

= 0 (4.48)

∂2P̃A
∂r2 =

∂2P̃A
∂x2 = 0 (4.49)

In Case 4 x ≤ s̃ and D̃C > N and r + x − s̃ ≤ 0 with E = N∗ and
N∗ = D̃C
In this state, (4.40) requires distinguishing two further cases:
K − D̃C > D̃S and K − D̃C ≤ D̃S. For K − D̃C > D̃S, (4.40)
can be written as:

P̃A = (r − c − +x − v)D̃C + (s̃ − t)D̃S − f K (4.50)

∂P̃A
∂r

=
∂P̃A
∂x

= D̃C − (r − c + x − v)b (4.51)

∂2P̃A
∂r2 =

∂2P̃A
∂x2 = −2b < 0 (4.52)

For K − D̃C ≤ D̃S, (4.40) can be written as:

P̃A = (r − c − +x − v − s̃ + t)D̃C + (s̃ − t − f )K (4.53)

∂P̃A
∂r

=
∂P̃A
∂x

= D̃C − (r − c + x − v − s̃ + t)b (4.54)

∂2P̃A
∂r2 =

∂2P̃A
∂x2 = −2b < 0 (4.55)

Since ΠA = E[
P̃A

]
is by definition a probability-weighted linear combi-

nation (average) of P̃A in all possible states and since P̃A is jointly concave
in r and x in all possible states, so is ΠA. ��

With ΠA being jointly concave in r and x, it is ensured that a candidate
solution found for the system of equations in Theorem 4.2, which satisfies
all constraints formulated in (4.27), is the global maximum ΠA.
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Model Results and Comparative Statics

Having presented the structure of the capacity contract model and outlined
the optimization problems of the market participants in the previous chap-
ter, this chapter aims at analyzing the model with regard to the optimal
type of contract, the optimal policies of buyer and seller, the market perfor-
mance, and how these are influenced by environmental conditions, which
are represented by the exogenous variables of the model.

The chapter is structured as follows: At first, the framework of the largely
numerical analysis is set by defining the base case and three scenarios to be
discussed. It follows an illustration of the optimal policies of buyer and
seller. Then the benefit of the contract market is demonstrated by com-
paring a pure-spot market scenario with a scenario featuring a spot and
(fixed-commitment) contract market. Subsequently, fixed-commitment and
capacity option contracts are compared in an extensive comparative static
analysis. Finally, the ability of capacity-option contracts to reduce double
marginalization is investigated. The last section summarizes the findings
from the chapter.

5.1 Framework for the Analysis

5.1.1 The Base Case

The analyses in this chapter will be conducted starting from a base case for
which the values of the exogenous variables of the model are assumed as
specified in Table 5.1.
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Table 5.1. Values for exogenous variables in the base case

Variable Value Description

K 400 Capacity
a 300 Contract market demand function: ordinate intercept
b 8 Contract market demand function: slope

σD̃C
20 Standard deviation of contract market demand

μD̃S
200 Mean of spot market demand

σD̃S
20 Standard deviation of spot market demand

λ 8 Intermediary’s markup
μs̃ 20 Mean of spot price
σs̃ 5 Standard deviation of spot price
c 0 Variable reservation cost
v 5 Variable cost in contract market
t 5 Variable cost in spot market
f 8 Fixed capacity cost

The base case features the following properties that are chosen both to
represent – in a stylized way – the situation described in Sec. 2.21 and to
make the base case amenable to further analysis:

• Capacity K is set to a level that is of the order of magnitude (ca. ±30%) of
the sum of average market demands. With b > 0, the expected demand
in the contract market μD̃C

is always smaller than the maximum theoretic
contract market size a. The expected demand in the spot market is given
by μD̃S

.
• The variable cost t of providing capacity on a short-term basis (in the

spot market) is initially assumed to be identical to the total variable cost
c + v of providing capacity on a long-term basis (in the contract market),
i.e., t = c + v.

• The asset provider does not incur any cost for taking reservations, i.e,
c = 0, but only a variable cost when reserved capacity is actually called
on.

• Reflecting the high proportion of fixed capacity cost, the fixed cost f per
capacity unit is higher than the variable costs t or c + v, respectively.

5.1.2 Scenario Definition

The following notation is introduced to distinguish three different scenarios:

1 The base case reflects reasonable assumptions with regard to the proportion of
the variables only, i.e., their relative orders of magnitude. Data giving information
about the absolute order of magnitude in a real application is provided in Chap. 7.
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Pure spot sales, indicated by superscript S. Under this scenario, the asset
provider does not offer any capacity in the contract market. Since both
parties are deprived of their decision variables under this scenario, the
decision problems of intermediary and asset provider vanish and the
expected-profit functions simplify to:

ΠS
I = E[

(p − s̃)D̃C
]

with p = μs̃ + λ (5.1)

ΠS
A = E[

(s̃ − t)D̃S − f K
]

(5.2)

The scenario serves as a lower limit to the expected profits earned by
the parties and determines therefore the willingness of the parties to
participate in the contract market. Since it will be shown that under
the majority of realistic parameter constellations both parties do bene-
fit from participating in the contract market, this scenario will only be
reverted to in the case if one of the parties does not benefit.

Fixed-commitment contract plus spot sales, indicated by superscript FS. Under
this scenario, the asset provider offers a fixed-commitment contract to
the intermediary during the contract market phase and any remainder
of capacity during the spot-market booking phase. The fixed-commit-
ment contract is characterized by the absence of an execution fee, i.e.,
x = 0. The decision problem of the asset provider reduces to optimally
setting the reservation fee. To distinguish the reservation fee set under
this regime from the reservation fee when x > 0, it has been defined in
Chap. 4 that r ≡ w for x = 0. Note that this scenario is contained by
the model formulation in Chap. 4 since the fixed-commitment contract
is just a special case of the capacity-option contract: The optimization
problem of the intermediary and its solution remain unchanged. The
optimization problem of the asset provider simplifies to:

max
w

ΠFS
A = max

w
E[

(w − c)N − vẼ + (s̃ − t)M̃ − f K
]

(5.3)

The optimality conditions reduce to

N −
[

w∗ − c − (μs̃ − t)(1 − Φ(zB))

][
b − σD̃C

ϕ(zN)μs̃

]

+ v

[
b − σD̃C

(1 − Φ(zN))
ϕ(zN)μs̃

]
= 0 (5.4)

which is equivalent to (4.23) with r∗ = w∗, x = 0, �1 = 0, and, if s̃ is
assumed strictly positive (see Sec. 4.2.3), limx→0 L(zx) = zx = −μs̃/σs̃.
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Fig. 5.1. Expected profit of intermediary ΠI as a function of the number of reserva-
tions when r = 4.46 and x = 10.62.

Capacity-option contract plus spot sales, indicated by superscript OS. Under
this scenario, the asset provider offers a capacity-option or fixed-commit-
ment contract (depending on the solution to the asset provider’s opti-
mization problem) to the intermediary during the contract market phase
and offers any remainder of capacity during the spot-market booking
phase.

5.1.3 Numerical Solution Procedure

Numerical solutions for prices w∗, r∗, and x∗ presented in the following
have been determined by using the spreadsheet solver software What’sBest!,
Version 7 by Lindo Systems Inc., Chicago (Ill.) in combination with the
spreadsheet software Microsoft Excel, Version 10 by Microsoft Corp., Redmond
(Wash.).

5.2 Illustration of Optimal Policies

5.2.1 Optimal Reservation Policy of the Intermediary

The optimal reservation policy of the intermediary has been derived in The-
orem 4.1. The intermediary chooses the number of reservations N such that
his expected profits are maximized. Fig. 5.1 displays the objective function
of the intermediary when the tariff is set by the asset provider to r = 4.46
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E [s̃]

r + x = E [s̃]
E[

(s̃ − x)+]

Fig. 5.2. Optimal reservation policy of the intermediary: Iso-quantity plot of the
optimal number of reserved capacity units N∗ in the (r, x) space.

and x = 10.62, which represents the optimal tariff under the set of param-
eters in Table 5.1. The expected profit ΠI is a function of the number N of
capacity units reserved. As stated in Corollary 4.1, ΠI is concave in N and
reaches its maximum at N∗.

The intermediary does not necessarily have to reserve capacity to con-
duct business. Under the set of parameters underlying Fig. 5.1, the inter-
mediary also earns a positive profit if N = 0. He then procures its en-
tire demand for capacity on the spot market from spot capacity providers.
However, this procurement strategy is less profitable than reserving capac-
ity with the asset provider since the expected cost to the intermediary per
reserved capacity unit is smaller than the expected cost for spot market pro-
curement.

This observation leads to the participation condition of the intermediary
in the contract market as expressed in Theorem 4.1. As illustrated in Fig. 5.2,
left and below the line marked E [(s̃ − x)+], the reservation fee r is smaller
than the expected spot market premium E [(s̃ − x)+], thus the intermedi-
ary benefits from participating in the contract market and reserves capacity.
Right and above this line, where r > E [(s̃ − x)+], no capacity is reserved.

Because the intermediary does in expectation not exercise all options
and thus does not expect to actually pay r + x, it can be optimal for the in-
termediary to reserve capacity even if the sum of reservation and execution
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Fig. 5.3. Shape of the asset provider’s objective function: Expected profit of asset
provider ΠA as a function of reservation fee r and execution fee x.

fee exceeds the expected spot price E [s̃]. In Fig. 5.2, this is the case for the
area between the dashed bold diagonal indicating r + x = E [s̃] and the solid
bold curve indicating E [(s̃ − x)+].

Fig. 5.2 also shows that the optimal number of reserved capacity units
N∗ is – as one would intuitively expect – decreasing in the prices r and x
(see Lemma 4.2).

5.2.2 Optimal Pricing Policy of the Asset Provider

The optimal pricing policy of the asset provider has been formulated in
Theorem 4.2. For the base case outlined in Table 5.1, the objective function
of the asset provider can be plotted in the (r, x) space as depicted in Fig. 5.3.
It can be seen that the expected profit is jointly concave in the prices r and
x and forms a single peak at r = r∗ and x = x∗. For very low values of
r and x (bottom left corner), the asset provider expects to earn a highly
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E [s̃]

r + x = E [s̃]

E[
(s̃ − x)+]r∗

x∗

Fig. 5.4. Optimal pricing policy of the asset provider in the base case: Iso-profit lines
of ΠA in the (r, x) space. The contour plot corresponds to Fig. 5.3. The optimal
contract is an option contract (r∗ > 0, x∗ > 0).

negative profit, which is not shown in Fig. 5.3. For high values of both r
and x, the expected profits levels off. This non-differentiability is due to the
intermediary’s participation constraint with regard to the contract market
and can be analyzed more closely in Fig. 5.4 which represents a contour
plot of Fig. 5.3.

As derived in Theorem 4.1, the participation of the intermediary in
the contract market depends on the expected spot market premium. If the
reservation fee is set greater than the expected spot market premium, i.e.,
r > E [(s̃ − x)+], then the intermediary will not reserve any capacity, and the
asset provider is left with his spot market business only. The expected-profit
function of the asset provider in (4.19) reduces to

ΠA = E[
(s̃ − t)M̃ − f K

]
for N = 0 (5.5)

and results for the base case in ΠA = −200. In Fig. 5.4 this is the case for
the area right and above the curve marked E [(s̃ − x)+]. Since under this
scenario the demand in the spot market is unlikely to be sufficient to cover
the asset provider’s fixed cost, he expects a negative profit.

It can also be seen in Fig. 5.4 that though the expected-profit function
overall is rather steep, it is rather flat around its maximum such that small
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Fig. 5.5. Optimal pricing policy of the asset provider if the expected spot price is
high (E [s̃] = 45, σs̃ = 15; all other variables as in the base case): Iso-profit lines of
ΠA in the (r, x) space. The optimal contract is a fixed-commitment contract (r∗ > 0,
x∗ = 0). The unconstrained solution to the optimization problem would be r = 20.57
and x = −4.16.

deviations from the optimal solution do not have a significant impact on
profits. Since the optimal tariff has to be determined by numerically solving
the system of equations provided in Theorem 4.2, this finding is of practical
relevance for the required precision of the numerical solution algorithm.

One further observation is particularly interesting if the asset provider’s
objective is – instead of maximizing profits – obtaining a certain target profit
and capacity utilization level. Given the concavity of the objective func-
tion, multiple combinations of r and x exist for the profit levels below the
maximum profit that obtain the exactly same expected profit for the asset
provider. For example, if it were the objective to obtain ΠA ≥ 900 and hold-
ing x constant at x = 10.6, the asset provider could set 3.7 ≤ r ≤ 5.2 and
make use of this bandwidth in contract negotiation with the intermediary.

In Fig. 5.4, solving the asset provider’s optimization problem gives an
interior solution, i.e., the peak of the three-dimensional objective function
falls within the quadrant for which r > 0 and x > 0 and the Kuhn-Tucker
conditions in Theorem 4.2 result in �1, �2 = 0. By way of comparison, Fig. 5.5
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shows an example for the case that �1 = 0 and �2 > 0. The parameters
underlying Fig. 5.5 correspond to the base case with the exception of E [s̃] =
45 and σs̃ = 15 (see also Sec. 5.4.3.3). Here, the peak of the three-dimensional
objective function falls outside the feasible region for x and the solution to
the optimization problem is of the form r > 0 and x = 0 (more precisely,
it is r∗ = 16.58 in Fig. 5.5; see also Fig. 5.28) and the asset provider offers a
fixed-commitment, not an option contract to the intermediary.

5.3 The Benefit of the Contract Market

Prior to discussing the two different types of capacity contracts (fixed-
commitment and capacity-option contract), this section illustrates the ben-
efit of engaging in advance sale of capacity altogether. To this end, the ex-
pected profits of buyer and seller when buying and selling only in the spot
market (Scenario S) are compared with their respective performance when
closing in addition a fixed-commitment contract (Scenario FS).

The comparison is conducted by means of a comparative static analysis
(see also p. 80). The asset provider’s capacity K is changed while leaving
all other variables at the base-case values. Though in the model capacity
is assumed to be fixed and can be altered beyond the time horizon of the
model only, the analysis of different levels of capacity yields additional in-
sight since changing capacity K means ceteris paribus changing the ratio of
available capacity to total demand, i.e., K/(D̃C + D̃S).

5.3.1 Optimal Pricing and Reservation Policies

The optimal pricing policy of the asset provider with regard to the fixed-
commitment contract is indicated by the solid line marked w∗ in Fig. 5.6.
The dashed line marked N∗ indicates the optimal reservation policy of the
intermediary under this regime.

For low levels of capacity, demand in the spot market is (with expected
demand being E[

D̃S
]

= 200 in the base case) sufficient to fill capacity such
that the optimal capacity price w∗ is close to the expected spot price E [s̃].
The intermediary has therefore little incentive to reserve capacity, resulting
in low values for N∗. When the asset provider has more capacity, the op-
timal fixed-commitment price decreases considerably below the expected
spot price, making the intermediary reserve more capacity. Thus N∗ in-
creases in K.2 Furthermore, because of the price-responsiveness of contract
market demand, contract market demand increases as w∗ decreases. This is

2 Considering the result for N∗ obtained in (4.12), N∗ is not directly a function of K.
However, N∗ is a function of the optimal tariff which is given implicitly by the set
of equations in Theorem 4.2 and (5.4), respectively, where Φ(zB) is a function of B
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Fig. 5.6. Comparison of pure-spot market (S) and fixed-commitment contract sce-
nario (FS) for varying levels of capacity K: If in addition to the spot market a fixed-
commitment contract is closed, no party forfeits profit; for ample capacity, both par-
ties are made better off.

due to the fact that lower values of w mean lower capacity procurement cost
for the intermediary which he passes on to his end customers via a lower
selling price p (see Sec. 4.2.3, where a fixed markup has been assumed).

For high levels of capacity, however, the optimal fixed-commitment price
w∗ declines to a level where the increase in volume induced by the price
reduction no longer offsets the revenue loss associated with the price reduc-
tion. The optimal fixed-commitment price therefore levels off and so does
the optimal number of reservations N∗.

5.3.2 Expected Profits

The profits both market participants can expect to earn in the pure spot-
market scenario are depicted by the thick dashed lines in Fig. 5.6 marked
ΠS

A for the asset provider and ΠS
I for the intermediary.

The expected profit of the intermediary is independent of the amount
of capacity K offered by the asset provider because the intermediary can
satisfy his demand from the entirety of all spot market sellers’ capacity of-
ferings. The expected profit of the asset provider is concave in the capacity

and B is a function of K. Thus, N∗ is (indirectly) a function of K. However, given
the form of (4.12) and the implicit formulation of r∗, x∗, and w∗, respectively, a
differentiable analytical expression of this function cannot be found.
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offered. For low levels of capacity, the asset provider can only partially sat-
isfy the demand from the spot market and captures more of the spot market
potential when the level of capacity is increased. For high levels of capacity,
however, the spot market demand is insufficient to fill capacity K, leading
to lower expected profits ΠS

A due to the fixed cost f associated with every
unit of capacity.

For the fixed-commitment contract scenario, the expected profits are de-
picted by the thick solid lines in Fig. 5.6 marked ΠFS

A for the asset provider
and ΠFS

I for the intermediary.
While the intermediary is gaining access to cheaper capacity in the con-

tract market, his expected profit increases as compared to the pure spot-
market scenario. This effect is amplified by demand stimulation through
the decrease in w∗ and, consequently, p and levels off when w∗ and N∗ con-
verge. The shape of the asset provider’s profit does not change when the
asset provider adds fixed-commitment contracts to his capacity offerings.
However, his expected profit increases for a wider range of capacity K as
the asset providers taps an additional market – the contract market – and
can generate additional sales.

Comparing the profits to be expected under the two scenarios shows
that both the intermediary and the asset provider benefit for all levels of
capacity from participating in the contract market. Thus the introduction
of the fixed-commitment contract market in addition to the spot market is
Pareto improving. The term Pareto improvement refers to a situation that makes
everyone at least as well off and at least one party better off than in the initial
situation (cf. Varian 1999, p.15).

5.3.3 Capacity Utilization

In fixed-capacity industries, one measure that is often used as a performance
indicator is capacity utilization, although it can be shown that maximizing
capacity utilization is not necessarily in line with profit maximization (see
Sec. 5.4.1). Define expected capacity utilization κ as the relation of capacity
expected to be used to total capacity, i.e.,

κ ≡ E[
(Ẽ + M̃)

]
K

. (5.6)

Fig. 5.7 plots expected capacity utilization κ over the amount of capac-
ity offered. For both the pure-spot and the fixed-commitment contract sce-
nario, capacity utilization decreases with increasing levels of capacity as one
would expect from the definition in (5.6). Not surprisingly, the decline of κFS

starts at higher capacity levels than of κS. The direct comparison between
the two scenarios by Δκ ≡ κFS − κS shows that the increase in capacity
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if the asset provider offers capacity in spot and contract market. When more capacity
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utilization amounts here to up to 30%. This effect mainly results from the
additional demand the asset provider encounters when he taps the contract
market.3

5.4 Comparative Static Analysis of Contract Types

Having demonstrated the benefit of a combination of spot and fixed-com-
mitment contract market over the pure spot-market scenario, this section
extensively analyzes the two different types of long-term capacity contracts,
namely fixed-commitment and capacity-option contract, with regard to the
optimal type of contract and the determinants of the contract value.

The method chosen for this analysis is the comparative static analysis.
By changing the underlying data of the model one at a time it can be shown
in what way the model results depend on the underlying data. A formal
mathematical analysis has to ruled out given the non-closed form of the

3 In the following section, it is always assumed that the asset provider sells into
the contract and spot market, i.e., similar effects resulting from the fact that the
asset provider simply enlarges his customer base by tapping a new market do not
occur.
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Fig. 5.8. Optimal pricing policy of the asset provider for varying capacity levels: The
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optimal tariff in Theorem 4.2 that hinders a differentiation of the optimal
reservation and execution fee with respect to other variables of the model.

Besides the parameters λ and f , all exogenous variables of the model are
included in the following comparative static analysis. The intermediary’s
markup λ und and the fixed cost f are used for the calibration of the model
only and do not qualitatively influence the structural results of the model.
The basis of the analysis is the base case as specified in Table 5.1.

The analysis is structured into four parts: Firstly and in greater detail
than the subsequent parts, the influence of the capacity size K on the two
contract types is being looked at. Secondly, the variables shaping the con-
tract market are considered, namely contract market size a, demand uncer-
tainty as measured by σ2

D̃C
, and price responsiveness b. Then, the analysis

turns to the spot market with mean and variance of spot market demand
(μD̃S

, σ2
D̃S

) and price (μs̃, σ2
s̃ ). Finally, it is shown how the cost structure

(parameters c, t, and v) of the asset provider influences the model’s results.

5.4.1 Capacity Size

Optimal Pricing Policy

Fig. 5.8 shows the optimal pricing policy under the fixed-commitment con-
tract (solid line marked w∗) and under the option contract (dashed lines
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marked r∗ and x∗). For better orientation, the diagram also displays the vari-
able costs for short-term (spot sales, t) and long-term (sales under contract,
v) capacity provision, the variable cost per accepted reservation c (assumed
to be zero in the base case), and the expected spot price E [s̃].

The shape of the curve r∗ + x∗ resembles the progression of the fixed-
commitment price w∗, however, for high levels of capacity, the sum of the
optimal reservation and execution fee exceeds the fixed-commitment price.
One can further observe that the scarcer capacity is, the higher the optimal
reservation fee; and, vice versa, the more capacity is available, the lower the
optimal reservation fee. The economic explanation for this is that low levels
of capacity imply a high ratio of aggregated demand D̃S + D̃C to available
capacity K. The asset provider expects sufficient demand, i.e., enough buy-
ers that are willing to pay the spot price or a contract price close to the spot
price to fully load capacity. The optimal option contract for scarce capac-
ity therefore features a high upfront component, i.e., reservation fee. More
specifically, the asset provider sets the reservation fee as high as he can to
still assure the participation of the intermediary in the contract market. In
Fig. 5.8, r∗ is thus set close to the expected spot market premium E [(s̃ − x)+]
for low levels of capacity.

The combination of high reservation and low execution fee can be inter-
preted as an indication that market power is distributed in favor of the seller.
Given the trade-off between reservation and execution fee, the buyer, if he
were to choose, would prefer the combination of a low reservation fee and
a high execution fee since (i) a high execution fee means a greater chance of
the spot price falling below the execution fee and thus a greater chance of
lower capacity procurement cost and (ii) since a low reservation fee means
low sunk cost in the case of non-execution. The preferences of the seller are
contrary: A high reservation fee means a lower exposure to contract-market-
demand and spot-price risk, while a low execution fee reduces the risk of
options not being executed.

Market power shifts to the buyer when capacity is rather ample, as it is
the case for the right hand side of Fig. 5.8, than scarce. At approximately
K = 300, capacity equals the sum of expected demands in contract and spot
markets, i.e., K ≈ E[

D̃C
]
+ E[

D̃S
]

(see also Fig. 5.11). The asset provider
then has to concede to the intermediary a lower reservation fee and collects
his margin by the higher execution fee and therefore bears more risk than
with scarce capacity.

Optimal Reservation Policy

The optimal reservation policy of the intermediary is shown in Fig. 5.9 by
the lines marked N∗. The progression of the optimal number of reservations
over varying levels of capacity is similar under the two scenarios, with the
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optimal number of reservations under the option contract scenario being
strictly greater than under the fixed-commitment contract scenario. How-
ever, for high levels of capacity, the number of options purchased exceeds
the number of fixed-commitment purchases more than for low levels of
capacity. This effect is a direct consequence from the changing ratio of reser-
vation and execution fee.

As derived in Sec. 4.3, the number of reservations made by the interme-
diary is the result of trading off underage and overage cost. The optimal
service level FC(N∗) of the intermediary, i.e., the probability that the re-
served capacity N∗ accommodates the entire demand from end customers,
has been found to be given by FC(N∗) = cu/(co + cu). For the fixed-commit-
ment contract scenario, the underage cost is cFS

u = E [s̃] − w∗. The overage
cost is given by the price per reservation, i.e., cFS

o = w∗, and the service level
thus is FC(N∗ FS) = 1 − w∗/E [s̃]. Since w∗ is decreasing in K, the service
level of the intermediary is increasing and so is N∗ FS (see Fig. 5.10). The
price sensitivity of demand D̃C further adds to this effect.

Even though the total cost to the intermediary for one unit of capacity
bought and used under the option contract is higher than under the fixed-
commitment contract (r∗ + x∗ ≥ w∗), the intermediary purchases more ca-
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pacity options than he reserves capacity under the fixed-commitment con-
tract (N∗ OS > N∗ FS) because the optimal service level of the intermediary
is higher under the option contract scenario. Under this scenario, the reser-
vation fee constitutes the overage cost (co = r∗) and the difference between
the expected spot market premium and the reservation fee represents the
underage cost (cu = E [(s̃ − x)+] − r); thus FC(N∗ OS) = 1 − r/E [(s̃ − x)+].
Consequently, if as in Fig. 5.8 the reservation decreases more than the exe-
cution fee increases, the service level FC(N∗ OS) increases and so does the
optimal number of reservations N∗ OS.

Expected Profits and Welfare Analysis

Figure 5.9 compares the expected profits earned by the two parties when fol-
lowing their respective optimal policy under the option and fixed-commit-
ment contract scenario. The shapes of the profit functions with option con-
tracts correspond to the shapes with fixed-commitment contract described
in Sec. 5.3.2. For medium and high capacity levels, the asset provider ex-
pects to earn higher profits when using option contracts, for ample levels of
capacity the intermediary, too.

Given the concavity of the asset provider’s expected profits in capacity
size K, it would be possible to numerically determine the optimal capacity
size. However, as discussed in Sec. 2.1.2, capacity cannot easily be adjusted
and has therefore been assumed to be fixed within the time horizon of the
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Fig. 5.11. Comparison of expected profit differentials for varying levels of capacity:
Total welfare improvement increases with the amount of capacity offered by the asset
provider. For medium levels of capacity, the intermediary’s welfare dips slightly and
then increases when capacity is ample.

model (see Chap. 4) and is thus not modeled as a decision variable. Fur-
thermore, capacity can only be changed in large increments and may be
determined by external factors, e.g., demand for passenger transport (see
likewise Sec. 2.1.2), or market-share and strategic considerations. It is hence
possible that capacity in reality deviates from the asset provider’s profit
maximum in Fig. 5.9.

For a closer analysis of the impact of the choice of contract type on
profits for varying capacity sizes, Fig. 5.11 plots the differences in expected
profits for the two market participants as well as the differences of their
joint expected profit. To this end, let ΔΠi ≡ ΠOS

i − ΠFS
i with i ∈ {A, I}.

For all levels of capacity, the asset provider expects a non-negative profit
differential ΔΠA. While the absolute advantage of option contracts levels
off for high capacity levels, the relative advantage of option contracts is the
higher, the more capacity the asset provider offers since absolute expected
profits ΠA decrease for high level of capacity. For K = 400, e.g., the asset
provider can increase expected profits by 8% through using option contracts,
for K = 450 even by 15%. For ample levels of capacity, the asset provider
thus will strongly prefer option contracts over fixed-commitment contracts
and is indifferent between the two contract forms for scarce capacity only
since, in the latter case, he can most likely sell off his capacity on the spot
market at a higher margin.
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If capacity is ample, the intermediary, too, expects higher profits when
purchasing capacity options instead of signing a fixed-commitment contract.
However, for medium levels of capacity – when the sum of market demands
is in the order of magnitude of capacity (K ≈ μD̃C

+ μD̃S
, see Fig. 5.11) – the

expected profit differential ΔΠI is slightly negative. Thus, the intermediary
will per se not have an incentive to sign an option contract. The decrease of
expected profits amounts to up to 0.7%. However, since the joint profit dif-
ferential Δ(ΠA + ΠI) is positive for all capacity levels, it would be possible
to achieve a Pareto improvement, e.g., by a side payment, if the two par-
ties were to negotiate the contract. By this means, the asset provider could
compensate the intermediary for the financial disadvantage of the option
contract and thus overcome resistance against the contract and tariff that in
total achieves higher profits.

To conclude, total welfare is increased over all capacity levels. However,
not for all levels of capacity a Pareto improvement is achieved in the first
place since the intermediary forfeits some of his profits when instead of
fixed-commitment contracts option contracts are offered at medium levels of
capacity. However, by a mutually negotiated agreement, a Pareto improving
situation could be achieved.

Capacity Utilization

As already seen in Sec. 5.3.3, capacity utilization κ decreases when more ca-
pacity is offered. Fig. 5.12 illustrates that this holds also true for the option
contract scenario. Comparing capacity utilization under the two contract
scenarios yields the curve marked Δκ which is defined as Δκ ≡ κOS − κFS.
It can be seen that capacity utilization using option contracts is slightly
below capacity utilization using fixed-commitment contracts, reflecting the
chance that options are not executed by the intermediary due to a favorable
spot-price development or an unfavorable demand development. Under this
comparative static analysis with varying levels of capacity, the drop in ex-
pected capacity utilization is only marginal.4 Nevertheless, option contracts
contradict the common but naïve understanding that keeping capacity uti-
lization high must be in line with maximizing profits.

5.4.2 Contract Market

Having studied how variations of the capacity offering K impact the pricing
of fixed-commitment and capacity-option contracts and the relative advan-
tage of one over the other, the comparative static analysis continues in this
section by studying how the characteristics of the contract market influences

4 For other parameter constellations, expected capacity utilization can also be
higher for a capacity-option contract than for fixed-commitment contract.
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Fig. 5.12. Capacity utilization κ for varying capacity levels: For medium levels of
capacity, capacity utilization is slightly lower if the asset provider sells option rather
than fixed-commitment contracts. When more capacity is offered, utilization gener-
ally decreases.

the choice and pricing of the two types of capacity agreements. Three char-
acteristics of the contract market are of foremost importance: the market
size5, the uncertainty associated with demand in the contract market, and
the price responsiveness of demand.

5.4.2.1 Size of the Contract Market

As introduced in Sec. 4.2.2, the size of the contract market is given by the
ordinate intercept a of the contract market demand function. More precisely,
a gives the expected theoretic maximum size of the contract market if p were
equal to 0. The actual size of the contract market will thus in expectation
always be smaller than a if p > 0. Nevertheless, for any given p ≥ 0 it holds
that expected contract market demand increases in a.

Optimal Pricing and Reservation Policies

For the fixed-commitment contract, Fig. 5.13 shows that capacity reserva-
tions become the more expensive the greater the contract market is (w∗ is in-
creasing in a) because demand increases while supply remains unchanged.

5 Market size is in the following determined by the demand side of the contract
market, not by the supply side.
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Fig. 5.13. Optimal pricing policy for varying contract market sizes: If the maximum
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not offer option contracts. For high values of a, the execution fee x∗ approaches
variable cost v.

For large sizes of the contract market, the optimal capacity price w∗ ap-
proaches the expected spot price E [s̃] but never exceeds it since then the
intermediary would turn for his entire capacity procurement to the spot
market due to lower expected procurement cost.

The total price r∗ + x∗ under the capacity-option contract is for all levels
of a at least as high as the price under the fixed-commitment contract. As
already discussed in Sec. 5.4.1, r∗ + x∗ may exceed w∗ without making the
intermediary worse off since in expectation not all options are exercised.6

If the maximum contract market size is smaller than the threshold size ā,
Fig. 5.13 shows that r∗ = w∗ and x∗ = 0. This means that the asset provider
does not offer option contracts but fixed-commitment contracts only if the
contract market is smaller than ā because the constraint x ≥ 0 in (4.19)
becomes binding.

Lemma 5.1. The threshold value ā is implicitly given by the solution to the follow-
ing set of equations for (r∗, ā) with x = 0:

6 w∗ can be shown to be exceeded even by the total expected price of an executed
option, i.e., r∗ + E [min(s̃, x)]. This is due to the fact that non-execution does not
only occur if s̃ < x (no execution at all), but also if D̃C < N (partial execution).
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ā − b(r∗ + λ) + zNσD̃C
−

[
r∗ − c − (μs̃ − t)(1 − Φ(zB))

][
σD̃C

ϕ(zN)μs̃
+ b

]

+ v

[
σD̃C

(1 − Φ(zN))
ϕ(zN)μs̃

+ b

]
= 0 (5.7)

ā − b(r∗ + λ) − σD̃C
L(zN)

−
[

r∗ − c − (μs̃ − t)(1 − Φ(zB))

][
σD̃C

(1 − Φ(zN))
ϕ(zN)μs̃

+ b

]

+ v

[
σD̃C

(1 − Φ(zN))2

ϕ(zN)μs̃
+ b

]
= 0 (5.8)

Proof. At ā, it is r = r∗ and x = x∗ = 0 and thus ∂ΠA/∂r = ∂ΠA/∂x =
0 (first order condition, unconstrained optimization). Let a = ā. Tak-
ing ∂ΠA/∂r from (4.30) with (4.31)–(4.33) and setting ∂ΠA/∂r = 0 and
x = 0 gives (5.7). Taking ∂ΠA/∂x from (4.34) with (4.35)–(4.36) and set-
ting ∂ΠA/∂x = 0 and x = 0 gives (5.8). ��

For contract market sizes greater than ā, the asset provider does offer
option contracts. The optimal reservation fee r∗ first decreases in a, then
increases, and finally levels off. This behavior can be explained by consid-
ering the complementary nature of the optimal execution fee x∗. At first,
r∗ decreases to boost the number of reservations sold. This implies an in-
crease in x∗ to make up for the margin lost by the decrease of r∗. However,
an increasing x∗ means an increasing chance of the spot price being below
the execution fee and thus of non-execution of options. With the contract
market becoming larger, the asset provider can raise the price of capacity
by increasing r∗, again due to the fact that with increasing contract mar-
ket size demand becomes larger with supply being fixed. The increase of
r∗ comes to a halt when r∗ approaches the expected spot market premium
E [(s̃ − x)+] and when x∗ decreases to such an extent that it approaches the
variable cost v caused by option execution. Hence, for large values of a, the
asset provider collects his entire margin from the reservation fee only and
charges an execution fee that equals his marginal cost.

Expected Profits and Welfare Analysis

Fig. 5.14 shows the optimal reservation policy of the intermediary and the
profits expected to be earned by the market participants for varying lev-
els of a. The capacity quantities N∗ reserved by the intermediary generally
increase in a: the greater the market, the higher the expected demand, the
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Fig. 5.14. Optimal reservation policy and expected profits for varying contract mar-
ket sizes: A greater contract market entails higher expected profits and higher quan-
tities of reserved capacity.

more need for capacity reservation. For market sizes greater than ā, the
number of capacity options exceeds the number of reservations under the
fixed-commitment contract. This is again due to a favorable shift of the re-
lation of underage and overage cost faced by the intermediary.

The expected profits of the intermediary in Fig. 5.14 generally increase
in a since greater values of a mean higher demand. For the same reason, the
asset provider’s expected profits are generally increasing in a. However, for
high values of a, the lines marked E [ΠA] level off because, in combination
with his spot market sales, the asset provider reaches his capacity limit such
that additional demand from the contract market no longer increases his
expected profits.

Fig. 5.15 compares the expected profit increments between the fixed-
commitment and the option-contract scenario. The profit differential for
both market participants is always non-negative. For high values of a, the
profit differential is negligibly small. However, for contract market sizes
between ā and values of a for which the price for reserved capacity ap-
proaches the expected spot price, option contracts improve the expected
profits of both option buyer and seller. The maximum relative profit im-
provement potential of option contracts compared to fixed-commitment
contracts amounts to 8–9% in the analyzed base case for both the asset
provider and intermediary.



5.4 Comparative Static Analysis of Contract Types 91

-20

0

20

40

60

80

100

100 200 300 400 500 600

Maximum size of contract market a

ΔΠ

Δ(ΠA + ΠI)

ΔΠA

ΔΠI

ā

Fig. 5.15. Welfare analysis for varying contract market sizes: For all values of a,
both market participants are at least as good off with a capacity-option contract as
with a fixed-commitment contract. For medium contract market sizes, the Pareto
improvement potential is highest.

5.4.2.2 Demand Uncertainty in the Contract Market

Demand uncertainty in the contract market is measured by contract market
demand variance σ2

D̃C
which is identical with σ2

ε̃ (see (4.2)).

Optimal Pricing and Reservation Policies

Fig. 5.16 depicts the optimal pricing policy of the asset provider. The higher
the demand uncertainty, the lower the capacity price w∗ under the fixed-
commitment contract. Under the option contract, the reservation fee r∗ de-
creases in the demand variance, the execution fee increases x∗. The optimal
policy thus entails that the asset provider takes on some of the demand risk.
This becomes particularly obvious in the case of the option contract where
more and more of the total price charged by the asset provider shifts from
the upfront price component (the reservation fee) to the component which
is not received for sure (execution fee). To compensate for the non-execution
of options that becomes more likely with increasing demand variance, the
price premium (r∗ + x∗) − w∗ of capacity used on the basis of an option
contract as compared to a fixed-commitment contract becomes larger.
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Expected Profits and Welfare Analysis

The effect of the pricing policy on the optimal reservation policy of the inter-
mediary can be inferred from Fig. 5.17. For both contract types, the optimal
amount of reserved capacity N∗ increases as demand variance increases.
Reverting to the calculation of N∗ = μD̃C

+ zNσD̃C
from (4.16) shows that

N∗ must clearly increase when variance σD̃C
increases. However, Fig. 5.17

shows that, in case of the capacity-option contract, it does so at a higher
rate. This can be explained by the evolution of underage and overage cost
when demand variance increases. The underage cost cu (see p. 62) increases
slowly in demand variance and amounts to a similar value for both types
of contract. Also for both types of contract, the overage cost co decreases in
demand variance, however, for the option contract it amounts to a signifi-
cantly lower value. Hence the service levels (and thus zN∗ ; see p. 62) increase
in demand variance. Due to the significantly lower overage cost, it does so
more strongly in the case of the capacity-option contract.

Fig. 5.17 also depicts the market participants’ expected profits over vary-
ing levels of demand variance. As demand variance increases from 0, the
intermediary’s expected profits initially increase due to the decrease in w∗
and r∗ + x∗, respectively. As demand variance increases further, the inter-
mediary’s expected profits decline in demand variance as do the expected
profits of the asset provider in general. However, the decline in profits is for
both parties much stronger in the case of the fixed-commitment contract.
For the option contract, profits are much more stable even for high levels of
demand variance. Thus option contracts hedge both seller and buyer against
variance of contract market demand. This is achieved by the effective risk
sharing rendered possible by the split tariff of the option contract.

To compare the expected profits among the fixed-commitment and op-
tion contract scenario, Fig. 5.18 plots the differences in expected profits for
the two market participants as well as the difference in joint expected prof-
its. In line with the above observations, Fig. 5.18 shows that the differences
in expected profits are increasing in demand variance. The value of capacity
options thus correlates positively with contract market demand uncertainty.
For σ2

D̃C
= 1600, the relative increase of expected profits amounts to 15% for

the asset provider and 12% for the intermediary.
This finding distinguishes capacity options from the nature of financial

options (see Sec. 3.2.3.2). The value of financial (call) options increases in un-
certainty only from the buyer’s perspective, but decreases from the seller’s
point of view. Here, the value of capacity options increases for both parties
in a particular source of uncertainty.
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5.4.2.3 Price Responsiveness of Contract Market Demand

The price responsiveness of contract market demand is given by the slope b
of the contract market demand function (cf. Varian 1999, p. 265). High val-
ues of b mean a steeper demand function and thus that demand from end
customers decreases strongly when the price increases. However, taking b
as the only measure for price responsiveness is problematic since its values
depend on the units demand and price are measured in. For this reason, in
microeconomics often the concept of price elasticity is used since it repre-
sents a unit-less measure of price responsiveness and can thus be used for
comparison among different products which are measured in different units
(cf. Hyman 1993, p. 137). The price elasticity η of contract market demand
is defined as the ratio of a relative change in contract market demand to a
relative change in price:

η ≡ ΔD̃C/D̃C
Δp/p

. (5.9)

According to this definition, the price elasticity is different at different
points on the demand function as well as for different values of b. “High”
and “low” values of price elasticity refer in the following always to the
absolute value of η, i.e., |η|. For |η| < 1, contract market demand is said
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Fig. 5.19. Optimal pricing policy for varying responsiveness of contract market de-
mand, measured by slope b of the contract market demand function: If b > b̄, the
asset provider does not offer option contracts.

to be (price-) inelastic since a 1% increase in price leads to a reduction of
demand by less than 1%. For |η| ≥ 1, contract market demand is called
(price-) elastic since demand decreases more than proportionally when price
increases.

For the linear demand function assumed in Sec. 4.2.2 ((4.1)), the (point)
price elasticity of mean demand is given by:

η =
∂μD̃C

∂p
p

μD̃C

=
−bp

a − bp
. (5.10)

Optimal Pricing and Reservation Policies

Fig. 5.19 shows the optimal pricing policy of the asset provider as a function
of the price responsiveness of contract market demand, measured by the
slope b of the contract market demand function. To make this measure more
meaningful, Fig. 5.19 also indicates the price elasticity η on the secondary
ordinate. If demand is not responsive to price, i.e., b → 0, the asset provider
charges a price w∗ in the limit equal to the expected spot price E [s̃]. As b
increases, it is optimal for the asset provider to lower the price w in order to
compensate for the decline in volume that goes along with increasing price
responsiveness of demand. The course of the optimal total capacity price
r∗ + x∗ under the option contract is similar to w∗, with r∗ + x∗ > w∗ up to
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threshold level b̄. If price responsiveness is greater than b̄, the asset provider
no longer offers option contracts. Like in the analysis for varying sizes of the
contract market (see Sec. 5.4.2.1), this is due to the fact that the constraint
x ≥ 0 takes effect.

Lemma 5.2. The threshold value b̄ is implicitly given by the solution to the follow-
ing set of equations for (r∗, b̄) with x = 0:

a − b̄(r∗ + λ) + zNσD̃C
−

[
r∗ − c − (μs̃ − t)(1 − Φ(zB))

][
σD̃C

ϕ(zN)μs̃
+ b

]

+ v

[
σD̃C

(1 − Φ(zN))
ϕ(zN)μs̃

+ b

]
= 0 (5.11)

a − b̄(r∗ + λ) − σD̃C
L(zN)

−
[

r∗ − c − (μs̃ − t)(1 − Φ(zB))

][
σD̃C

(1 − Φ(zN))
ϕ(zN)μs̃

+ b

]

+ v

[
σD̃C

(1 − Φ(zN))2

ϕ(zN)μs̃
+ b

]
= 0 (5.12)

Proof. At b̄, it is r = r∗ and x = x∗ = 0 and thus ∂ΠA/∂r = ∂ΠA/∂x =
0 (first order condition, unconstrained optimization). Let b = b̄. Tak-
ing ∂ΠA/∂r from (4.30) with (4.31)–(4.33) and setting ∂ΠA/∂r = 0 and
x = 0 gives (5.11). Taking ∂ΠA/∂x from (4.34) with (4.35)–(4.36) and set-
ting ∂ΠA/∂x = 0 and x = 0 gives (5.12). ��

Up to slope b̄, the asset provider does offer option contracts.7 As b in-
creases from 0, the optimal reservation fee r∗ decreases from its maximum
possible level (the expected spot market premium E [(s̃ − x)+], as estab-
lished in Theorem 4.1) to stimulate sales of capacity reservations, while
x∗ increases to partially compensate for the decline in r∗. However, as b
increases further, the increase of x∗ slows down until x∗ finally decreases,

7 For sound decision making on the type of contract being offered and the respec-
tive pricing policy, the asset provider needs to collect information to draw conclu-
sions about the demand function and, by this way, about price responsiveness. A
common method of determining buyers’ trade-off between competing products,
suppliers, and product attributes (including price) nowadays is the conjoint analy-
sis (cf. Green et al. 2001), dating back to the seminal research by Luce and Tukey
(1964). See Brzoska (2003) for a recent and comprehensive treatise of the sub-
ject. Schmelter (2002) reports on the realization of a conjoint study for air cargo
products at Lufthansa Cargo AG.
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Fig. 5.20. Optimal reservation policy and expected profits for varying price respon-
siveness of contract market demand, measured by slope b of the contract market
demand function: The steeper the demand function, the lower the profits of both
parties.

which can be explained by two reasons: First of all, the chance of x being
greater than the realization of s̃ increases with x∗ and thus the risk of non-
execution of options; secondly, demand falls in x∗.

Expected Profits and Welfare Analysis

Fig. 5.20 gives insight into the intermediary’s optimal reservation policy and
the profits both parties can expect to earn for different levels of price respon-
siveness of contract market demand. The higher the price responsiveness,
the lower is the optimal number of reserved capacity units N∗. The decline
in prices w∗ and r∗ + x∗, respectively, thus does not entirely offset the de-
cline in demand caused by the increasing price responsiveness of demand.
As in the preceding analyses, the optimal number of options N∗ OS is (up
to b̄) higher than the number of fixed-commitment reservations N∗ FS due
to the higher service level resulting from significantly lower overage cost in
the case of the option contract.

In Fig. 5.20, the expected profits of both parties generally decline in b.
This is a consequence of the trade-off between sales volume and selling
price. Since both decline in response to demand becoming more responsive
to price, the asset provider’s expected profits decrease. As it is the demand
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Fig. 5.21. Welfare analysis for varying price responsiveness of contract market de-
mand, measured by slope b of the contract market demand function: Up to b = b̄,
both parties are better off when using capacity options instead of fixed-commitment
contracts.

from the intermediary’s customers whose price responsiveness is modeled
by b, the decline of the intermediary’s profit follows directly from the de-
cline in revenue the intermediary experiences when demand becomes more
responsive to price.

Fig. 5.21 shows the additional profits both market participants can ex-
pect when using capacity options instead of fixed-commitment contracts.
Up to b = b̄, both buyer and seller benefit from option contracts. For the
base case, option contracts are Pareto improving. The relative increase of ex-
pected profit amounts up to 4% for the intermediary, for the asset provider
up to 8%.

The fact that the highest joint performance improvement in Fig. 5.21 is
around |η| = 1 is incidental for the base case and does not necessarily hold
for other parameter constellations.

5.4.3 Spot Market

Having analyzed the influence of the characteristics of the contract market
on the pricing and performance of long-term capacity contracts, the analysis
now turns to the spot market. For the intermediary, the spot market repre-
sents an alternative way to procure capacity that he uses when the demand
he faces from his customers exceeds the amount of capacity he has reserved
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with the asset provider or when the spot price is below the execution fee.
For the asset provider, the spot market is an additional market to sell ca-
pacity that has not been sold in the contract market. How much capacity is
kept for spot market sales depends on the attractiveness of the spot market,
which is determined by

1. the size of the spot market, i.e., the expected demand in the spot market,
and the uncertainty thereof;

2. the price earned in the spot market, i.e., the expected spot price and the
uncertainty thereof.

The amount of capacity that is left over for the spot market depends on the
amount of capacity sold in the contract market.8 The asset provider controls
this amount of pre-sold capacity by setting the tariff in the contract market
accordingly.

5.4.3.1 Expected Spot Market Demand

To analyze the impact of the spot market size, the expected spot market
demand μD̃S

is varied. Since the relative uncertainty of the spot market
demand is determined by the coefficient of variation ϑD̃S

= σD̃S
/μD̃S

, vary-
ing μD̃S

implies changing the degree of uncertainty. However, if the analysis
were conducted this way, the results would be ambiguous with regard to the
cause of the effects observed since these could be attributable to the change
in the size of the spot market or to the different degree of uncertainty (cf.
Lariviere and Porteus 2001). To avoid this ambiguity, the coefficient of vari-
ation is, for the following analysis, kept constant at ϑD̃S

= σD̃S
/μD̃S

= 1/3

by changing σD̃S
when changing μD̃S

.9

Optimal Pricing and Reservation Policies

The curves marked w∗ and r∗ + x∗ in Fig. 5.22 show that if the spot market
is small, the asset provider prices the capacity contracts lower than if the
expected spot demand is high. As the expected spot demand increases, the
total capacity prices w∗ and r∗ + x∗ converge the closer to the expected spot
price E [s̃], the more the expected spot demand exceeds the asset provider’s
capacity K.

8 For the time being, it is assumed that only the non-reserved share of total capacity
is sold in the spot market, i.e., B = K − N. In Sec. 6.3, overbooking is introduced,
allowing for B ≥ K − N.

9 Keeping σD̃S
constant and thus letting ϑD̃S

decrease as μD̃S
increases does not

change the general shape of the curves displayed in Figures 5.22 to 5.24 but rather
compresses them horizontally. The general results derived in this section are thus
independent of the choice of keeping either ϑD̃S

or σD̃S
constant.
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Fig. 5.22. Optimal pricing policy as a function of the expected demand in the spot
market with constant coefficient of variation ϑD̃S

= 1/3: Option contracts are being
offered for all levels of expected spot market demand.

However, the asset provider participates in the contract market for all
levels of μD̃S

, even for very high values beyond the range shown in Fig. 5.22.
This is because of the uncertainty in spot market demand as expressed by
ϑD̃S

= 1/3, which always leaves a non-negligible probability of demand D̃S
being smaller than capacity K.

The higher the expected demand in the contract market, the less the asset
provider depends on the contract market. Therefore, r∗ + x∗ increases and
the split tariff shifts more and more to the upfront component r∗ while the
– from the asset provider’s perspective – not surely received component x∗
becomes smaller. For high values of μD̃S

, r∗ and x∗ converge against levels
which depend on the value of ϑD̃S

.
Fig. 5.23 displays the optimal reservation policy and expected profits

resulting from this pricing policy. The optimal amounts of reserved capacity
N∗ decrease in μD̃S

as soon as the prices w∗ and r∗ + x∗ increase. Since the
reservation fee r∗ is always smaller than the fixed-commitment price w∗,
the overage cost under the option contract is lower than under the fixed-
commitment contract and induces a higher optimal service level. N∗ OS is
thus greater than N∗ FS for all levels of μD̃S

.
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Fig. 5.23. Optimal reservation policy and expected profits as a function of the ex-
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= 1/3:
The higher the expected spot market demand, the more the asset provider retreats
from the contract market and earns higher profits in the spot market.

Expected Profits and Welfare Analysis

The expected profits of the two market participants in Fig. 5.23 are affected
quite differently by the expected size of the spot market. The expected prof-
its of the asset provider depend strongly on the expected spot market de-
mand. If expected demand is low, the asset provider suffers a severe loss
due to under-utilization of his capacity. The higher the expected spot mar-
ket demand, the higher the chance of fully utilizing capacity and thus the
higher the expected profit.

The intermediary’s expected profit is much less, but adversely affected
by the expected spot market demand (note that, in Fig. 5.23, ΠI is plot-
ted against the secondary ordinate to better show the curves’ shape; plot-
ting ΠI against the primary ordinate results in even flatter, almost hori-
zontal curves). The intermediary’s expected profit is not impacted by the
demand volume in the spot market as such, but only indirectly via the asset
provider’s pricing policy that reacts to the spot market size. Since the price
charged by the asset provider when reserving capacity with him increases
in μD̃S

, the capacity procurement cost of the intermediary increases and his
profits decrease.

Fig. 5.24 compares differences in expected profits between option con-
tracts and fixed-commitment contracts. For all sizes of the spot market con-
sidered here, option contracts are Pareto improving. The lower the expected
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= 1/3: For all levels of expected spot de-
mand, option contracts are Pareto improving.

spot market demand, the relatively better is the use of option contracts for
both market parties. The higher the expected spot market demand, the less
capacity is reserved anyway and the lower consequently the positive impact
resulting from the choice of contract type. For low values of μD̃S

, the relative
improvement of expected profits amounts to 3–4% for both buyer and seller.

5.4.3.2 Demand Uncertainty in the Spot Market

Having kept the relative degree of demand uncertainty constant in the pre-
vious section, the analysis now turns to studying ceteris paribus the impact
of demand uncertainty in the spot market on the pricing and performance
of long-term capacity contracts. Uncertainty of spot market demand is ex-
pressed by demand variance σ2

D̃S
.

Optimal Pricing and Reservation Policies

Compared to the comparative static analyses in preceding sections, demand
variance σ2

D̃S
seems to have little impact on the optimal pricing policy of

the asset provider (see Fig. 5.25). When spot demand uncertainty increases,
the capacity prices w∗ and r∗ + x∗ increase only slightly. Increasing uncer-
tainty is unfavorable for the asset provider since the downside potential,
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Fig. 5.25. Optimal pricing policy as a function of demand uncertainty in the spot
market: As uncertainty in terms of demand variances increases, the asset provider
shifts a greater portion of the total price to the certain price component r∗.

i.e., the risk of not finding enough buyers in the spot market to fill capacity,
increases without limit, while the upside potential, i.e., the chance of ben-
efiting from a high number of spot market buyers, is limited by the fixed
amount of capacity. As in the analyses before, the total sum of reservation
fee r∗ and execution fee x∗ of the optimal option contract exceed the capac-
ity price w∗ under the fixed-commitment contract because the option buyer
can expect not to exercise all options. The evolution of r∗ and x∗ over σ2

D̃S
confirms the inference drawn in the discussion of the optimal pricing pol-
icy in Sec. 5.4.3.1: the lower the variance, the higher the optimal execution
fee (though the effect here is less strong). With increasing uncertainty with
regard to market demand, the asset provider shifts a greater portion of the
total capacity to the certain part of the split tariff, namely the reservation
fee.

Expected Profits and Welfare Analysis

While it has been discussed in Sec. 5.4.3.2 that the amount of reserved capac-
ity increases when demand variance in the contract market increases, the op-
timal reservation policy depicted in Fig. 5.26 shows that the optimal amount
of reserved capacity N∗ decreases when demand variance in the spot market
increases. The impact of demand variance is thus different, depending on
whether contract or spot market demand is considered. The decrease of N∗
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Fig. 5.26. Optimal reservation policy and expected profits as a function of spot de-
mand uncertainty: The optimal numbers of reservation and expected profits decrease
in demand variance.

in spot market demand variance is of indirect nature, namely a consequence
of the higher price charged by the asset provider if spot price variance in-
creases as discussed in the preceding subsection. The number of options
sold N∗ OS exceeds the number of firm reservations N∗ FS, again due to the
higher service level induced by the option tariff. Since the reservation fee
and thus the overage cost increase in σ2

D̃S
, the difference in reserved vol-

umes decreases in σ2
D̃S

.
Independently of the type of contract used, Fig. 5.26 shows that the ex-

pected profits of both market parties decline in σ2
D̃S

. Demand uncertainty
in the spot market is thus per se unfavorable for capacity buyer and seller.
Though option contracts yield higher expected profits for both buyer and
seller for all levels of σ2

D̃S
(see Fig. 5.27), this advantage is shrinking as

spot demand uncertainty increases. In contrast to the inferences drawn from
Fig. 5.18 (the value of capacity options depends positively on demand un-
certainty in the contract market), the value of capacity options correlates
negatively with demand uncertainty in the spot market.
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5.4.3.3 Expected Spot Price

Drawing the analogy between capacity options as presented here and finan-
cial call options, e.g., on a company’s stock, the spot price s̃ corresponds
to the price of the underlying, i.e., the share price. The pricing of capacity
options is affected by the expected value of the spot price μs̃ and by the
volatility of the underlying, which is represented by the spot price variance
σ2

s̃ (see Sec. 5.4.3.4).
As in the above discussion of spot market demand (see Sec. 5.4.3.1), the

coefficient of variation ϑs̃ = σs̃/μs̃ is kept constant during the following
analysis at ϑs̃ = 1/3 in order not to change the relative level of uncertainty
when varying the expected spot market price μs̃.

Optimal Pricing and Reservation Policies

Fig. 5.28 shows the optimal pricing policy of the asset provider as a function
of the expected value of the spot price μs̃. The higher the expected spot price,
the more expensive the asset provider sells capacity reservations. However,
due to the price responsiveness of contract market demand, the prices w∗
and r∗ + x∗ only increase less than proportionally and converge for high
values of μs̃. If the expected spot price equals marginal cost (at μs̃ = t = v =
5), the asset provider earns zero margin if a fixed-commitment contract is
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Fig. 5.28. Optimal pricing policy as a function of the expected spot price with con-
stant coefficient of variation ϑs̃ = 1/3: When the expected spot price is greater than
μ̄s̃, the asset provider does not offer option contracts.

used. For the option contract in this case, the asset provider optimally sets
x∗ = μs̃ and earns a positive margin from the reservation fee r∗ > 0.

As the expected spot price increases, initially both the optimal reserva-
tion and execution fee increase; then, x∗ decreases while r∗ further increases
until the execution fee has decreased to zero at μs̃ = μ̄s̃. Since x∗ cannot
drop below zero, the asset provider only offers fixed-commitment contracts
for μs̃ ≥ μ̄s̃.

Lemma 5.3. The threshold value μ̄s̃ is implicitly given by the solution to the fol-
lowing set of equations for (r∗, μ̄s̃) with x = 0:

N −
[

r∗ − c − (μs̃ − t)(1 − Φ(zB))

][
σD̃C

ϕ(zN)μ̄ s̃
+ b

]

+ v

[
σD̃C

(1 − Φ(zN))
ϕ(zN)μ̄ s̃

+ b

]
= 0 (5.13)
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Fig. 5.29. Optimal reservation policy and expected profits as a function of the ex-
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a − b(r∗ + λ) − σD̃C
L(zN)

−
[

r∗ − c − (μ̄ s̃ − t)(1 − Φ(zB))

][
σD̃C

(1 − Φ(zN))
ϕ(zN)μ̄ s̃

+ b

]

+ v

[
σD̃C

(1 − Φ(zN))2

ϕ(zN)μ̄ s̃
+ b

]
= 0 (5.14)

Proof. At μ̄s̃, it is r = r∗ and x = x∗ = 0 and thus ∂ΠA/∂r = ∂ΠA/∂x=0 (first
order condition, unconstrained optimization). Let μs̃ = μ̄s̃. Taking ∂ΠA/∂r
from (4.30) with (4.31)–(4.33) and setting ∂ΠA/∂r = 0 and x = 0 gives (5.13).
Taking ∂ΠA/∂x from (4.34) with (4.35)–(4.36) and setting ∂ΠA/∂x = 0 and
x = 0 gives (5.14). ��

The steady increase of r∗ for μs̃ < μ̄s̃ results from the fact that the in-
termediary’s procurement alternative, i.e., the spot market, becomes more
expensive when μs̃ increases, allowing the asset provider to shift a higher
portion of his total price to the upfront payable price component r.

Expected Profits and Welfare Analysis

The optimal reservation policy is displayed in Fig. 5.29. Generally, the opti-
mal number of reservations declines in the expected spot price. Intuitively,
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one might have expected a different result: Since it is the intermediary’s
alternative procurement market that is becoming more expensive when
the expected spot price increases, one might expect the intermediary to
shift more of his capacity procurement to the contract market and thus re-
serve more capacity. However, this behavior of N∗ can only be observed for
fixed-commitment contracts (N∗ FS) at values of μs̃ slightly above the asset
provider’s variable cost. For all other values of μs̃ and for the option con-
tract without exception, this effect is offset by an opposite effect: Since the
asset provider also raises the price in the contract market – which has a
negative impact on the demand faced by the intermediary due to price re-
sponsiveness of demand – the number of reservations generally declines in
μs̃. As long as the asset provider offers option contracts, the number of op-
tions N∗ OS exceeds the number of firm reservations N∗ FS due to the higher
optimal service level resulting from lower underage cost.

The expected profits (see Fig. 5.29) of intermediary and asset provider
are adversely affected by an increase of the expected spot price. The asset
provider’s expected profits strongly increase in μs̃ since, at constant cost,
a higher spot price means a higher margin. The intermediary’s profits de-
cline in μs̃ since the spot price represents a part of his procurement cost.
However, the impact is much less pronounced than for the asset provider
since the prices for contracted capacity (the other part of the intermediary’s
procurement cost) increase less than the spot price.

If the asset provider offers option contracts, which is true for all levels of
μs̃ between variable cost and μ̄s̃, both buyer and seller benefit as compared
to using a fixed-commitment contract because their expected profits increase
(see Fig. 5.30). Option contracts are thus Pareto improving with respect to
variations of the expected spot price. For the asset provider, the relative
profit improvement is low for high values of μs̃ since his absolute expected
profit is high and the improvement only marginal. However, the relative
impact is high for values between approximately μs̃ = 15 and μs̃ = 20
for which the asset provider operates at the edge of profitability (see also
Fig. 5.29). The relative improvement of the intermediary’s expected profit
amounts to up to 7.5%.

5.4.3.4 Price Uncertainty in the Spot Market

Optimal Pricing and Reservation Policies

The uncertainty of the spot price is represented by the spot price variance
σ2

s̃ . The price of capacity w∗ under the fixed-commitment contract is inde-
pendent of the spot price variance σ2

s̃ (see Fig. 5.31). Since reservations under
this type of contract are firm and payments sunk, the buyer will claim his
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Fig. 5.31. Optimal pricing policy as a function of the spot price variance: The ca-
pacity price w∗ under the fixed-commitment contract is constant, while the optimal
reservation fee r∗ and execution fee x∗ change with spot price variance.
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Fig. 5.32. Optimal reservation policy and expected profits as a function of the spot
price variance: An increase of spot price variance comes at the cost of the asset
provider.

capacity independent of the realization of the spot price; it is only the ex-
pected value of the spot price that determines the optimal capacity price. For
the option contract, the optimal reservation and execution fee do depend on
the uncertainty of the spot price because it is the spot price variance that
determines the chance of the actual spot price being below or above the
execution fee and thus the chance of option execution or non-execution.
Consequently, if σ2

s̃ increases, the probability of x being smaller than s̃ ce-
teris paribus increases. The asset provider’s optimal execution fee x∗ thus
decreases in σ2

s̃ , which reduces the (from the asset provider’s perspective)
risk of non-execution. The asset provider recoups the margin loss associated
with the decline of x∗ by an increase of the optimal reservation fee r∗ in σ2

s̃ .
The total price r∗ + x∗ declines in σ2

s̃ and is generally higher than w∗.
The optimal reservation policy depicted in Fig. 5.32 shows that the num-

ber of reservations N∗ FS bought under the fixed-commitment contract is
also, as a direct consequence of the flat capacity price w∗, independent of
σ2

s̃ . The optimal number of options N∗ OS is greater than the number of firm
reservations for all levels of σ2

s̃ . The more the reservation fee r∗ increases,
the more the intermediary’s optimal service level and thus the number of
options N∗ OS converges to the level under the fixed-commitment contract.
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Fig. 5.33. Welfare comparison for different levels of spot price variance: An increase
of spot price variance comes at the cost of the asset provider.

Expected Profits and Welfare Analysis

The expected profits (see Fig. 5.32) under the fixed-commitment contract are
also independent of σ2

s̃ , as to be expected having observed the optimal pric-
ing and reservation policies. As a consequence of the decline of total capac-
ity price r∗ + x∗ in σ2

s̃ , the intermediary’s expected profit under the option
contract increases in σ2

s̃ , the asset provider’s expected profit decreases. An
increase of the spot price variance comes at the cost of the asset provider.

The asset provider benefits from the option contract most when spot
price uncertainty is low (see Fig. 5.33). The profit advantage of the option
contract becomes smaller when the spot price uncertainty is higher, but is al-
ways positive. The intermediary’s benefit increases in σ2

s̃ , and thus a higher
spot price variance is especially favorable for the intermediary. However, for
low degrees of spot price uncertainty, the intermediary is worse off when
options are used instead of firm reservations. This might lead to conflicts,
given the Stackelberg structure of the model: Since – especially for low de-
grees of spot price uncertainty – the asset provider is better off if option
contracts are used, he being the Stackelberg leader will prefer to offer a
capacity-option contract to the intermediary who, however, would prefer a
fixed-commitment contract and probably demand compensation (e.g., by a
side payment) when asked by the asset provider to switch from a fixed-
commitment to a capacity-option contract.
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The behavior of capacity options with regard to spot price uncertainty
is in line with the notion of financial options: The higher the volatility of
the underlying the higher (from the buyer’s perspective) the value of the
option.

5.4.4 Cost Structure

So far it has been assumed that the cost for capacity supply in the contract
and spot market is identical (i.e., c + v = t). For the contract market, it
has further been assumed that the entire cost for capacity supply does not
arise until the reserved capacity is actually called on (i.e., reservation cost
c = 0). These assumptions will now be relaxed. In the following, analyses
are conducted with respect to

1. the level of variable cost under the assumption that variable cost is iden-
tical in contract and spot market;

2. the level of variable cost under the assumption that variable cost in the
contract market differs from the cost in the spot market;

3. the level of reservation cost assuming that the variable cost in the con-
tract market is incurred partly when capacity is reserved (reservation
cost c) and partly at execution (variable cost v), with the total variable
cost (c + v) in the contract market being identical to the variable cost in
the spot market (t).

5.4.4.1 Identical Variable Cost in Contract and Spot Market

In this first analysis with regard to the asset provider’s cost structure, the
base-case assumption of identical variable cost in the contract and spot mar-
ket is maintained. This section studies how the optimal reservation and pric-
ing policies as well as the expected profits depend on the level of variable
cost. To this end, the parameters v (variable cost in the contract market)
and t (variable cost in the spot market) are changed simultaneously so that
always v = t.

Optimal Pricing and Reservation Policies

The capacity prices w∗ and r∗ + x∗ generally increase as variable cost in-
creases, however, the increase is less than proportional (see Fig. 5.34). In the
case of the fixed-commitment contract, the optimal capacity price w∗ does
not exceed the expected spot price since this is the participation constraint
of the intermediary. In case of the option contract, the sum of reservation
and execution fee does exceed the expected spot price for high cost lev-
els. Initially, both the optimal reservation fee r∗ and the optimal execution
fee x∗ increase in variable cost. This implies a decline of the expected spot
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Fig. 5.34. Optimal pricing policy as a function of variable cost if variable cost is
identical in contract and spot market: The total price r∗ + x∗ for capacity under the
option contract rises above the expected spot price if variable cost is high.

market premium E [(s̃ − x)+], which has to exceed the reservation fee r for
the intermediary to participate in the option market. Therefore, the optimal
reservation fee r∗ then decreases as v further increases.

The execution fee x∗ exceeds the variable cost v for most values of v; only
for values of v close to the expected spot price, the execution fee is not cost-
covering, i.e., remarkably, the asset provider optimally sets the execution fee
even below variable execution cost. The expected loss from option execution
thus must – for these values of v – be smaller than the benefit gained from
stimulating demand and reservations through the optimal tariff.

Expected Profits and Welfare Analysis

The optimal reservation policy in response to the above outlined optimal
pricing policy is shown in Fig. 5.35. Generally, the optimal number of ca-
pacity reservations decline in variable cost because the increase of variable
cost is accompanied by a price increase. The two contract types differ with
regard to the extent of the decline of the number of reservations. Under
the fixed-commitment contract, the optimal number of reservations declines
stronger and drops to zero as variable cost and thus the optimal capacity
price w∗ reaches the level of the expected spot price. In contrast, options are
sold even at this cost level since the intermediary’s participation constraint
r < E [(s̃ − x)+] is still met.
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Fig. 5.35. Optimal reservation policy and expected profits as a function of variable
cost if variable cost is identical in contract and spot market: As variable cost rise,
the number of capacity reservations under the fixed-commitment contract drops to
zero.

The expected profits (see Fig. 5.35) of both market players decline in vari-
able cost. The intermediary’s profits, however, are much less affected than
the asset provider’s (note that ΠA is because the intermediary, on the one
hand, partly shifts his capacity procurement to the spot market while, on
the other hand, the asset provider can only pass on a fraction of the cost in-
crease to the intermediary via an increase of capacity prices. Consequently,
the asset provider’s profit decline strongly and monotonously in variable
cost.

If an option contract is used, both parties expect higher profits for all
levels of variable cost (for 0 ≤ v ≤ E [s̃]) as compared to the fixed-commit-
ment contract (see Fig. 5.36). The absolute profit increase is higher for the
asset provider than for the intermediary and is relatively constant for the
levels of variable cost considered here. The value of the option contract is
thus only marginally influenced by the height of variable cost for the case
of identical cost in contract and spot market. However, one can observe in
Fig. 5.36 that the incremental expected profits for both market participants
exhibit an increase for high levels of variable cost. This is due to the fact
that the number of reservations under the fixed-commitment contract con-
verges to zero when v approaches E [s̃], while, in case of the capacity-option
contract, the intermediary still reserves capacity at this cost level, resulting
from the above described optimal pricing policy of the asset provider.
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Fig. 5.36. Welfare comparison for different levels of variable cost if variable cost is
identical in contract and spot market: The profit differences between option contract
and fixed-commitment contract is only influenced marginally by the level of variable
cost.

5.4.4.2 Different Variable Cost in Contract And Spot Market

The analysis now relaxes the assumption that variable cost are identical in
contract and spot market. Variable cost in the contract market are denoted
by v, variable cost in the spot market by t. In the following analysis, t is held
constant at t = 5 while v takes on values from 0 to 5. The case of v ≤ t is
particularly important since it is probably the one most often observed in
reality. Sales in the contract market imply early information about market
demand which the asset provider possibly can turn into a cost advantage
that results from optimized route planning and allocation of transport as-
sets.

Optimal Pricing and Reservation Policies

Fig. 5.37 depicts the optimal pricing policy of the asset provider as a function
of the variable cost in the contract market v. The lower this variable cost of
“production” v is, the lower the capacity prices w∗ and r∗ + x∗. However, the
optimal prices go up only less than proportional when v increases, i.e., the
asset provider can pass on the cost increase only partly due to the price re-
sponsiveness of contract market demand. In the case of the capacity-option
contract, the majority of the price increase in v takes places in the form of
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Fig. 5.37. Optimal pricing policy as a function of variable cost in the contract market
v with constant variable cost in the spot market t: The asset provider passes on a
change in variable cost only partly to the intermediary.

the optimal execution fee x∗. The optimal reservation fee r∗ only increases
slightly in v because the cost v is only incurred at option execution.

Expected Profits and Welfare Analysis

The optimal reservation policy of the intermediary is shown in Fig. 5.38. The
optimal amounts of capacity reservations N∗ generally decline in v, because
the asset provider’s optimal tariff increases in v. As in the above analyses,
the optimal number of options N∗ OS is generally higher than the optimal
number of firm reservations N∗ FS.

The expected profits of both parties also decline in v (see also Fig. 5.38).
The asset provider’s expected profits decline more strongly than the inter-
mediary’s since the asset provider can pass on an increase of variable cost
only partly to the intermediary (see above). For both the asset provider and
the intermediary, the profits expected when using an option contract are
higher than when using a fixed-commitment contract.

Comparing the expected profits directly (see Fig. 5.39) shows that the
absolute profit advantage from using option contracts hardly changes when
the variable cost v changes. The possibility to achieve a Pareto improvement
is independent of the level of variable cost and thus of the cost difference be-
tween long-term (contract market) and short-term capacity allocation (spot
market).
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Fig. 5.38. Optimal reservation policy and expected profits as a function of variable
cost in the contract market v with constant variable cost in the spot market t: Inde-
pendent of the type of contract, expected profits and optimal number of reservations
decline in v.

5.4.4.3 Reservation Cost in Contract Market

Finally, the assumption that the entire variable cost of capacity reserved in
the contract market is incurred not before the actual use of the reserved
capacity is relaxed. In the following analysis it is assumed that the variable
cost in the contract market exists of two components of which one, the (vari-
able) reservation cost c, is incurred at the moment the capacity is reserved
and the other, the variable cost v, at the moment the capacity is used. This
applies to both the option and the fixed-commitment contract.

Furthermore, it is assumed that the total variable cost in the contract
market is equal to the variable cost in the spot market, i.e, c + v = t. In the
following, an increase of c thus comes along with an decrease of v.

Optimal Pricing and Reservation Policies

The total prices for capacity w∗ and r∗ + x∗ are hardly affected by shifts
in the structure of variable cost in the contract market (see Fig. 5.40). They
increase only slightly the higher the cost component c, which is incurred at
the moment of reservation. The total price under the option contract r∗ + x∗
is generally higher than the price w∗ under the fixed-commitment contract.
In line with the observations in Sec. 5.4.4.2, the optimal execution fee x∗
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Fig. 5.39. Welfare comparison for different levels of variable cost in the contract
market v with constant variable cost in the spot market t: The profit advantage of
option contracts is hardly affected by a cost difference between spot and contract
market.

decreases in c and thus increases – as above – in v. The optimal reserva-
tion fee r∗ increases in c. The higher the cost component incurred upfront,
the higher the price component charged upfront and analogously for the
price/cost component incurred at execution. However, the price movements
are always less than proportional to the cost changes. The asset provider
thus passes on cost changes only partly to the intermediary.

Expected Profits and Welfare Analysis

The optimal reservation policy is depicted in Fig. 5.41. For both contract
types, the optimal numbers of reservations N∗ decline in c because the
higher the reservation cost c becomes, the greater the sunk portion of the
total variable cost. Though the optimal number of options N∗ OS is gener-
ally higher than the optimal number of reservations N∗ FS under the fixed-
commitment contract, N∗ OS declines stronger in c than N∗ FS as the asset
provider adjusts the structure of the split tariff and shifts a higher portion
of the total price towards the upfront reservation fee r. The expected profits
(see Fig. 5.41) of the two parties likewise decline in c and do so stronger in
the case of the option contract.

Comparing the expected profits among the two contracts types shows
that the option contract always results in a positive profit increment for
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both the asset provider and the intermediary (see Fig. 5.42). The relative
benefits amount to up to 7% in expected profits for the asset provider and
up to 2.6% for the intermediary over the range of c displayed in Fig. 5.42.
However, the profit surplus is decreasing in c. The higher the sunk part of
total variable cost, the smaller the advantage of the option contract over the
fixed-commitment contract.

5.5 Reduction of Double-Marginalization

So far, the performance improvement resulting from option contracts has
been measured in absolute terms or relative to fixed-commitment contracts.
As elaborated on in Chap. 3, double marginalization introduces inefficien-
cies in supply chains. The extent to which double marginalization occurs
depends, among other things, on the type of supply contract used by the
supply chain partners. The efficiency of a contract type can be assessed by
measuring the extent of double marginalization. The maximum efficiency
is reached if no double marginalization occurs. The supply chain is then
said to be coordinated (channel coordination). This is the case when the
contract parties act like one single decision maker (in the following called



120 5 Model Results and Comparative Statics

810

830

850

870

890

910

0 1 2 3 4 5

Variable reservation cost c

100

105

110

115

120Π N∗

ΠOS
A

N∗ OS

ΠOS
IΠFS

A

N∗ FS

ΠFS
I

Fig. 5.41. Optimal reservation policy and expected profits as a function of reservation
cost c with constant total variable cost c + v: In case of the option contract, the
optimal number of reservations and expected profits decline stronger in c than for
the fixed-commitment contract.

-20

0

20

40

60

80

100

0 1 2 3 4 5

Variable reservation cost c

ΔΠ

Δ(ΠA + ΠI)

ΔΠA

ΔΠI

Fig. 5.42. Welfare comparison for different levels of reservation cost c with constant
total variable cost c + v: When the variable cost per reservation c increases (holding
t = c + v constant), the profit advantage of the option contract becomes smaller.



5.5 Reduction of Double-Marginalization 121

integrated firm) who optimizes overall profit. In the following, at first, the
optimal policy of the integrated firm is derived to establish the theoretical
channel optimum. Then, the channel performance under the two contract
types considered in the capacity-option pricing model is measured against
this benchmark.

The integrated firm is the fiction of the asset provider and intermediary
being one single entity, i.e., as if the asset provider served directly the in-
termediary’s end-customers. Ultimately, this means that the integrated firm
serves two kinds of customers. To the first group, the integrated firms sells at
the fixed price p. The demand D̃C of this group is, as above, price-sensitive
and its entire demand must be served by the integrated firm. Therefore,
the fictitious integrated firm needs to “reserve” capacity for this customer
group with itself. Again, the reserved capacity is denoted by N. If the inte-
grated firm has reserved less capacity than this customer group demands
(N < D̃C), it purchases additional capacity at the uncertain price s̃ from
other capacity providers on the spot market. This at first somewhat im-
plausible assumption is necessary to reflect the setup of the original model,
where it has been assumed that the intermediary purchases capacity from
any arbitrary spot market seller and not necessarily from the asset provider.
To the second group with demand D̃S, the integrated firm can sell any non-
reserved capacity, i.e., K − N at the uncertain (spot) price s̃.

Except for the prices p, r, x, and w, the definition of and assumptions
about all other variables are identical to the definitions and assumptions in
Chap. 4. There, the prices r, x, and w denote the prices charged by the asset
provider from the intermediary and are thus not applicable in the integrated
channel. Instead, the integrated firm now directly sets p.

Let PG denote the profit earned by the integrated firm:

PG = pD̃C − cN − v min(D̃C, N) − s̃(D̃C − N)+ + (s̃ − t) min(B, D̃S) − f K
(5.15)

with B = K − N

The objective of the integrated firm is to maximize expected profit E [PG] =
ΠG by optimally choosing the number of reservations N and the price p.

max
p,N

ΠG = max
p,N

E[
pD̃C − cN − v min(D̃C, N) − s̃(D̃C − N)+

+ (s̃ − t) min(B, D̃S) − f K
]

(5.16)

The expected profit of the integrated firm is given by
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ΠG = pE[
D̃C

]− cN − v

⎡
⎣ N∫

0

D̃C fC(D̃C)dD̃C +
∞∫

N

N fC(D̃C)dD̃C

⎤
⎦

− E [s̃]
∞∫

N

(D̃C − N) f (D̃C)dD̃C

+ (E [s̃] − t)

⎡
⎣ K−N∫

0

D̃S fS(D̃S)dD̃S +
∞∫

K−N

(K − N) fS(D̃S)dD̃S

⎤
⎦− f K (5.17)

and can be calculated analytically by

ΠG = pμD̃C
− cN − v(μD̃C

− σD̃C
L(zN))

− μs̃σD̃C
L(zN) + (μs̃ − t)(μD̃S

− σD̃S
L(zB)) − f K. (5.18)

Theorem 5.1. The integrated firm’s optimal choice (N∗, p∗) satisfies the set of
equations:

c − [1 − Φ(zN∗)](μs̃ − v) + [1 − Φ(zB)](μs − t) = 0 (5.19)

μD̃C
+ (v − p∗)b −

[
(μs̃ − t)[1 − Φ(zB)] + c

]∂N
∂p

+ (μs̃ − v)[1 − Φ(zN∗)]
(

∂N
∂p

+ b
)

= 0 (5.20)

with

∂N
∂p

= −
(μs̃ − v) ϕ(zN)

σD̃C
b

(μs̃ − v) ϕ(zN)
σD̃C

+ (μs̃ − t) ϕ(zB)
σD̃S

(5.21)

Proof. Differentiating ΠG from (5.17) with respect to N by applying Leibniz’
rule, rearranging terms, setting ∂ΠG/∂N = 0, and applying the relation in
(A.8) (first-order condition) gives (5.19). With

∂Φ(zN)
∂p

=
ϕ(zN)
σD̃C

(
∂N
∂p

+ b
)

and (5.22)

∂Φ(zB)
∂p

= − ϕ(zB)
σD̃S

∂N
∂p

, (5.23)

differentiating (5.19) with respect to p and solving for ∂N/∂p gives (5.21)
(implicit differentiation). With
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Table 5.2. Extent of double marginalization in the base case

N∗ ΠI ΠA ΠI + ΠA ΠG Percentagea

Fixed-commitment contract 108.29 827.72 843.38 1671.10 n/a 87.8%
Capacity-option contract 116.73 854.50 909.49 1763.99 n/a 92.7%
Integrated firm 163.93 n/a n/a n/a 1903.44 100.0%

a Joint expected profit ΠI + ΠA relative to integrated firm ΠG.

∂L(zN)
∂p

= −1 − Φ(zN)
σD̃C

(
∂N
∂p

+ b
)

and (5.24)

∂L(zB)
∂p

=
1 − Φ(zB)

σD̃S

∂N
∂p

, (5.25)

differentiating ΠG from (5.18) with respect to p, simplifying, rearranging
terms, and setting ∂ΠG/∂p = 0 (first-order condition) gives (5.20). ��

Given the form of (5.19) and (5.20), N∗ and p∗ can be determined by
applying numerical solution methods (see Sec. 5.1.3).

Applying the optimal policy derived in Theorem 5.1, the expected profit
of the integrated firm can be calculated and compared to the sum of the
expected profits (joint expected profit in the following) of asset provider and
intermediary when using fixed-commitment or capacity-option contracts.
Table 5.2 shows for the base case that the channel forfeits 12.2% of the maxi-
mum theoretical expected profit when a fixed-commitment contract is used,
and only 7.3% for the case of a capacity-option contract. Though neither
option contracts nor fixed-commitment contracts can fully coordinate the
supply chain, capacity-option contracts are able to reduce double marginal-
ization by 5 percentage points and thus increase channel efficiency.

5.6 Summary of Results

Summarizing the preceding results of the comparative static analysis, it
has been shown that option contracts dominate fixed-commitment contracts
in most cases. Except for the following three cases, option contracts yield
higher expected profits for the asset provider than fixed-commitment con-
tracts:

• The contract market is very small (relative to total capacity), i.e., a < ā
(see Lemma 5.1),

• or price-sensitivity in the contract market is very high, i.e., b > b̄ (see
Lemma 5.2),
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• or the expected spot price is very high, i.e., μs̃ > μ̄s̃ (see Lemma 5.3).

In these cases, the asset provider does not offer option contracts but reverts
to fixed-commitment contracts. In the cases, where option contracts are cho-
sen, they regularly make both asset provider and intermediary better off,
i.e., a Pareto improvement is achieved. However, two exceptions have been
found in the case of which the intermediary expects lower profits than he
would expect if a fixed-commitment contract were offered:

• The spot price variance is very low, i.e., σ2
s̃ → 0 (see Sec. 5.4.3.4)

• or capacity is scarce, i.e., K around μD̃C
+ μD̃S

(see Sec. 5.4.1).

The welfare loss for the intermediary in the first case is considerably large
(up to 5.2% of expected profits), in the latter case it is rather small (less
than 0.7% of expected profits). In both cases, the joint profit improvement is
always positive. Hence even in these cases, a Pareto improvement could pos-
sibly be achieved, e.g., by the asset provider compensating the intermediary
through a side-payment.

Furthermore, it is doubtful if either of these conditions apply in reality.
With regard to the spot price variance, this is rather unlikely. As indicated
in Sec. 2.1.2, spot prices are volatile and thus do exhibit a non-negligible
variance. In fact, the quest for potentially lower spot prices has been found
to be an important reason for the reluctance of forwarders to sign capacity
agreements (see Sec. 2.2.4).

Capacity being of the order of magnitude of the sum of market demands
may be more probable to apply in reality, since this is the equilibrium that
– on average – balances market supply and demand. However, for the rea-
sons outlined in Sec. 2.1.2, balancing demand and supply in the air cargo
industry is aggravated by the fact that capacity supply is, for the case of
belly capacity on passenger aircraft, triggered by the demand for passenger
transport and that capacity cannot easily be adjusted at short notice and in
large increments only. Furthermore, it has been discussed that, partly result-
ing from these issues, overcapacity is a frequently observed phenomenon in
the industry, such that on many routes capacity and supply are hardly bal-
anced. A negative – albeit minor – impact on the intermediary’s expected
profit may thus occur, but probably on those routes only, where supply and
total demand is despite the obstacles mentioned above approximately bal-
anced (for empirical findings on this issue, see Chap. 7).

Table 5.3 summarizes the findings about the determinants of the value of
capacity option contracts. As before, ΔΠA denotes the profit improvement
expected for the asset provider (ΔΠI for the intermediary) resulting from
using capacity-option contracts instead of fixed-commitment contracts. The
influence of the different sources of uncertainty on the value of capacity
option contracts is especially noteworthy.
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Table 5.3. Determinants of option contract value

. . . lets

An increase in . . . ΔΠI ΔΠA

Capacity K decrease/increase increase

Contract market size a increase/decrease increase/decrease

Contract market demand variance σ2
D̃C

increase increase

Price sensitivity of contract market demand b increase/decrease increase/decrease

Expected spot market demand μD̃S
decrease decrease

Spot market demand variance σ2
D̃S

decrease decrease

Expected spot price μs̃ decrease decrease

Spot price variance σ2
s̃ increase decrease

The general notion about options is that uncertainty increases the value
of an option (dating back to Merton 1973, who points out that the value of
a financial option increases in the volatility of the underlying). The sources
of uncertainty in the model are expressed by the variances of contract mar-
ket demand, spot market demand, and spot price. The reaction of value of
the capacity-option contract with regard to an increase in spot price vari-
ance corresponds to a financial option: for the option buyer (intermediary),
the value of the option contract increases in spot price variance and de-
creases for the option seller (asset provider). An increase of spot market de-
mand variance, however, is detrimental to both the capacity-option contract
value for buyer and seller. In stark contrast, an increase in contract mar-
ket demand increases the capacity-option contract value for both parties.
The different sources of uncertainty thus differ substantially with regard
to their respective effect on the value of the capacity-option contract. Simi-
lar findings about the necessity to distinguish between different sources of
uncertainty and their respective effect on option value have been made by
Huchzermeier and Loch (2001) with regard to real options in R&D projects.

Though the option contract value increases in some of the uncertainties
discussed above, options are not a panacea against these uncertainties. The
expected profits of the market participants regularly decline (or, at best, are
flat) in the variances of the three uncertain variables no matter if option
contracts or fixed-commitment contracts are being used. But the decline of
expected profits is lower in the case of option contracts. The only exception
constitutes the intermediary’s expected profit which increases in spot price
variance (see Sec. 5.4.3.4).
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The main mechanism that makes a capacity-option contract yield higher
expected profits than a fixed-commitment contract is the fact that it triggers
a higher number of reservations. In general, the intermediary purchases op-
tions on more capacity units than he would otherwise – in the case of a
fixed-commitment contract – reserve. This behavior essentially results from
the cost trade-off in the Newsboy model that determines the intermediary’s
optimal service level and thus the optimal number of reservations. In the
case of the option contract, the overage cost, i.e., the monetary amount that
is lost for each unit of capacity the intermediary reserves ex ante in excess of
his ex-post actual need, is constituted by the reservation fee r, in the case of
the fixed-commitment contract by the capacity price w. Since r∗ is generally
not greater than w∗, the optimal service level of the intermediary increases
and he reserves a greater amount of capacity (see Fig. 5.10), which is closer
to the optimal number of reservations of the fictitious integrated firm intro-
duced in Sec. 5.5 and thus reduces the extent of double marginalization.

The performance increase by using option contracts is not primarily a
result of an increase of capacity utilization. On the contrary, capacity uti-
lization may even decrease if option contracts are used (see Fig. 5.12). In
general, two opposing effects exist with regard to the effect of option con-
tracts on capacity utilization. On the one hand, capacity utilization increases
since the asset provider sells more reservations and thus, in expectation, at-
tracts more business from the intermediary. On the other hand, options may
not be executed, leading to a decrease of capacity utilization. Which of these
effects prevails depends on the situation at hand.



6

Model Extensions: Distribution of Profits,

Correlations, and Overbooking

In Sec. 4.2, some assumptions have been made about the asset provider, the
intermediary, and the markets they are acting in. These include risk neu-
trality of the market participants, independence of the spot market, and
non-overbooking of reserved capacity. This chapter further analyzes the im-
pact of these assumptions on the results of the model and partly relaxes
them. Related to the assumption of market participants being risk neutral,
Sec. 6.1 considers the distribution of expected profits; Sec. 6.2 deals with cor-
relations between contract and spot market as well as between spot market
price and spot market demand. Finally, Sec. 6.3 relaxes the non-overbooking
assumptions and presents an overbooking model for option-based capacity
reservations.

6.1 Distribution of Profits

In Sec. 4.2.1, it has been assumed that asset provider and intermediary are
risk neutral and thus maximize expected profits without regard to the vari-
ability of profits. A main result in Chap. 5 has been that asset provider and
intermediary prefer under most circumstances a capacity-option contract
over a fixed-commitment contract because it yields higher expected profits
for both parties. Relaxing the assumption about the attitude towards risk
of the market participants can change this result, especially if the increase
in expected profits comes at the expense of an increase in profit variability.
Whether the players then still prefer the option contract, is determined by
the shape of their respective utility function.

One might conjecture that the variability of the asset provider’s profit in-
creases when switching from a fixed-commitment to a capacity-option con-
tract because the asset provider then faces in addition to price and demand
uncertainty the risk that (some) options are not executed. The variability of
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Table 6.1. Simulation statistics: Profit forecasts in the base case when the optimal
policies are being followed.

Intermediary’s profit P̃I Asset provider’s profit P̃A

Fixed-
commitment

contract

Capacity-
option

contract

Fixed-
commitment

contract

Capacity-
option

contract

Trials 10,000 10,000 10,000 10,000
Mean (analytical
model)

830.4 (827.7) 853.9 (854.5) 841.9 (843.4) 912.7 (909.5)

Median 866.3 891.9 808.5 897.4
Standard deviation 219.1 194.6 1046.3 1089.2
Variance 48,013.3 37,860.4 1,094,734.2 1,186,439.6
Skewness −1.16 −0.09 0.17 −0.13
Kurtosis 6.68 5.70 3.12 3.59
Coeff. of variation 0.26 0.23 1.24 1.19
Range minimum −523.0 −23.8 −3234.0 −3052.5
Range maximum 2,089.6 2,269.1 5,371.1 5,317.4
Range width 2,612.6 2,292.9 8,605.2 8,369.9
Mean std. error 2.19 1.95 10.46 10.89

profits is analyzed in the following by the means of a Monte-Carlo simula-
tion.

The simulation results presented here and in any following section have
been derived using the spreadsheet simulation software Crystal Ball 2000,
Version 5.2.2 by Decisioneering Inc., Denver (Colo.) in combination with the
spreadsheet software Microsoft Excel, Version 10 by Microsoft Corp., Redmond
(Wash.).

For the base case as specified in Table 5.1, Table 6.1 compares the dis-
tribution of profits earned by the asset provider and intermediary under
both the fixed-commitment and capacity-option scenario. With 10,000 trials,
the means of the sample profits approximately equal the expected profits of
the analytical model presented in Chap. 4. As seen before (Sec. 5.4), both
parties’ expected profits are higher in the option-contract scenario. For the
intermediary (see Fig. 6.1), the profit variance in the capacity-option sce-
nario is lower than in the fixed-commitment scenario. Thus the intermedi-
ary does not only expect to earn more, but the higher profit exhibits also
lower variability.

The profit variance for the asset provider (see Fig. 6.2), though, is higher
in the capacity-option scenario than in the fixed-commitment scenario.
However, the coefficient of variation (1.24 under the fixed-commitment con-
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Fig. 6.1. Distribution of intermediary’s profit P̃I (simulation results) in the base case
when the optimal policies are being followed: The peak of the distribution shifts to
the right, if an option contract is used.

tract, 1.19 for capacity options) shows that the riskiness of profit decreases
for the asset provider, too. Besides this, Fig. 6.2(b) shows that the distribu-
tion of the asset provider’s profit becomes bimodal. The second, lower peak
at the left-hand tail of the profit distribution in the option-contract scenario
results from non-execution of options due to spot price realizations below
the execution fee.

In the base case, option contracts are thus for none of the market par-
ticipants more risky (with regard to profit variability) than fixed-commit-
ment contracts. However, this observation can only be an indication that
the model results hold also in the case of attitudes towards risk different
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(b) Capacity-option contract

Fig. 6.2. Distribution of asset provider’s profit P̃A (simulation results) in the base
case when the optimal policies are being followed: The second, smaller peak at the
left of the option-contract distribution results from options not being executed.

from risk neutrality, e.g., risk aversion. In order to draw general conclusions
would require to carry out the analysis conducted in Chap. 4 and Chap. 5
on the basis of utility instead of profit maximization, which is beyond the
scope of the capacity-pricing model presented here.

6.2 Interdependencies Between Stochastic Variables

The stochastic variables in the capacity-option pricing model – contract mar-
ket demand D̃C, spot market demand D̃S, and spot price s̃ – have been
assumed to be mutually independent (see Sec. 4.2.2 and 4.2.3). In the fol-
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lowing, it is examined if these assumptions of independence are critical to
the optimal choice of contract type, i.e., if the optimal choice of contract
changes when these assumptions are relaxed.

6.2.1 Correlation Between Spot Market Demand and Spot Price

The optimal polices derived in Chap. 4 and analyzed in Chap. 5 have been
determined under the assumption that spot market demand and spot price
are independent. One can argue, though, that spot market demand and
spot price are interdependent. In microeconomics, usually a negative de-
pendence of price and demand is assumed: the higher the price, the fewer
buyers are willing to pay that price and, thus, the lower is demand. This ra-
tionale characterizes, e.g., any negatively sloped demand function and will
most certainly hold true for a market in total and in the long run (cf. Hyman
1993, p.170).1 In the capacity-option pricing model, the portion of spot mar-
ket demand D̃S faced by the asset provider has been assumed independent
of the spot price s̃, with D̃S and s̃ being positive stochastic variables. Ex-
pected profits in the case of correlated spot market demand and spot price
reported on in the following could therefore not be determined analytically
from the model, but were estimated via simulation experiments.

Fig. 6.3 displays the results of simulation experiments with different co-
efficient of correlation between D̃S and s̃ (with all other variables as specified
in the base case, see Table 5.1). It shows the impact on profits if market par-
ticipants make their decisions assuming independence of D̃S and s̃ when
indeed D̃S and s̃ are interrelated. The coefficient of correlation (cf. Rinne
1997, p. 369) is defined as

ρD̃S ,s̃ ≡
E
[
(D̃S − μD̃S

)(s̃ − μs̃)
]

σD̃S
σs̃

. (6.1)

Each point in Fig. 6.3 represents the mean of profits achieved in 10,000
simulation trials with asset provider and intermediary following the opti-
mal policies derived in Chap. 4, i.e., under the assumption of independence.
Prices r, x, and w, respectively, as well as number of reservations N are thus
constant within each the fixed-commitment and capacity-option scenario.

1 In the short run, however, also positive dependance between spot price and de-
mand may be observed. An individual seller may experience situations where he
faces high demand and can charge a high spot price. For example, if demand is
high and supply (capacity) fixed, the price in the spot market goes up. Vice versa,
if demand is weak, the sellers may dump capacity on the market at a low price.
Therefore, also positive correlations between spot market demand and spot price
are reported on in the following.
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Fig. 6.3. Expected profits (simulation results) if spot market demand and spot price
are correlated: the greater the coefficient of correlation, the higher the expected prof-
its of the asset provider.

Fig. 6.3 shows that the expected profits of the intermediary ΠI do not de-
pend on the correlation of D̃S and s̃ because ΠI is not a function of D̃S (see
(4.4)). The expected profits of the asset provider increase in ρD̃S ,s̃ at a sim-
ilar rate for both types of contract. This is because correlation of D̃S and s̃
determines the chances that an – from the perspective of the asset provider
– unfavorable outcome of spot market demand, i.e., D̃S low, is offset by a fa-
vorable outcome of spot price, i.e., s̃ high. The larger ρD̃S ,s̃ is, the higher the
chance that high values of D̃S occur together with high values of s̃, which
improves the asset provider’s profit.

Since Fig. 6.3 and similar simulation experiments for constellations dif-
ferent from the base base indicate that a correlation of spot market demand
and spot price influence asset provider’s expected profit, the possibility that
the optimal pricing policy of the asset provider would also depend on ρD̃S ,s̃
cannot be ruled out. However, the analysis of this effect is beyond the scope
of the capacity-option pricing model.

6.2.2 Demand Correlation Between Contract and Spot Market

Following the setup of the vast majority of revenue management models
(cf. Weatherford and Bodily 1992; Tscheulin and Lindenmeier 2003), de-
mands in contract and spot market have been assumed to be independently
distributed.2 One may argue, though, that demands are positively corre-

2 See Mendelson and Tunca (2004) for an attempt to model a so-called closed mar-
ket that considers such dependencies.
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Fig. 6.4. Expected profits (simulation results) if demands in contract and spot market
are correlated: The expected profits and thus the choice of contract type are not
affected by the level of demand correlation.

lated because there might exist common factors that influence both contract
and spot market demand, e.g., the state of the economy. Furthermore, if the
structure on the demand side of the spot market is not perfectly competitive
(as assumed here), but, e.g., rather represents an oligopsony (i.e., a limited
number of capacity buyers), then demand captured by the asset provider in
the contract market is likely to negatively affect demand in the subsequent
spot market. For these reasons, it is examined in the following what impact
demand correlation has on the expected profits of intermediary and asset
provider and consequently on the optimal choice of contract type. Though
of minor economic meaning, negative correlations are – for the complete-
ness of the analysis – also included.

Fig. 6.4 shows the expected profits of asset provider and intermediary
for different levels of correlation between demands in contract and spot
market, measured by the coefficient of correlation ρD̃C ,D̃S

which is defined
by analogy with (6.1). As in Sec. 6.2.1, the points in Fig. 6.4 represent the
results of simulation experiments with 10,000 trials each; the thin straight
lines indicate the analytical value of expected profits in the base case with
ρD̃C ,D̃S

= 0.3

3 Note that the simulation results displayed in Fig. 6.4 fluctuate more widely
around the analytically determined mean (thin straight lines) for the asset
provider than for the intermediary. This is due to the fact that the simulation’s
mean standard error is generally larger (for the same number of trails) for the
asset provider than for the intermediary (see Table 6.1).
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The expected profits of the intermediary are independent of ρD̃C ,D̃S
be-

cause ΠI is not a function of D̃S. Likewise, the expected profits of the asset
provider, which are functions of both D̃S and D̃C, are not affected by corre-
lation of demands. For the expected value as an average over all states it is
irrelevant if high values of one demand variable are more likely to appear if
the other demand variable takes on high (in the case of positive correlation)
or low (negative correlation) values since both variables are realized at the
same time.

Hence, no indication can be found that an interdependence of demands
in contract and spot market affect the profits expected by asset provider or
intermediary and thus the optimal choice of the contract type.

6.3 Overbooking

Intentionally setting booking levels higher than capacity, i.e., selling more
capacity than one actually has, is called overbooking (cf. Smith et al. 1992).
The booking level B as the maximum number of spot-market bookings the
asset provider is willing to accept has so far been restricted to B = K − N: At
most the non-reserved capacity has been sold in the spot market. However,
if no-shows appear it can be valuable to overbook capacity, i.e., to set B >
K − N. In the following, it is first defined what kind of no-shows are of
particular relevance in the context of the market model considered here.
Then, conditions under which the application of overbooking is useful are
established and finally the optimal overbooking policy of the asset provider
derived.

6.3.1 No-Shows Within the Capacity-Option Pricing Model

A no-show is a customer who has booked capacity but does not show up
to make use of the capacity. Basically, no-shows can result from customers
who have purchased capacity in the contract market or from customers who
have booked in the spot market. Only the former will be considered here.
Since the model focuses on contracting practices for capacity reservations,
i.e., on the contract market, modeling of the spot market has been limited to
what is necessary to provide asset provider and intermediary an alternative
market to sell and buy capacity. Therefore, the model refrains especially
from modeling no-show behavior of customers in the spot market (for a
corresponding formulation with a stochastic show-up rate, see Kasilingam
1997) as this would yield no further insight about the optimal choice of
contract type.

Aside from the not-modeled no-shows in the spot market, a different
source of “no-shows” occurs when option contracts are used, namely the
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non-execution of options, which occurs for all options if the spot price s̃ is
smaller than the execution fee x∗ or for some options if demand of the in-
termediary D̃C is smaller than the number of options N∗ (see Lemma 4.1).
In these cases, the asset provider does not collect the execution fee x∗ and
thus loses revenue potential. Because it has been assumed in the model that
fixed-commitment contracts can be enforced, no-shows associated with a
revenue loss do not occur for reservations under a fixed-commitment con-
tract because execution of reservation is free of charge for the intermediary
(x = 0). Even if the actual demand of the intermediary D̃C is lower than the
reserved quantity N∗, the asset provider still receives w∗N∗.

If no-shows occur and the asset provider has turned down spot-market
demand because the number of spot market booking requests has exceeded
the available capacity, he incurs – on the one hand – an opportunity cost. It
will be shown below that the more capacity is overbooked, the lower this
opportunity cost becomes. On the other hand, overbooking implies the risk
that eventually more customers holding a reservation or booking show up
than capacity is available. The asset provider then incurs an offload cost that
results from compensations, contractual penalties, and loss of goodwill. This
offload cost increases in the overbooking level (see also Fig. 3.4).

In the following it is analyzed to what extend a no-show problem exists
if option contracts are used and how overbooking can be used to financially
benefit from non-executed options.

6.3.2 Conditions for Useful Application

Overbooking can be useful in the model if the following conditions simul-
taneously apply:

1. The number of no-shows, i.e., non-executed options, is non-negligible.
The expected number of non-executed options is E[

N − Ẽ
]
.

2. Spot demand D̃S exceeds the booking level B set by the asset provider,
i.e., the number of denied spot-market bookings is positive. The ex-
pected number of denied spot market bookings is E[

(D̃S − B)+]
Fig. 6.5 displays the expected number of non-executed options and

denied spot market bookings as a function of the expected spot market
demand μD̃S

with all other variables at their base-case values (see Ta-
ble 5.1). The expected number of non-executed options in the base case
with μD̃S

= 200 is E[
N − Ẽ

]
= 11.96. From this perspective, overbooking

would be desirable to compensate for these expected no-shows. However,
Fig. 6.5 also shows that for μD̃S

= 200 the number of denied spot-market
bookings E[

(D̃S − B)+]
is very close to zero. Thus, even if the capacity of-

fered in the spot market were overbooked, it is very unlikely that the asset
provider would find buyers for any additional capacity.
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and denied spot mar-

ket bookings E[
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in the base case as functions of the expected spot market
demand μD̃S

.

In Fig. 6.5 overbooking is most promising for expected spot-market de-
mand values around μD̃S

= 308 because the thick dashed line indicating
the minimum of non-executed options and denied spot-market bookings
reaches its maximum value. For higher values of μD̃S

, overbooking becomes
less meaningful as the expected number of non-executed options converges
to zero. This is because the optimal number of reservations N∗ generally
declines in μD̃S

(see Sec. 5.4.3.1).
Furthermore, the significance of overbooking is influenced by spot mar-

ket demand uncertainty and spot price uncertainty: High spot market de-
mand uncertainty ceteris paribus means a higher expected number of de-
nied spot market bookings, while a high spot price uncertainty increases
the chance of s̃ < x and thus the risk of non-execution of options.

6.3.3 Optimal Overbooking Policy

The overbooking model presented in the following follows at first the pro-
cedure of common revenue management systems that neglect the interde-
pendence of the comprised optimization problems and solve them sequen-
tially in order to reduce system complexity (cf. Stuhlmann 2000, p. 243, and
Tscheulin and Lindenmeier 2003, p. 631). In line with this approach, the fol-
lowing formulation of the overbooking problem takes the solution to the
reservation and pricing problems derived in Chap. 4 as given. In Sec. 6.3.5,
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it is shown how the optimal tariff would change if it were derived taking
potential overbooking into account.

According to the sequence of events introduced in Chap. 4 and summa-
rized in Fig. 4.2, the asset provider decides on the booking level B, i.e., the
maximum number of spot market bookings he is willing to accept4, during
the first part (booking phase) of the spot market phase. He does so under
uncertainty with respect to the number of executed options Ẽ which is not
resolved before the second part (execution phase) of the spot market phase.

For all capacity units that are called on either on the basis of spot market
bookings M̃ or in the form of option executions Ẽ in excess of total capacity
K, thus for Q̃ ≡ (M̃ + Ẽ − K)+ (in the following termed offload quantity),
the asset provider incurs the offload cost g. Since M̃ = min(D̃S, B) as de-
fined in Sec. 4.4, one gets Q̃ = Q̃(B). For the clarity of the exhibition, it is
assumed that the offload cost g is constant5.

The asset provider’s objective is to maximize expected profits by op-
timally choosing B. The objective function from (4.19) is extended by the
offload cost:

max
B

ΠA(B) − gE[
Q̃(B)

]
. (6.2)

With the spot market margin (s̃ − t) representing the opportunity cost for
capacity units that could have been sold in the spot market if they had not
been blocked by reservations and Γ denoting total expected overbooking
cost, the profit maximization problem in (6.2) can be formulated as the fol-
lowing corresponding cost minimization problem:

min
B

Γ(B) = min
B

E[
(s̃ − t)(D̃S − B)+ + gQ̃(B)

]
(6.3)

s. t. B ≥ 0.

The first term, (s̃− t)(D̃S − B)+, of the right hand side in (6.3) is the expected
opportunity cost, the second term gQ̃(B) represents the expected offload
cost. Since the expected opportunity cost decreases in B (see below) and the
expected offload cost increases, minimizing Γ implies finding the optimal
cost trade-off.

Theorem 6.1. If g ≥ E[s̃]−t
1−G(x) , the optimal booking level B∗ is the candidate solution

that minimizes total expected overbooking cost Γ with

4 So far, the booking level has been assumed to be B = K − N.
5 One may argue, though, that the offload cost increases in the offloaded quantity

as loss-of-goodwill costs increase more than proportionally.
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argmin[Γ(B)] ∈
{

K − N, K − F−1
C

(
1 − E [s̃] − t

g(1 − G(x))

)
︸ ︷︷ ︸

B0

, K

}
. (6.4)

Else, B∗ approaches infinity.

Proof. Differentiating (6.3) with respect to B gives

∂Γ(B)
∂B

= −(E [s̃] − t)[1 − (FS(B)] + g
∂E[

Q̃
]

∂B
. (6.5)

With ∂E[
Q̃

]
/∂B from (B.16) and (B.18), respectively, this results in:

Case 1 K − N < B < K

∂Γ(B)
∂B

= [1 − FS(B)]
[

g[1 − G(x)][1 − FC(K − B)]

− (E [s̃] − t)
]

!= 0. (6.6)

If g ≥ E[s̃]−t
1−G(x) , (6.6) can be solved for B yielding

B0 = K − F−1
C

(
1 − E [s] − t

g(1 − G(x))

)
. (6.7)

If B0 falls within the limits of the case considered at present,
i.e., K − N < B0 < K, B0 is a candidate solution. If B0 ≤
K − N, the candidate solution is K − N.

Case 2 B > K
The partial derivative with respect to B is:

∂Γ(B)
∂B

= [1 − FS(B)][gG(x) − (E [s̃] − t)] != 0. (6.8)

Since the null of this term (when gG(x) = (E [s̃] − t)) is not
a function of B, it follows that no optimum exists beyond K.

Case 3 B = K
Since Q̃(B) and thus Γ(B) are not differentiable at B = K,
B = K has to be considered as a candidate solution.

If g < E[s̃]−t
1−G(x) , then ∂Γ(B)/∂B < 0 for all values of B, i.e., total cost declines

in B, and the optimal solution is choosing B as large as possible (B∗ → ∞).
��

The expected offload quantity E[
Q̃

]
cannot be determined numerically

(see Sec. B.2). For the results presented in the following, the expected offload
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quantity therefore is approximated by simulation. Note that B0 can be de-
termined analytically from (6.7).

6.3.4 Illustration of Optimal Overbooking Policy

As pointed out above (see Sec. 6.3.2), overbooking is most relevant if spot
market demand is sufficiently high such that denied spot market bookings
are likely to occur and if spot market demand and price uncertainty are
high. The optimal overbooking policy of the asset provider is therefore illus-
trated by the means of a scenario that exhibits these characteristics. Table 6.2
lists the values of those exogenous variables insofar as they deviate from the
previously introduced base case.

Since one gets g = 20 > E[s̃]−t
1−G(x) = 15.82, the optimal overbooking level

B∗ is determined according to Theorem 6.1 by first calculating the candidate
solutions and then selecting the candidate solution that yields the lowest
expected total cost. Table 6.3 lists the candidate solutions and the respective
levels of expected total cost Γ(B) in the high-uncertainty scenario. Here, it
is B∗ = B0 = 321.70.

This is also illustrated in Fig. 6.6. The total expected cost curve Γ(B) is
the sum of the expected offload cost gE[

Q̃
]

and the expected opportunity

Table 6.2. Values for exogenous variables in the high-uncertainty scenario

VariableaValue Description

σD̃C
1
3 μD̃C

Standard deviation of contract market demand

μD̃S
250 Mean of spot market demand

σD̃S
1
3 μD̃S

Standard deviation of spot market demand

σs̃
1
3 μs̃ Standard deviation of spot price

g 20 Offload cost per unit

a All other variables as in the base case (see Table 5.1).

Table 6.3. Candidate solutions for B∗ in the high-uncertainty scenario

Candidate solution Expected total cost

B Value Γ(B)

K − N 304.61 192.49
B0 321.70 186.30a

K 400.00 204.25a,b

a Simulation result
b Left-hand limit for B → K
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Fig. 6.6. Determination of optimal booking level B∗. The diagram shows the progres-
sion of the total expected cost curve Γ(B), expected offload cost gE[

Q̃
]

with g = 20,
and expected opportunity cost E[

(s̃ − t)(D̃S − B)+]
.

cost curve E[
(s̃ − t)(D̃S − B)+]

. The expected offload cost and thus total
expected cost are not continuous in B at the point B = K − N. This results
from the form of E[

Q̃
]

as in (B.11) and ultimately is a consequence of the
not continuously differentiable form of Ẽ in Lemma 4.1. The total expected
cost curve has a global minimum at B = 321.70.

The shape of the total expected overbooking cost curve Γ(B) depends on
the per-unit offload cost g. Fig. 6.7 depicts the total expected overbooking
cost for different levels of g. For low levels of g (g = 10 and g = 12) it
can be seen that the total expected cost is always decreasing in B. Thus,
the asset provider would overbook capacity without limit (B → ∞) as the
expected loss from overbooking is always smaller than the expected benefit.
Vice versa, for high levels of g (g = 26 and beyond), the total expected
cost is always increasing in B. Thus, the asset provider would not overbook
capacity at all (B = K − N) because offloading is too expensive. For the
levels of g in-between, the total expected cost curve exhibits a minimum
between B = K − N and B = K that represents the asset provider’s optimal
booking level.

Analytically, the threshold levels of g can be shown to be
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g =
E [s̃] − t

1 − G(x)
(6.9a)

and

g =
E [(s̃ − t)(s̃ − x)+]

r[1 − G(x)]
(6.9b)

where

B∗ → ∞ if g ≤ g (6.10a)

B∗ = B0 if g < g ≤ g (6.10b)

B∗ = K − N if g < g (6.10c)

The lower threshold level in (6.9a) follows directly from the proof to Theo-
rem 6.1. The upper threshold level in (6.9b) can be derived by substituting
N from (4.12) and B from (6.7) into the condition K − N < B < K in the
proof of Theorem 6.1 and solving for g.
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With this, the optimal booking level B∗ can be depicted as a function of
the per-unit offload cost g (see Fig. 6.8). In the high-uncertainty scenario, it
is g = 15.82 and g = 25.10.

Though it may be difficult to assess g in reality, the order of magni-
tude of g may very well fall within this interval. The expected margin (with
E [s̃] − t = 15) establishes presumably the lowest possible level of g, if a
customer can be turned down without harming goodwill or requiring any
compensation. If the customer is compensated by free service at another oc-
casion, the offload cost amounts to roughly the expected spot price (with
E [s̃] = 20). Only if the asset provider needed to pay further compensation
or incurred additional loss-of-goodwill cost, g would eventually exceed g.

Expressed in percentage terms, the asset provider optimally overbooks
the spot market allotment K − N by 31% at maximum for g = g in the
high-uncertainty scenario, increasing the asset provider’s expected profit by
approximately 2%.

6.3.5 Joint Optimization of Tariff and Booking Level

So far, the optimal booking level B∗ has been derived by taking the optimal
tariff (r∗, x∗) as given. However, since the tariff (r∗, x∗) implicitly given by
(4.23) and (4.24) is a function of the booking level, which had been assumed
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Table 6.4. Iterations for determining r∗∗, x∗∗, and B∗∗ in the high-uncertainty sce-
nario

i 0 1 2 3 4 5 . . . 33 34

r∗i 6.920 6.515 6.832 6.581 6.778 . . . 6.690 6.690
x∗i 9.169 9.261 9.189 9.245 9.201 . . . 9.221 9.221
N∗

i 95.387 100.698 96.534 99.825 97.241 . . . 98.384 98.387
Bi 304.613 316.392 307.105 314.407 308.654 . . . 311.180 311.186
B∗

i 321.703 320.031 321.337 320.302 321.113 . . . 320.753 320.752
ΔBi 0 17.090 3.639 14.232 5.895 12.460 . . . 9.573 9.566

to be B = K − N (no overbooking), the tariff (r∗, x∗) is no longer optimal if
B > K − N, i.e., in the case of overbooking.

Finding an optimal solution that takes this interdependency into account
requires joint optimization of the asset provider’s objective function with
overbooking:

max
r,x,B

ΠA − gE [Q] (6.11)

s. t. r ≥ 0, x ≥ 0, B ≥ 0

Let (r∗∗, x∗∗, B∗∗) denote the solution to the joint optimization problem. Un-
fortunately, solving the problem directly for (r∗∗, x∗∗, B∗∗) is infeasible. It
has been shown in Chap. 4 that the determination of the optimal tariff r∗, x∗
requires a numerical solution procedure which in turn presupposes a for-
mulation of the expected value of the objective function that can be submit-
ted to an optimization software. In Sec. 6.3.3 it was noted that the expected
value of the objective function with overbooking cannot be formulated in
near-closed form because of the expression for the expected offload quan-
tity (see Sec. B.2). The objective function with overbooking thus cannot be
optimized via numerical procedures by an optimization software. Because
of this incompatibility of the solution approaches, the solution to the joint
optimization problem in (6.11) needs to be approximated by the following
iterative algorithm:

Step 0 (Initialize) Set as starting value

B0 = K − N0. (6.12)

Step 1 (Maximize profit) Let i denote the number of the current iteration,
starting at i = 1. Determine r∗i and x∗i according to Theorem 4.2 with
N∗

i = N∗
i (r∗i , x∗i ) according to Theorem 4.1 by calculating
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max
ri ,xi

ΠA (6.13)

with Bi = K − N∗
i + ΔBi−1 for i > 0.

Step 2 (Minimize overbooking cost) With the results from Step 1, determine
B∗

i according to Theorem 6.1 by calculating

min
Bi

Γ(r∗i , x∗i ) (6.14)

and let
ΔBi = B∗

i − Bi. (6.15)

Step 3 (Convergence test) Let the stopping criterion δ > 0 be a small num-
ber. If |r∗i − r∗i−1| < δ and |x∗i − r∗i−1| < δ and |B∗

i − r∗i−1| < δ, then stop
and take r∗i ≈ r∗∗, x∗i ≈ x∗∗, and B∗

i ≈ B∗∗ as the solution to the joint
optimization problem in (6.11); else continue at Step 1 with i ← i + 1.

This algorithm is applied in the following to determine the jointly opti-
mal solution in the high-uncertainty scenario. Table 6.4 shows the results of
the first five and last two iterations. After 34 iterations, the desired precision
of δ = 10−3 is reached. Fig. 6.9 illustrates exemplarily for the three decision
variables the evolution of B∗

i over the course of the iterations. B∗
i oscillates

around and converges against B∗∗ = B∗
34 = 320.75.

The results of the three optimization procedures for the asset provider’s
expected profit are summarized in Table 6.5: The result without overbook-
ing corresponds to the solution in the high-uncertainty scenario according
to Theorem 4.2, the result of the sequential optimization according to The-
orem 6.1 taking the result from Theorem 4.2 as given, and the result of the
joint optimization by applying the above iterative algorithm.

Table 6.5 shows that the original solution using sequential optimization
results in setting the booking level B and the reservation fee r slightly too
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Fig. 6.9. When the number of iterations i increases, B∗
i converges against B∗∗
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Table 6.5. Comparison of expected profits in the high-uncertainty scenario

Booking level Tariff Reservations Expected incre-
B r x N∗ mental profita

Without overbooking 304.61 6.92 9.17 95.39 0
With overbooking

Sequential optimization 321.70 6.92 9.17 95.39 5.62b

Joint optimization 320.75 6.70 9.22 98.32 7.70b

a In comparison to situation without overbooking
b Simulation result

high and the execution fee at slightly too low a level. This can be best ex-
plained by first considering the execution fee.

The higher the execution fee, the higher ceteris paribus the probability
that s̃ < x and thus the probability of options not being executed. In the op-
timization without overbooking, non-execution of options always means an
opportunity loss to the asset provider since the capacity cannot be sold else-
where. In the joint optimization with overbooking, the capacity on which
the asset provider has written and sold options can at least partially be sold
elsewhere, namely in the spot market. It is thus rational that the execu-
tion fee in the optimization without overbooking is lower than in the joint
optimization with overbooking. In turn, the asset provider can lower the
reservation fee and thus trigger a higher number of reservations.

With regard to the reaction of the optimal booking level to tariff changes,
there are two opposite effects. On the one hand, one would expect the opti-
mal booking level to increase when the execution fee increases because – as
pointed out above – the expected number of non-executed options increases
and the asset provider then enlarges the provision for non-executed options
by increasing the amount of overbooked capacity. On the other hand, an
increase in the reservation or execution fee lets the expected contract mar-
ket demand decrease (due to the price sensitivity) and thus also adversely
affects the optimal overbooking level.

The total effect in the case of the high-uncertainty scenario is negative,
i.e., the increase of x and N and the decrease of r lead to a slight decrease
of the booking level B in absolute terms as compared to the sequential
optimization approach. The relative amount of overbooking, measured as
[B − (K − N)]/(K − N) − 1, however, increases when applying joint opti-
mization (relative overbooking amounts to 6.3%) instead of sequential opti-
mization (5.4%) and confirms the original expectation about the reaction of
the optimal booking level to tariff changes.

Table 6.5 informs also about the goodness of the sequential optimization
solution by indicating the asset provider’s expected profits. The full profit
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improvement potential of overbooking is realized by the joint optimization
approach. The sequential optimization approaches realizes 73% of the full
total profit improvement potential in the high-uncertainty scenario.



7

Application Case Study in the Air Cargo Industry

As demonstrated in Chap. 5, the application of capacity-option contracts
can generally result in an increase of the market participants’ financial per-
formance under the contract. It remains to be investigated, though, if and
to what extent the actual specification of the market characteristics in the
air cargo industry favor the realization of these benefits. As a first attempt
into this direction, this chapter reports on an application case study con-
ducted on the basis of a data set provided by Lufthansa Cargo AG (see also
Sec. 2.2). The following sections introduce the data sample and describe the
estimation of the model parameters from the sample. The estimates are then
submitted to the model for analysis, followed by a presentation of the re-
sulting optimal pricing policies and incremental revenues expected to be
earned by asset provider and intermediary.

7.1 Data Sample

The data sample was provided by Lufthansa Cargo AG and covers the time
period of the carrier’s winter flight schedule 2003/2004. For each consid-
ered flight, data from three different sources were combined, including data
on the flight’s total utilization (see Table 7.1 for a sample of these data),
standing contracts (Table 7.2), and attained average yield (Table 7.3).

A flight designates in the following time-series data for a specific flight
number on a specific day of the week over a period of multiple (13–26)
weeks, i.e., flight no. LH1234 on day 3 (Wednesday) and day 6 (Saturday)
are considered two different flights. In total, twelve flights were consid-
ered for analysis, of which six could finally be included. The remainder was
sorted out due to insufficient data availability and/or consistency between
the three data sources. The original data set contained data on seven cargo-
only and five mixed passenger-cargo flights, the analyzed set comprises four
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Table 7.1. Example for utilization data of a particular flight (disguised)

Itinerary Weight (kg) Volume (m3)

Flight no. Date
Day of
week Origin Destination Demand Supply Demand Supply

LH1234 08.11.03 6 FRA JNB 24,392 45,000 247 257
LH1234 15.11.03 6 FRA JNB 42,277 45,000 255 257
LH1234 22.11.03 6 FRA JNB 35,757 45,000 227 257
...

...
...

...
...

...
...

...
...

Table 7.2. Example for allotment data of a particular flight (disguised)

Allotment
weight (kg)

Allotment
volume (m3)

Flight no. Date
Day of
week Allotment

ID
Contract Used Contract Used

Rate
(€/kg)

LH1234 08.11.03 6 FRAxyJNBIF 1,800 1,800 10 10 1.48
LH1234 15.11.03 6 FRAxyJNBIF 1,800 1,208 10 8 1.48
...

...
...

...
...

...
...

...
...

LH1234 08.11.03 6 FRAxyJNBAL 7,500 7,315 45 44 1.42
LH1234 15.11.03 6 FRAxyJNBAL 7,500 7,500 45 45 1.42
...

...
...

...
...

...
...

...
...

Table 7.3. Example for yield data of a particular flight (disguised)

Leg

Flight no. Date
Day of
week Depature Arrival

Yield
(€/kg)

LH1234 08.11.03 6 FRA NBO 1.76
LH1234 15.11.03 6 FRA NBO 1.91
LH1234 22.11.03 6 FRA NBO 1.85
...

...
...

...
...

...

cargo-only flights and two mixed passenger-cargo flights. To protect confi-
dentiality, data and results are reported on in the following in aggregated
(indexed) or disguised form only.
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7.2 Estimation of Model Variables

The model input variables, including foremost capacity, contract market de-
mand, spot market demand and price, are estimated from the above data
set, separately for each flight.

7.2.1 Capacity

For cargo-only flights, capacity is taken directly from the utilization data.
For some cargo-only flights, capacity was split-up between the considered
carrier and an airline-alliance partner. In these cases, only the carrier’s own
capacity share entered the analysis (the same applies for contract, demand,
and yield data). For mixed passenger-cargo flights, the utilization data only
showed the originally planned and for-certain available cargo capacity. Since
actual cargo volume for almost all data points exceeded this capacity, the
total capacity variable K was estimated to result in an average capacity uti-
lization at the lower end of the capacity utilization range of the cargo-only
flights in the sample (see also Sec. 2.2.3.1 for average past utilization data).

In general, the unit of capacity used in the following is kilogram, i.e.,
capacity is specified in terms of weight and not of volume. The assumption
underlying this simplification is that on average the specific weight, i.e.,
weight per volume, is constant. Weight was preferred to volume as capacity
unit because rates are usually weight-based (however, surcharges in form of
the so called “chargeable weight” for highly voluminous freight apply).

7.2.2 Contract Market Demand

As defined in Sec. 4.2, the capacity-option model treats contract market de-
mand as endogenous, derived from the contract market demand function
which is given by the exogenous parameters a and b as well as the endoge-
nous price p. Since parameters a and b are hard to observe in reality, the
approach taken here first estimates the parameters μD̃C

and σD̃S
of the con-

tract market demand distribution and then draws conclusions about a and
b.

7.2.2.1 Parameters of the Demand Distribution

The data set contains information on contract market demand in the form
of the called-on reservations. This information, however, displays per se not
the entire demand distribution but is truncated at the reservation limit.1 At-

1 This does not hold strictly for the entire data set, because the number of called-on
reservations sporadically may exceed the number of reservations, if the carrier
allowed its customer to overdraw his allotment, while in the same data series
other observations are curtailed at the reservation level.
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taining estimates of mean and standard deviation of the non-truncated un-
derlying distribution requires unconstraining of the observed data (cf. Orkin
1998; Weatherford and Pölt 2002; Talluri and van Ryzin 2004, p. 473 ff.).
To this end, the following approach is taken for each standing long-term
contract:

Ej denotes the capacity called on at observation j, N the reserved amount
of capacity, and J the total number of reservations. There are C observations
censored at Ej = N ≡ E(0)

j with j = J − C + 1, . . . , J and C < J; all other
observations are uncensored with j = 1, . . . , J − C. Unconstrained estimates
of mean μ and standard deviation σ of the underlying demand distribution
can be attained by the following iterative Expectation-Maximization algo-
rithm (based on Talluri and van Ryzin 2004, pp. 476–478; Talluri and van
Ryzin 2005, p. 2):

Step 0 (Initialize) Set μ(0) and σ(0) as starting values for μ and σ, using all
available observations.

μ(0) =

∑J
j=1 Ej

J
(7.1)

σ(0) =

√√√√∑J
j=1

(
Ej − μ(0)

)2

J − 1
(7.2)

Step 1 (Replace censored data) Let i denote the number of the current iter-
ation, starting at i = 1. For all censored data, i.e., for j = J −C + 1, . . . , J,
calculate:

E(i)
j = E(0)

j + σ(i−1)ϕ
(

z(i−1)
N

)
−

[
N − μ(i−1)

] [
1 − Φ

(
z(i−1)

N

)]
(7.3)

where z(i−1)
N =

N − μ(i−1)

σ(i−1)
(7.4)

Step 2 (Recalculate moments) The new estimates of μ and σ are:

μ(i) =

∑J−C
j=1 Ej +

∑J
j=J−C+1 E(i)

j

J
(7.5)

σ(i) =

√√√√∑J−C
j=1

(
Ej − μ(i)

)2 +
∑J

j=J−C+1

(
E(i)

j − μ(i)
)2

J − 1
(7.6)

Step 3 (Convergence test) Let the stopping criterion δ > 0 be a small num-

ber. If
∣∣∣μ(i) − μ(i−1)

∣∣∣ < δ and
∣∣∣σ(i) − σ(i−1)

∣∣∣ < δ, then stop and let

μ ≈ μ(i) and σ ≈ σ(i); else continue at Step 1 with i ← i + 1.
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For each date in the data series, the unconstrained demand observations
(with δ = 10−3) of all contract holders are added up, yielding total demand
from contract holders. The average total demand from contract holders and
the standard deviation thereof are taken as estimators for the mean μD̃C

and
standard deviation σD̃C

of contract market demand (assuming that individ-
ual contract demands are mutually independent).

7.2.2.2 Parameters of the Demand Function

Under the assumption that (1) demand follows – at least for the considered
region of the demand function – a linear demand curve, that (2) the combi-
nation of average contract market demand μD̃C

and average contract rate w0
represents one point of the demand curve, and (3) given the price elasticity
of demand η at this point as defined in (5.10),2 the parameters of the linear
demand function can be determined by solving the set of equations:

a = μD̃C
+ bp0 (7.7)

b = − aη

p0(1 − η)
(7.8)

where p0 = w0 + λ (for λ, see Sec. 7.2.5). w0 is the average contract rate of all
capacity agreements on that particular flight, weighted by the individually
reserved amount of capacity. Individual contract rates differ by customer
and contract type (with or without return clause, i.e., GCA or CPA, see
Sec. 2.2.3). Since for the latter no systematic rate difference could be identi-
fied, i.e., no contract type exhibited a systematic higher rate than the other,
the average was taken over all existing contracts.

7.2.3 Spot Market Demand

Spot market sales of the asset provider were estimated as the difference of
total capacity sold (from utilization data) and called-on capacity (from allot-
ment data). Comparing spot market sales with available capacity in the spot
market (total capacity supply from utilization data less called-on capacity)
did not indicate necessity for unconstraining. In principle, the above uncon-
straining algorithm could be applied if necessary. Mean μD̃S

and standard
deviation σD̃S

of spot market demand were here estimated directly from
time series of spot market sales.

2 Since the data set allows to draw only limited conclusions about the actual price
elasticity of demand, the results presented below are reported over a range of η.
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7.2.4 Spot Price

The yield attained in the spot market is not recorded directly by the carrier
who provided the data sample. However, the carrier tracks the average yield
generated on the first leg of each flight. A leg designates a non-stop segment
of a flight. Non-stop (direct) flights are thus single-leg flights, flights with
stopovers are multi-leg flights. For single-leg flights, the spot market yield
for each observation was calculated by first calculating spot market revenue
as the difference of total revenue (average total yield from yield data mul-
tiplied by total demand from utilization data) and contract market revenue
(called-on reservations multiplied by the respective contract rate). Dividing
the resulting spot market revenue by the capacity sold in the spot market
(see Sec. 7.2.3) gives the spot market yield for each observation. The ex-
pected spot price μs̃ (arithmetic mean) and its standard deviation σs̃ were
estimated from time series of spot market yields.

For multi-leg flights, the attained yield of the first leg (from yield data)
had to be projected to reflect the yield of the entire flight. Because no other
yield data was available, it was assumed that the ratio of total-flight yield
to first-leg yield can be approximated by the ratio of the carrier’s published
standard price for a standard spot market product from the flight’s origin
to its final destination3 to the published price from the flight’s origin to its
first stopover. In addition, it was assumed that two thirds4 of all cargo travel
to the final destination.

7.2.5 Other Parameters

The intermediary’s markup on the carrier’s contract rate was assumed to be
50%, i.e., λ = 0.5 × w0; this assumption has no influence on the structure
of the results presented below. Furthermore, all variable cost parameters
were assumed to equal zero. Discussions with the carrier who provided the
data sample revealed that the carrier does not assign any specific variable
cost to the usage of its capacity, but considers all expenses for a particular
scheduled flight (including cost for capacity, fuel, and handling) as quasi-
fixed. Fixed cost, which have no influence on the model’s solution procedure
anyhow, were likewise assumed to equal zero. The carrier’s optimization
objective thus shifts from profit to revenue maximization.

7.3 Results

Following the above procedure, the model parameters were estimated for
the six sample flights. Table 7.4 gives an overview of the estimates and the

3 All capacity agreements in the data sample referred to this relation.
4 Simplification, based on private communication with the data-providing carrier.



7.3 Results 153

Table 7.4. Model parameters estimated from data sample

Actual contracts Estimated model parameters
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M1 3 2 (0) 405.6 99% 1.00 1,000 258.7 58.4 423.9 58.8 2.46 0.99 682.6
M1 6 3 (0) 588.9 97% 1.00 1,000 259.9 172.4 544.0 114.5 2.19 0.72 803.9
C1 7 7 (7) 457.0 57% 1.00 1,000 430.5 140.9 499.3 98.7 1.24 0.21 929.9
C2 4 3 (1) 149.1 78% 1.00 1,000 117.4 41.5 754.4 136.3 1.38 0.13 871.8
C3 6 1 (1) 40.3 34% 1.00 1,000 49.1 21.9 797.6 97.5 1.37 0.17 846.7
C3 7 6 (2) 521.1 69% 1.00 1,000 455.9 132.4 346.7 147.2 2.26 0.77 802.6

a M indicates mixed passenger-cargo flight, C indicates cargo-only flight.
b In parentheses: thereof contracts without return clause (CPA).
c Calculated as (N0 − μD̃C

)/σD̃C
(see p. 62).

d Calculated as μD̃C
+ μD̃S

.

standing capacity agreements for each flight. All quantity data is reported
on relative to total capacity K, which is indexed at K = 1, 000 both to allow
for better comparability and to protect confidentiality; likewise, all pricing
data is reported on relative to the average actual contract rate w0, which is
indexed at w0 = 1.

When willing to accept – as an unintended side effect of the normal
distribution assumption – at most a probability of 1% (equivalent to a co-
efficient of variation ϑ = 0.43) of having negative quantities or prices that
reduce the model’s accuracy, flight M1 on Saturdays exhibits too high a con-
tract market demand uncertainty (ϑD̃C

= 0.66) to be submitted to the model
for analysis. This is due to the fact that reserved capacity was only called-
on sporadically for this particular flight, while reserved capacity exceeded
average contract market demand by more than the twofold. Flight M1 on
Saturdays is thus excluded from the following analysis.

For the remaining five flights, the optimal reservation and pricing poli-
cies were determined by applying the model introduced in Chap. 4. Since
the data sample did not provide sufficient information to estimate the price
responsiveness of contract market demand, the analysis was conducted over
a range of price elasticities of contract market demand η (see Sec. 7.2.2.2).

In general, the analysis reveals that the actual number of capacity reser-
vations and the average contract rate w0 in the data set deviate from the
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optimal values as derived by the model. Assuming that the actual num-
ber of capacity reservations (see Table 7.4) were optimal, the corresponding
price w0 would be too low or, assuming that w0 were the optimal price,
the number of capacity reservations would be too high. This mismatch can
be explained by the fact that the model assumes that all contracts can be
enforced while the contracts in the sample data were – even in those cases
where the terms of the contract did not include a return clause – not strictly
enforced. One can thus conclude that forwarding companies anticipated this
non-enforcement and systematically overstated their actual capacity require-
ments, implying in the most extreme case a service level of up to 99%.

Furthermore, one can observe in Table 7.4 that the characteristics of the
flights in the sample differs widely, both in terms of the share of total capac-
ity that is sold in the contract market, the amount of demand in the contract
market, and the yield attainable in the spot market. One reason for this
heterogeneity is the fact that the flights serve different geographic markets.
However, even flights to the same destination – in the sample, e.g., flight
C3 – may exhibit different characteristics, which is due to the flights’ day of
the week. Flight C3 on Sundays has much stronger demand in the contract
market than on Saturdays and yields a relatively higher expected spot price
(see Sec. 2.2.3.3).

7.3.1 Optimal Choice of Contract Type and Pricing Policy

For the five analyzed flights, Fig. 7.1 shows the optimal pricing policies and
incremental revenues as a function of the absolute price elasticity of con-
tract market demand |η|5. The left-hand side diagrams in Fig. 7.1 show the
optimal pricing policies. Relative to the average actual contract rate w0 = 1,
μs̃ indicates the estimated average spot price. One can notice that for two
flights, in Fig. 7.1(a) and (i), respectively, the expected spot price consider-
ably (more than twofold) exceeds the average actual contract rate w0, while
for the other flights μs̃ is less than 50% greater than w0.

Likewise relative to w0, w∗ indicates the optimal capacity price of the
(credibly enforceable) fixed-commitment contract from the capacity-option
pricing model. Interestingly, one can observe that for all flights w∗ is in-
deed around the carrier’s actual price w0, for some flights, see in particular
Fig. 7.1(c) and (i), even very close to w0 (at least for some ranges of |η|, as
discussed below). This can be seen as a confirmation of the model’s ability
to capture the essentials of the dynamics of spot and contract market in a

5 Because it has been assumed in Sec. 4.2.2 that b ≥ 0 and thus the slope of the
demand function −b ≤ 0, η is a negative number. By convention (see Sec. 5.4.2.3),
“high” and “low” with regard to price elasticity here always refer to the absolute
value of η, i.e., |η|. For |η| < 1, demand is referred to as (price-) inelastic; for
|η| ≥ 1, as (price-) elastic.
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(f) Flight C2 on Thursdays: incremental
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Fig. 7.1. Optimal pricing policies (indexed) and incremental revenues for sample
flights
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Fig. 7.1. Optimal pricing policies (indexed) and incremental revenues for sample
flights (cont.)

similar fashion as the carrier’s pricing department takes those into account
when setting capacity prices in long-term capacity contracts, especially since
w0 is not an input parameter of the capacity-option pricing model, but was
only used as a reference point in the estimation of the contract-market de-
mand curve.

As a consequence of the presence of contracts with return clauses and
of forwarders anticipating the non-enforcement of contracts without return
clauses, w∗ is, at least for higher values of |η|, lower than w0. Only in the
price-inelastic region (and slightly beyond, up to |η| ≈ 1.5) of the functions
in Fig. 7.1(a) and (i), w∗ considerably exceeds w0. However, conjecturing
that the price w0 set by the carrier is in the order of magnitude of the op-
timal price, the actual value of w0 can be interpreted as an indicator that
forwarder’s demand is in reality price-elastic for these flights.
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In addition to the fixed-commitment tariff, the diagrams at the left-hand
side of Fig. 7.1 also indicate the optimal pricing policy for a capacity-option
contract with reservation fee r∗ and execution fee x∗ for those regions of
|η| where a capacity-option contract yields higher expected profit for the
asset provider than a fixed-commitment contract. In Fig. 7.1(a) and (i), the
region of |η|, where the capacity-option contract is optimal, is restricted to
the price-inelastic region of |η| and a small part of the price-elastic region
(up to |η| ≈ 1.5). Because of the above conclusion that actual price elasticity
is presumably in the price-elastic region of |η|, it is probably optimal to offer
only fixed-commitment contracts on flights M1 on Wednesdays and C3 on
Sundays, which are the flights exhibiting a high expected spot market yield
relative to the actual contract rate w0 (see above). For flights C1 on Sundays,
C2 on Thursdays, and C3 on Saturdays, capacity-option contracts turn out to
be the optimal contract choice for a wide range of price elasticity of demand
(up to |η| ≈ 5.8, |η| ≈ 5.0, and |η| ≈ 7.4, respectively). On these flights, the
average contract rate is closer to the expected spot market yield than for the
other two.

7.3.2 Incremental Revenue Earned by Using Capacity-Option Contracts

The diagrams on the right-hand side of Fig. 7.1 show the incremental ex-
pected revenues for the asset provider (ΔΠA) and intermediary (ΔΠI). Incre-
mental revenue refers to the additional revenue the two market participants
can expect to earn when using capacity-option instead of fixed-commitment
contracts whenever the choice of a capacity-option contract is optimal for
the asset provider. Revenue increments are denoted in Euro and based on
actual (not indexed) data.

In general, revenue increments decrease with absolute price elasticity of
demand |η|, i.e., the more demand is price-elastic, the smaller the additional
revenue the asset provider can generate by using capacity-option instead of
fixed-commitment contracts. For high values of |η| for which the optimal
contract choice is a fixed-commitment contract, the revenue increment be-
comes zero for any flight (this corresponds to the findings in Sec. 5.4.2.3).

For all but one flight, the increase of expected revenue for the asset
provider goes hand in hand with an increase of expected revenue for the
intermediary. Only for flight C1 on Sundays, the intermediary suffers a de-
crease in expected revenue for the region of |η| from ca. 2 to 5.8. This is due
to the fact that on flight C1 the ratio of capacity to total demand is smaller
than on the other considered flights (see the column labeled “Total expected
demand” in Table 7.4), i.e., capacity is more scarce, and corresponds to the
findings in Sec. 5.4.1.



158 7 Application Case Study

Table 7.5. Studies on price elasticity of demand for air cargo transport

Study Carrier type Sample |η|
Talley and
Schwarz-Miller (1988)

Mixed passenger-cargo USA, 22 carriers, 1983 1.32

Wang et al. (1981) Mixed passenger-cargo USA, 1950–1977 2.33 to 2.50
Cargo-only 0.42 to 0.84
Both types (aggregate
model)

1.47 to 1.60

Oum et al. (1990)a Both types Unknown 0.82 to 1.60

a Survey article; elasticity range estimate includes Talley and Schwarz-Miller
(1988), Wang et al. (1981), and a not further specified third study.

Two drivers are mainly influencing the order of magnitude of the achiev-
able incremental revenues: the amount of expected demand in the contract
market and the price elasticity of demand.

Considering the amount of expected demand in the contract market, it
follows directly that the higher the demand in the contract market is, the
higher is the lever of the optimal choice of the contract type used in the
contract market. For flight C1 on Sundays in Fig. 7.1(d), e.g., with initially6

μD̃C
= 430.5, the incremental revenues would reach more than € 7,000 for

the asset provider per flight event if price elasticity were very low. In con-
trast, for flight C3 on Saturdays in Fig. 7.1(h), though capacity-option con-
tracts are better than fixed-commitment contracts for a wide range of |η|,
the incremental revenues are rather small (less than € 1,000 for the asset
provider at most) because contract market demand is rather low with ini-
tially μD̃C

= 49.1.
With regard to the price elasticity of demand, Table 7.5 gives an overview

of studies that estimate price elasticity of demand for air cargo transporta-
tion. Though differing in geographic scope and time period considered,
these estimates can at least provide at an indication about actual price elas-
ticity. The studies mostly report a range rather than a point estimate of price
elasticities, resulting from the fact that price elasticities particulary differ on
routes where capacity is particularly scarce in supply and those were ca-
pacity is amply available. Furthermore, a carrier can try to influence the
price elasticity of the demand he himself faces, e.g., through product dif-
ferentiation and customer relationship management. As described in Sec-

6 Initially refers to the demand estimate on the basis of the average contract rate w0
as indicated in Table 7.4. For contract rates different from w0 – be it w∗ or the split
tariff (r∗, x∗) – demand differs from this value, following the demand function
estimated in Sec. 7.2.2.2.
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Table 7.6. Incremental expected revenue of asset provider (ΔΠA) and intermediary
(ΔΠI)

Absolute price elasticity of demand |η|Flight
no.

Day of
week 0.5 1 1.5 2 2.5 3

M1 3 ΔΠA 406 59 0 0 0 0
ΔΠI 681 323 29 0 0 0

C1 7 ΔΠA 5,777 3,890 2,444 1457 830 453
ΔΠI 2,995 1,666 650 52 –225 –305

C2 4 ΔΠA 3,052 1,801 836 394 191 90
ΔΠI 1,638 955 527 357 233 147

C3 6 ΔΠA 697 445 253 143 86 54
ΔΠI 492 342 233 176 135 104

C3 7 ΔΠA 1,930 338 1 0 0 0
ΔΠI 2,633 1,229 83 0 0 0

tions 2.2.1 and 2.2.2, Lufthansa Cargo AG is undertaking efforts in both
directions by introducing new products and service packages and establish-
ing the Business Partnership Program. The studies on price elasticity agree
that demand for freight transport tends to be less elastic than demand for
passenger transport (cf. Oum et al. 1992; Doganis 2002, p. 307 ff.) since
freight transport is a derived demand (see Sec. 2.1.2).

Table 7.6 lists the incremental revenues expected by asset provider and
intermediary for values of price elasticity of demand selected on the basis
of the estimates provided in Table 7.5. Taking the range of 0.5 to 2.5 for
|η| as an realistic estimate, the revenue increment amounts for some flights
up to approximately € 5,800 for the asset provider and € 3,000 for the
intermediary per flight event. With 26 flight events in a contract with a
6-month lifespan for a weekly flight, this is equivalent to a joint revenue
increase of more than € 200,000 for flight C2 on Wednesdays.

These values represent rather modest estimates of the actual gains that
might be achieved by using option contracts because the benchmark, which
the performance of capacity-option contracts is measured against here, is
the performance of a perfect, i.e., optimally priced, and enforceable fixed-
commitment contract. Taking the mismatch between actual contract rate w0
and total reserved capacity (as pointed out above) as an indication for the
non-optimality of the currently employed contracts and conjecturing that
capacity options facilitate contract enforcement (this aspect is discussed in
Chap. 8), the performance increase resulting from capacity-option contracts
is likely to be even greater if compared to the actual status quo.

The discussion of the managerial implications of this application case
study is deferred to the concluding Chap. 8.
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Managerial Implications and Conclusion

The major contribution of this thesis is the development of a capacity-option
pricing model for long-term capacity reservation contracts in the air cargo
industry. It has been shown that capacity-option contracts provide a way
to price flexibility, allowing the buyer to react to movements of stochastic
demand and prices and at the same time remunerating the seller for holding
capacity ready for usage by the buyer. By the implementation of a split-tariff
scheme, composed of a reservation fee payable ex ante and an execution fee
payable only for those capacity units actually called on, capacity-utilization,
demand, and price risk can be effectively shared between buyer and seller,
leading to a more efficient market outcome. Through risk sharing among the
contract parties, the performance of the capacity supply chain is increased
and brought closer to the theoretic optimum of a supply chain governed by
a single decision-maker (integrated firm). Because it is “the size of the pie”
that is grown this way, it is possible – in most cases – to create a win-win
situation for capacity buyer and seller, i.e., achieve a Pareto improvement.

In Chap. 5, it has been discussed which factors influence the very ex-
istence and the size of the Pareto improvement. It has been shown that
under certain circumstances a Pareto improvement may not arise per se,
making the intermediary potentially worse off when buying capacity op-
tions instead of signing a fixed-commitment contract. Furthermore, it has
been shown that situations exist where the asset provider prefers to offer
fixed-commitment and not capacity-option contracts. These situations in-
clude favorable expectations about the spot price and highly price-elastic
demand in the contract market. The size of the Pareto improvement and
thus the value of capacity-option contracts is driven especially by demand
uncertainty in the contract market which capacity-option contracts can han-
dle better than fixed-commitment contracts can.

The major source of the Pareto improvement is the ability of the split-
tariff scheme to move a greater share of the buyer’s capacity procurement to
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the contract market. With the reservation fee in the capacity-option contract
being regularly below the capacity price in the comparable fixed-commit-
ment contract, the buyer’s cost trade-off is changed, inducing him to reserve
a greater amount of capacity.

With regard to market efficiency, this feature is of even greater impor-
tance if the asset provider is able to realize cost savings through capacity
provision on the basis of long-term contracts through earlier information
on market demand derived from advance sale of capacity in the contract
market. Earlier demand information may improve the seller’s planning pro-
cesses with regard to capacity allocation and network planning and might as
well, because of a prolonged planning horizon, render more efficient hedg-
ing against fuel price and exchange rate risk possible. However, the results
presented in Chap. 5 show that even without a cost advantage of the con-
tract market, capacity options are in many cases beneficial for both buyer
and seller.

Considering the potentially greater share of capacity reservations when
capacity-option instead of conventional fixed-commitment contracts are be-
ing used, it has been shown in Chap. 6 how a seller of capacity options can
further increase the expected profit of his capacity sales by anticipating non-
execution of options and deliberately overbooking the non-reserved share of
total capacity. To this end, an overbooking model for option-based advance
sale of capacity has been developed.

By applying the capacity-option pricing model to a data set provided by
Lufthansa Cargo AG, the applicability of capacity-option contracts for dif-
ferent routes of the carrier’s flight schedule has been investigated in Chap. 7.
The results of this application case study indicate that, depending on the
characteristics of contract and spot market, capacity options are indeed on
some flights performing better than fixed-commitment contracts, while on
others the carrier should prefer to offer fixed-commitment contracts only.
Furthermore, a first attempt to the monetary quantification of the financial
merits of capacity-option contracts has yielded encouraging results.

8.1 Managerial Implications and Implementation Issues

The major obstacle with current contracting practices in the air cargo in-
dustry that has been identified in Chap. 2 is constituted by forwarders de-
faulting from contracts, be it because they simply face less demand from
shippers than they have reserved capacity or be it because that capacity is
available on the spot market at lower-than-contract rates.

By using capacity-option contracts, forwarders are explicitly given the
choice to exercise some, all, or none of the purchased capacity options, ren-
dering defaulting ex post from the contract pointless, because the reserva-
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tion payment is due ex ante at signing the contract. Potentially, this can facil-
itate contract enforceability by the carrier. Managers negotiating a capacity-
option contract should therefore be anxious to collect the reservation pay-
ment – or the present value thereof – actually prior to the start of the con-
tract’s life-span.

However, it remains to be seen if forwarders, considering current in-
dustry practices and difficulties with regard to contract enforceability, are
willing to accept an upfront reservation payment. On the one hand, the
preceding chapters provide evidence for the joint optimality of option con-
tracts, i.e., regularly making buyer and seller better off, that should convince
both parties to enter an agreement of this kind. On the other hand, capacity-
option contracts clearly put a price-tag on something forwarders today of-
tentimes get for free, namely flexibility. The introduction and acceptance
of option contracts might thus be facilitated if accompanied by realizing
that flexibility indeed has a value and should as such be associated with a
willingness to pay.

The thesis also provides insights concerning the selection of flights which
are suitable for the introduction of capacity-option contracts. In the appli-
cation case study carried out in Chap. 7, especially flights on which the
discount for advance sale of capacity did not amount to more than approxi-
mately one third, appeared to be candidates for selling capacity options. The
highest revenue impact was observed on flights that exhibited at the same
time a comparably high demand from forwarders in the contract market.

Though the capacity-option pricing model stylizes the contract negoti-
ation process between the buyer and seller to the most basic setting of the
seller announcing the tariff and the buyer, given the seller’s tariff, decid-
ing on the amount of capacity units to reserve, the model provides also
valuable insights for managers who actually negotiate capacity reservation
contracts in a multi-stage negotiation process. It has been shown that the
asset provider can attain the same, though suboptimal, profit level by multi-
ple combinations of reservation and execution fee, providing managers both
room to negotiate as well as a tool to steer the number of reservations re-
ceived. This might be interesting if the seller’s objective is to attain a certain
target profit level and capacity utilization. In general, capacity-option con-
tracts can be negotiated and closed in the same way as fixed-commitment
contract, e.g., in a bilateral negotiation as common practice today. However,
one might also think of using electronic market platforms, which poten-
tially offer advantages by reducing transaction costs and increasing market
liquidity.

Transaction costs for administrating long-term contractual agreements
are not considered by the model. Insofar, one caveat with regard to the
model results concerns the transaction costs associated with a split-tariff
pricing scheme. If these should be higher than for a fixed-commitment con-
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tract (though it has been argued above that it is potentially easier to en-
force a capacity-option than a fixed-commitment contract, which may lower
the part of transaction costs related to contract enforcement), the financial
improvement from using capacity options could be used up by increased
transaction cost.

The model assumption of negligible transaction costs might however be
justified if one considers the upcoming usage of electronic market platforms
for settling and clearing long-term capacity agreements. The role of B2B
platforms, however, goes well beyond facilitating transactions. If electronic
marketplaces succeed in increasing the transparency and liquidity of con-
tract and especially spot market, the quest for flexible capacity agreements
that allow the buyer to react to favorable movements of the spot market
might grow even stronger and thus accelerate the introduction of contin-
gent contract types as, for example, capacity-option contracts.

While capacity-option contracts allow for effective risk sharing and can
as such be regarded as a risk management tool, it has been shown in Chap. 5
that capacity options are not a panacea against uncertainty, but rather can
help to deal with uncertainty better than fixed-commitment contracts. Fur-
thermore, companies employing capacity-option contracts as a risk man-
agement tool should be aware that capacity-option contracts as a form of
operational hedge should be seen as a complement rather than a substitute
of financial hedging instruments (cf. Allayannis and Ihrig 2001), potentially
including, for the example of an air cargo carrier, financial derivatives on
fuel and foreign exchange.

8.2 Further Applications and Future Research

As a means of collaborative, but nevertheless competitive supply chain co-
ordination, capacity options are part of the most recent literature on supply
chain contracting. It has been discussed in Chap. 3 that there is a trend
in supply chains for physical products towards flexible supply contracts.
Though the focus in Chap. 3 has been on the more technical side of supply
contracting – laying the theoretic foundations for the development of flexible
capacity-option contracts –, the discussion also bears important implications
for the air cargo supply chain: As established in Chap. 2, the demand for air
cargo is a derived demand, depending on the underlying physical product
flow actually constituting the cargo. In many instances, the shipper and con-
signee of an air cargo shipment are themselves partners in a physical-goods
supply chain. If in this supply chain flexible contracts are used in order
to accommodate fluctuations in demand for the raw material, component,
or product at hand, it is clear that the transportation contracts within this
physical-goods supply chain should exhibit a similar degree of flexibility in
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Supplier
(Manufacturer)

Intermediary
(Forwarder, 3PL)

Asset provider
(Carrier)

Intermediary
(Forwarder, 3PL)

Buyer
(Retailer)

Flexibility in procurement: Supply options

Flexibility in transportation: Capacity options

Fig. 8.1. Capacity-option contracts in the context of a physical-goods supply chain
employing flexible supply contracts

order to increase the efficiency of the entire system (see Fig. 8.1). Capacity-
option contracts that allow for this flexibility thus represent the next logical
step towards a holistic approach to supply chain management, aiming at
system-wide performance improvement.

It has been shown in the preceding chapters how capacity options
can be applied within the context of a revenue management system that
serves price-sensitive demand from intermediaries in an advance-sale con-
tract market and other groups of customers with potentially varying price-
sensitivity in the spot market. While the model has been set up with ca-
pacity agreements between forwarding companies and airfreight carriers in
mind, the model roles of intermediary and asset provider may also be cast
differently.

Within the air cargo industry, a similar bulk-sale situation arises when
two carriers, within the scope of an airline alliance, market capacity shares
on each others’ flights. While such capacity shares are today usually sold
on the basis of transfer prices or exchanged mutually in the form of a barter
transaction, the theoretical findings presented here suggest that capacity-
option based pricing might be more suited to reflect the market value of
a capacity share, given the heterogeneity of capacity values with respect to
route, market, and time (e.g., day of the week) observed empirically (though
admittedly other, e.g., strategic, reasons may be in the foreground that may
call for non-market-based pricing of capacity shares).

For the evaluation of the model’s applicability, the following character-
istics are essential, supplementing the characteristics of industries apt for
the successful application of revenue management practices in general (see
Sec. 3.3.2): the presence of a contract market for advance bulk sale of ca-
pacity (or, more generally, the non-storable good or service at hand) to in-
termediaries acting as demand consolidators and/or resellers, considerable
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demand uncertainty faced by the intermediary, and price volatility in the
spot market.

Beyond the air cargo, but still within the transportation industry, other
modes of transport exhibit similar characteristics. The findings of this the-
sis should be transferable to other capacity reservation contracts, e.g., to
container ship or railway operators who sell capacity in bulk to forward-
ing companies. Going beyond freight, the tourism industry might prove an
interesting field of application. In a preliminary, empirical study, Hormann
(2002) reports on contracting practices between hoteliers, (charter) airlines
(“asset providers”) and tour operators (“intermediaries”) that today exhibit
similar inefficiencies as observed in the air cargo industry. Since charter car-
riers and hotels seldom are in the position to enforce cancellation fees, tour
operators can attain flexibility de facto for free and tend to overstate their
capacity reservations, resulting often in renegotiations and short-term can-
cellation. Formulating the contractual arrangements between tour operators
and asset providers as capacity options could potentially contribute to alle-
viating some of these problems.

In addition to investigating the application of capacity options and the
capacity-option pricing model to the above mentioned industries, future
research should also be directed at enlarging the empirical basis for the es-
timation of the financial impact of capacity options. The application case
study reported on in Chap. 7 constitutes only a first step into this direc-
tion. However, it can be learned from this first attempt that more reliable
and exact conclusions can probably only been drawn provided a more de-
tailed and sound data basis. This would include a closer tracking of capacity
drawn from contracts as well as of spot market sales and yield in order to
obtain a set of historic data on which to base pricing decisions for a future
offering of capacity-option contracts.
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Mathematical Formulae

A.1 Normal Distribution

The following definitions and properties of the normal distribution in gen-
eral and standardized form are used within the model presented in Chap. 4
and to derive the results presented in Chap. 5.

A.1.1 General Form

Let x be a random variable with expected value E [x] = μ and variance
Var[x] = σ2. Variable x is said to be normally distributed (denoted by x ∼
N(μ, σ2)), if the distribution density function f (x) is

f (x) =
1

σ
√

2π
e−

(x−μ)2

2σ2 (A.1)

The cumulative distribution function F(x) is defined as:

F(x) =
x∫

−∞

f (y)dy (A.2)

(cf. Rinne 1997, p. 355). It can be expressed using the error function as
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)]
(A.3)

(cf. Abramowitz and Stegun 1972, p. 934).

A.1.2 Standard Normal Distribution

Define a random standardized variable z with
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z =
x − μ

σ
(A.4)

and expected value E [z] = 0 and variance Var[z] = 1.
The probability density function of z is the standard normal distribution

density function ϕ(z), defined as:

ϕ(z) =
1√
2π

e
−z2

2 (A.5)

The standard normal cumulative distribution function Φ(z) is:

Φ(z) =
z∫

−∞

f (x)dx (A.6)

If follows for the relation between standard normal density and general
normal density function that:

f (x) =
1
σ

ϕ

(
x − μ

σ

)
and ϕ(z) = σ f (μ + zσ) (A.7)

Likewise, for the relation between standard normal cumulative and gen-
eral normal cumulative distribution function, it holds true that:

F(x) = Φ

(
x − μ

σ

)
and Φ(z) = F(μ + zσ) (A.8)

(cf. Rinne 1997, p. 355).

A.1.3 First Partial Moment

Let za = (a − μ)/σ. For x ∼ N(μ, σ2), Winkler et al. (1972) show that the
first partial moment can be determined by the following equation:

a∫
−∞

x f (x)dx = μΦ(za) − σϕ(za) (A.9)

A.1.4 Standard Normal Loss Function

Based on (A.9), the standard normal loss function L(z) is defined as:

L(za) =
∞∫

a

(x − a)ϕ(x)dx = ϕ(za) − [1 − Φ(za)]za (A.10)
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(cf. Cachon and Terwiesch 2003, p. 258; Nahmias 2001, p. 254).

A.1.5 Partial Expectations

Let again za = (a − μ)/σ and x ∼ N(μ, σ2). Using the definition in (A.10),
it follows from (A.9) in combination with (A.7) that the partial expectations
E [(x − a)+] and E [(a − x)+] can be calculated in the following ways:

E[
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Furthermore, it can be shown that
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a f (x)dx = μ − σL(za) (A.13)

A.1.6 Primitive of the Cumulative Distribution Function

Let x ∼ N(μ, σ2) and F(x) denote the cumulative normal distribution func-
tion. Using the relation in (A.3), the primitive of F(x), denoted by F̄(x),
is
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A.2 Leibniz’ Rule

Leibniz’ rule is used for the differentiation of a definite integral whose limits
are functions of the differential variable:
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(cf. Meyberg and Vachenauer 1993, p.432).
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Proofs and Calculations

B.1 Second Partial Derivatives of the Asset Provider’s
Expected Profit

B.1.1 With Respect to the Reservation Fee

From (4.30) with (4.31)–(4.33) it follows that the second partial derivative of
ΠA with respect to r is given by:
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and
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Substituting (B.2a)–(B.2c) and (B.3) into (B.1), with ∂N/∂r from (4.17a), and
rearranging terms gives:
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B.1.2 With Respect to the Execution Fee

From (4.34) with (4.35)–(4.36) it follows that the second partial derivative of
ΠA with respect to x is given by:
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zx

σs̃
− 2

]
, (B.6b)
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∂

∂x

[
(x − v)(1 − Φ(zx))

(
b +

σD̃C
(1 − Φ(zN))2(1 − Φ(zx))

ϕ(zN)σs̃ L(zx)

)]
=

− b

[
ϕ(zx)

σs̃
− (1 − Φ(zx))

]
+

[
∂N
∂x

+ b

][
1 − Φ(zN)

][
(x − v)

ϕ(zx)
σs̃

− (1 − Φ(zx))

]

− (x − v)(1 − Φ(zx))

[
(1 − Φ(zN))

∂2N
∂x2 +

(1 − Φ(zN))(1 − Φ(zx))
σs̃ L(zx)

(
∂N
∂x

+ b
)]

,

(B.6c)

∂

∂x

[
(μs̃ − t)(1 − Φ(zB))

∂N
∂x

]
=

(μs̃ − t)

[
ϕ(zB)
σD̃S

(
∂N
∂x

)2
+ (1 − Φ(zB))

∂2N
∂x2

]
, (B.6d)

and, applying the definition in (A.10),

∂2N
∂x2 =

− σD̃C
(1 − Φ(zN))

[
(1 − Φ(zx))2[L(zN) + ϕ(zN)] − ϕ(zN)ϕ(zx)L(zx)

]
[ϕ(zN)σs̃L(zx)]2

.

(B.7)

Substituting (B.6a)–(B.6d) and (B.7) into (B.5), with ∂N/∂x from (4.18a), and
rearranging terms gives:

∂2ΠA
∂x2 =

[
r − c − (μs̃ − t)(1 − Φ(zB)) + (x − v)(1 − Φ(zN))(1 − Φ(zx))

] ∂2N
∂x2

+

[
b +

2σD̃C
(1 − Φ(zN))2(1 − Φ(zx))

ϕ(zN)σs̃ L(zx)

][
(x − v)

ϕ(zx)
σs̃

− (1 − Φ(zx))

]

+ b

[
ϕ(zx)

σs̃
− (1 − Φ(zx))

]
ϕ(zx)

σs̃

[
μD̃C

− σD̃C
L(zN)

][
(x − v)

zx

σs̃
− 2

]

− (x − v)
σD̃C

(1 − Φ(zN))2(1 − Φ(zx))3

ϕ(zN)[σs̃ L(zx)]2
− (μs̃ − t)

ϕ(zB)
σD̃S

(
∂N
∂x

)2
(B.8)
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B.2 Offload Quantity

B.2.1 Expected Value

In (6.2), the expected offload quantity is given by E[
Q̃

]
= E[

(M̃ + Ẽ − K)+]
.

With M̃ = min(D̃S, B), this results in

E[
Q̃

]
= E[

max(min(D̃S, B) + Ẽ − K, 0)
]

(B.9)

where Ẽ is given by (4.6). The following cases can then be distinguished:

Q̃ =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(B − K)+ if D̃S > B and s̃ ≤ x,
(B + N − K)+ if D̃S > B, s̃ > x, and D̃C > N,
(B + D̃C − K)+ if D̃S > B, s̃ > x, and D̃C ≤ N,
(D̃S − K)+ if D̃S ≤ B and s̃ ≤ x,
(D̃S + N − K)+ if D̃S ≤ B, s̃ > x, and D̃C > N,
(D̃S + D̃C − K)+ if D̃S ≤ B, s̃ > x, and D̃C ≤ N.

(B.10)

It follows for the expected value:

E[
Q̃

]
=

∞∫
D̃S=B

x∫
s̃=0

(B − K)+ fS(D̃S)g(s̃)dD̃Sds̃

+
∞∫

D̃S=B

∞∫
s̃=x

∞∫
D̃C=N

(B + N − K)+ fS(D̃S)g(s̃) fC(D̃C)dD̃Sds̃dD̃C

+ θ(B + N − K)
∞∫

D̃S=B

∞∫
s̃=x

N∫
D̃C=K−B

(D̃C − (K − B)) fS(D̃S)g(s̃) fC(D̃C)dD̃Sds̃dD̃C

+ θ(B − K)
B∫

D̃S=K

x∫
s̃=0

(D̃S − K) fS(D̃S)g(s̃)dD̃Sds̃

+ θ(B + N − K)
B∫

D̃S=K−N

∞∫
s̃=x

∞∫
D̃C=N

(D̃S − (K − N)) fS(D̃S)g(s̃) fC(D̃C)dD̃Sds̃dD̃C

+ θ(B + N −K)
B∫

D̃S=K−D̃C

∞∫
s̃=x

N∫
D̃C=K−B

(D̃S + D̃C −K) fS(D̃S)g(s̃) fC(D̃C)dD̃Sds̃dD̃C

(B.11)

where θ(x) is the Heaviside step function (also known as unit step function;
Abramowitz and Stegun 1972, p. 1020) and defined by
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θ(x) =
1
2

[
1 + sgn(x)

]
=

⎧⎪⎨
⎪⎩

0 if x < 0,
1
2 if x = 0,
1 if x > 0.

(B.12)

The first five addends can be formulated analytically in near-closed form
and calculated for the case of normally distributed variables assumed in the
model:

E[
Q̃

]
= [1 − FS(B)]G(x)(B − K)+

+ [1 − FS(B)][1 − G(x)][1 − FC(N)](B + N − K)+

+ θ(B + N − K)[1 − FS(B)][1 − G(x)][(B + N − K)FC(N) − F̄C(N) + F̄C(K − B)]

+ θ(B − K)G(x)[(B − K)FS(B) − F̄S(B) + F̄S(K)]

+ θ(B + N − K)[1 − G(x)][1 − FC(N)][(B + N − K)FS(B) − F̄S(B) + F̄S(K − N)]

+ θ(B + N −K)[1− G(x)]
B∫

D̃S=K−D̃C

N∫
D̃C=K−B

(D̃S + D̃C −K) fS(D̃S) fC(D̃C)dD̃SdD̃C

(B.13)

where F̄(a) is the primitive of the cumulative distribution function and
defined by

F̄(a) =
a∫

∞

F(x)dx. (B.14)

The primitive of the cumulative normal distribution function is given in
(A.14).

However, the sixth addend in (B.11) and (B.13) cannot be expressed in
near-closed form.

B.2.2 Derivative with Respect to the Booking Level

The derivative of E[
Q̃

]
with respect to B is determined by applying Leibniz’

rule to (B.11).

Case 1 K − N < B < K

∂E[
Q̃

]
∂B

=
∞∫

D̃S=B

∞∫
s̃=x

∞∫
D̃C=N

fS(D̃S)g(s̃) fC(D̃C)dD̃Sds̃dD̃C

−
∞∫

s̃=x

∞∫
D̃C=N

(B + N − K) fS(B)g(s̃) fC(D̃C)ds̃dD̃C
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+
∞∫

D̃S=B

∞∫
s̃=x

N∫
D̃C=K−B

fS(D̃S)g(s̃) fC(D̃C)dD̃Sds̃dD̃C

−
∞∫

s̃=x

N∫
D̃C=K−B

(D̃C − K + B) fS(B)g(s̃) fC(D̃C)ds̃dD̃C

+
∞∫

s̃=x

∞∫
D̃C=N

(B − K + N) fS(B)g(s̃) fC(D̃C)ds̃dD̃C

+
∞∫

s̃=x

N∫
D̃C=K−B

(B + D̃C − K) fS(B)g(s̃) fC(D̃C)ds̃dD̃C (B.15)

Simplifying and integrating yields:

∂E[
Q̃

]
∂B

= [1 − FS(B)][1 − G(x)][1 − FC(K − B)] (B.16)

Case 2 B > K

∂E[
Q̃

]
∂B

=
∞∫

D̃S=B

x∫
s̃=0

fS(D̃S)g(s̃)dD̃Sds̃

−
x∫

s̃=0

(B − K) fS(B)g(s̃)ds̃

+
∞∫

D̃S=B

∞∫
s̃=x

∞∫
D̃C=N

fS(D̃S)g(s̃) fC(D̃C)dD̃Sds̃dD̃C

−
∞∫

s̃=x

∞∫
D̃C=N

(B + N − K) fS(B)g(s̃) fC(D̃C)ds̃dD̃C

+
∞∫

D̃S=B

∞∫
s̃=x

N∫
D̃C=K−B

fS(D̃S)g(s̃) fC(D̃C)dD̃Sds̃dD̃C

−
∞∫

s̃=x

N∫
D̃C=K−B

(D̃C − K + B) fS(B)g(s̃) fC(D̃C)ds̃dD̃C
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+
x∫

s̃=0

(B − K) fS(B)g(s̃)ds̃

+
∞∫

s̃=x

∞∫
D̃C=N

(B − K + N) fS(B)g(s̃) fC(D̃C)ds̃dD̃C

+
∞∫

s̃=x

N∫
D̃C=K−B

(B + D̃C − K) fS(B)g(s̃) fC(D̃C)ds̃dD̃C (B.17)

After simplifying, integrating, and with 1 − FC(K − B) = 0
for the case considered at present, this results in:

∂E[
Q̃

]
∂B

= [1 − FS(B)]G(x). (B.18)

E[
Q̃

]
is not differentiable at B = K and B = K − N. The left- and right-

hand limits at B = K are:

lim
B→K−

∂E[
Q̃

]
∂B

= [1 − FS(K)][1 − G(x)](1 − 0) (B.19)

lim
B→K+

∂E[
Q̃

]
∂B

= [1 − FS(K)]G(x) (B.20)

and thus

lim
B→K−

∂E[
Q̃

]
∂B

�= lim
B→K+

∂E[
Q̃

]
∂B

. (B.21)

The left- and right-hand limits at B = K − N are:

lim
B→(K−N)−

∂E[
Q̃

]
∂B

= [1 − FS(K − N)][1 − G(x)][1 − FC(N)] (B.22)

lim
B→(K−N)+

∂E[
Q̃

]
∂B

= 0 (B.23)

and thus

lim
B→(K−N)−

∂E[
Q̃

]
∂B

�= lim
B→(K−N)+

∂E[
Q̃

]
∂B

. (B.24)
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