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Let us not go over the old ground, let us rather prepare for what is to come.

—Marcus Tullius Cicero

Improvements in the health status of communities depend on effective public
health and healthcare infrastructures. These infrastructures are increasingly
electronic and tied to the Internet. Incorporating emerging technologies into
the service of the community has become a required task for every public
health leader.

The revolution in information technology challenges every sector of the
health enterprise. Individuals, care providers, and public health agencies can
all benefit as we reshape public health through the adoption of new informa-
tion systems, use of electronic methods for disease surveillance, and reforma-
tion of outmoded processes. However, realizing the benefits will be neither
easy nor inexpensive.

Technological innovation brings the promise of new ways of improving health.
Individuals have become more involved in knowing about, and managing and
improving, their own health through Internet access. Similarly, healthcare pro-
viders are transforming the ways in which they assess, treat, and document pa-
tient care through their use of new technologies. For example, point-of-care and
palm-type devices will soon be capable of uniquely identifying patients, sup-
porting patient care, and documenting treatment simply and efficiently.

Although technology offers great hope and promise for innovation in health
care and public health, it is by no means certain that every investment in
innovative technologies will yield improved health outcomes. Exciting tech-
nologies will not be enough by themselves. They must be understood and
managed by those committed to improving community health status. Public
health officials will have to understand basic principles of information re-
source management in order to make the appropriate technology choices that
will guide the future of their organizations. Basing technology deployment
decisions on well-informed assessments of value and cost must become a
standard of practice for public health managers.
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Experience shows us that developing and implementing new information
systems is a risky business. This was true for the introduction of the telegraph
(the “Victorian Internet”) and is true today. New system development efforts
frequently fail because they are poorly conceived and managed, underfunded,
or simply take too long to deploy. Organizations often fail to conceptualize
or state explicitly the characteristics they need in the system and also do not
quantify the benefits they seek to realize from their investment. Insufficient
attention is given to preparing personnel to adopt and use new systems.

Public health now confronts an unprecedented era of accountability. The
Internet has provided every citizen with a means of gathering information
(and misinformation) on a vast spectrum of diseases, treatments, and threats
to health. The communications superhighway provides new means for moni-
toring governmental programs, understanding policies and laws, and influ-
encing cultural practices.

The US Department of Health and Human Services (DHHS) has articulated
the importance of the Internet and interactive technologies for health im-
provements, and the rationale for quality standards for Web sites in Wired for
Health and Well-Being, the final report of the Science Panel for Interactive
Communication and Health. The commitment of DHHS to improving the
quality of health Web sites is reflected in a national “Healthy People 2010”
objective calling for an increase in the number of health Web sites that dis-
close quality standards information. Information to be disclosed to users in-
cludes the identity of the Web site developers and sponsors; how to contact
the owners/developers of the site; potential conflicts of interest or biases;
explicit purpose of the site, including commercial purposes and advertising;
original sources of content; how the privacy and confidentiality of personal
information is protected; how the site is evaluated; and how content on the
site is updated. The goal is to promote the development of a consistent, com-
prehensive approach to identifying high-quality sites that consumers will
find reliable and easy to use.

This book marks the first systematic effort to provide informatics prin-
ciples and examples of practice in a public health context. In doing so, it
clarifies the ways in which newer information technologies will improve in-
dividual and community health status. Public health executives, program
managers, and technology experts will find this book of great use. We com-
mend the authors for their contributions and the editors for their drive in
bringing this important work to completion. We think this text is essential
reading for managers and innovators throughout the diverse disciplines of
public health.

David A. Ross, Sc.D.
Director, All Kids Count

Decatur, Georgia
Alan R. Hinman, M.D, M.P.H.
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This series is directed to healthcare professionals who are leading the trans-
formation of health care by using information and knowledge. Launched in
1988 as Computers in Health Care, the series offers a broad range of titles:
some addressed to specific professions such as nursing, medicine, and health
administration; others to special areas of practice such as trauma and radiol-
ogy. Still other books in the series focus on interdisciplinary issues, such as
the computer-based patient record, electronic health records, and networked
healthcare systems.

Renamed Health Informatics in 1998 to reflect the rapid evolution in the
discipline now known as health informatics, the series will continue to add
titles that contribute to the evolution of the field. In the series, eminent ex-
perts, serving as editors or authors, offer their accounts of innovations in
health informatics. Increasingly, these accounts go beyond hardware and soft-
ware to address the role of information in influencing the transformation of
healthcare delivery systems around the world. The series also increasingly
focuses on “peopleware” and the organizational, behavioral, and societal
changes that accompany the diffusion of information technology in health
services environments.

These changes will shape health services in this new millennium. By mak-
ing full and creative use of the technology to tame data and to transform
information, health informatics will foster the development of the knowledge
age in health care. As coeditors, we pledge to support our professional col-
leagues and the series readers as they share advances in the emerging and
exciting field of health informatics.

Kathryn J. Hannah
Marion J. Ball
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In 1995, the US Centers for Disease Control and Prevention (CDC) partnered
with the University of Washington (UW) School of Public Health and Com-
munity Medicine to develop a training resource for a new and (at that time)
practically unknown field: public health informatics. That the field of
informatics was new to public health is not to say that computers, networks,
databases, and so forth were unknown to public health—far from it. Comput-
ers had been used by public health scientists for generations; by 1995, per-
sonal computers were being enthusiastically adopted by public health
scientists all over the world. But with the advent of large-scale networked
computing (from local-area networks to the global Internet), traditional seat-
of-the-pants methods for developing public health information systems were
proving untenable. A much more systematic, experience-based, and research-
grounded approach to systems development was demanded by the complex,
multiuser nature of applications such as national electronic surveillance sys-
tems and immunization registries. Indeed, the CDC-UW public health
informatics training course was originally developed to support public health
managers responsible for the development of statewide immunization regis-
tries.

The development of that training course was the beginning of the develop-
ment of this textbook. Defining the scope and nature of that first public health
informatics curriculum required us to define the scope and nature of public
health informatics itself. That definition has changed over time, and many
others (including many who have contributed to this volume) have enor-
mously broadened and deepened the field of public health informatics since
then. But the goal and the essential nature of public health informatics re-
mains unchanged. Its goal is to harness the power of computers, networks,
and other information technologies to improve the public’s health. Its essen-
tial nature is a set of time- and research-proven principles and practices that
maximize one’s chances of success when developing new public health infor-
mation systems or technologies.

Here at the outset of the 21st century, few public health professionals have
received any formal training in informatics. Indeed, most are still unfamiliar



with the nature and purpose of informatics as a discipline and are only partly
aware of the potential that information technology has to improve and even
to transform public health practice. The goal of this textbook is to help ad-
dress this important knowledge gap. This book is intended to provide both
students of public health and working public health professionals with an
introduction to the new and rapidly growing field of public health informatics.
The reader will become familiar with the principles and practices of
informatics, gain an understanding of the sciences underlying this new disci-
pline, recognize key informatics challenges facing public health profession-
als, and explore emerging information systems currently in development.
The reader will also be introduced to the major public health information
systems that form the scientific underpinnings of public health assessment
and research and that inform the development of public health policy.

One of the challenges of teaching informatics is that its scientific and practical
bases are drawn from multiple disciplines and domains. Thus, informatics-rel-
evant material is to be found in textbooks and journals on information science,
computer science, technology, management, psychology, and a dozen other do-
mains. A primary purpose of this book is to consolidate key information currently
scattered over many media and locations or else residing only in the minds of a
few experts. By pulling this information together into a textbook on public
health informatics, we hope to provide a coherent and readable resource for use
by faculty and students in schools of public health across the United States. We
also hope that this resource will be of use to the practicing public health profes-
sional. Many public health leaders and managers have found themselves making
critical information technology decisions or managing complex information tech-
nology projects—tasks for which few of us ever received formal informatics
training heretofore.

Nature and Organization of This Book

This book is not intended to be a review of cutting-edge information technol-
ogy. After all, such a book would be doomed to obsolescence before the first
printing was shipped. In fact, the term Internet years was coined to refer to a
time span of a few months to a few weeks, an apt reflection of the dizzying
pace at which information technology evolves.

Instead, this book is intended to promote a strategic approach to informa-
tion systems use and development. Such a strategic approach is based on
well-established informatics principles and practices that will remain valid
long after today’s technologies are supplanted by those of tomorrow. To use
an analogy, in the practice of medicine, disease treatment regimens change
constantly, but the principles and practices of medicine are stable and time-
tested. The principles and practices of informatics are similarly time-tested
and do not change dramatically from year to year.
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The material in this book is presented in five parts:

• Part I, The Context for Public Health Informatics, provides important
background and context for the rest of the book. After an introductory
chapter, this section reviews a variety of recent social, legislative, and
technical developments that, taken together, create both an imperative
and a historic opportunity to apply information technology to the im-
provement of the public’s health effectively and systematically. This sec-
tion summarizes the history and significance of the development of
computerized information systems in public health and provides a snap-
shot of the governmental and legislative context of public health
informatics.

• Part II is titled The Science of Public Health Informatics. As noted, today’s
public health students and practitioners generally have never had formal
training in the scientific underpinnings and principles of public health
informatics. This section reviews the key scientific and technical elements
of this new and developing discipline and clarifies the need for and the
nature of the role of an “informatician” (sometimes called an
“informaticist”) in the public health enterprise. It also explores organiza-
tional and management issues related to information systems develop-
ment and addresses the ethics of information use.

• Part III, Key Public Health Information Systems, reviews key information
systems relevant to public health research and practice. These systems
include vital statistics systems, morbidity data systems, risk factor data
systems, and environmental data systems. The review of numerous data
systems is complemented by an exploration of knowledge-based informa-
tion systems for public health, as exemplified by peer-reviewed journal
articles, meta-analyses, prevention guidelines, and a plethora of other in-
formation resources that are increasingly available on-line on the World
Wide Web.

• Part IV is New Challenges, Emerging Systems. In view of the evident
promise of information technology, the public health community has em-
braced certain systems development challenges that are apparently straight-
forward (e.g., immunization registries) but are in fact enormously
challenging. This section describes several important areas of opportu-
nity afforded by modern information technology, such as new means of
data collection and new means of increasing data accessibility. This sec-
tion also addresses key information technology challenges with which
the public health community is currently grappling, including geographic
information systems, expert systems for public health, and the use of in-
formation technology to promote the delivery of preventive medicine in
primary care.

• Part V is Case Studies: Applications of Information Systems Development.
The promise of information technology is widely appreciated, but the true
value of information technology lies in bringing that promise to fulfill-
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ment. This section presents a variety of real-world case studies, each of
which is designed either to exemplify a particular kind of value derived
from the deployment of actual information systems (e.g., the value of us-
ing scientific data to drive policy) or to illustrate critical issues associated
with the development of new information systems (e.g., dealing with the
policy and privacy issues raised by electronic disease surveillance). This
section is intended to illustrate the value of applying informatics prin-
ciples and practices as well as cutting-edge information technologies to
both new and traditional public health information applications. These
case studies illustrate and amplify the meaning and importance of
informatics and effective information systems to modern public health
practice.

At the end of each chapter is a section titled “Questions for Review.” These
questions focus on many of the most important concepts discussed in a chap-
ter. In many instances, they are based on a short case that demonstrates and
requires a student to recognize and apply the concepts in action.

In order to aid public health instructors who will use this book in their
courses, we are pleased to offer The Instructor’s Manual, which will be acces-
sible in PDF format on the publisher’s Web site. For information on obtaining
the URL, please write to PHImanual@springer-ny.com.

Patrick W. O’Carroll, M.D., M.P.H., F.A.C.P.M.
William A. Yasnoff, M.D., Ph.D., F.A.C.M.I.

M. Elizabeth Ward, R.N., M.N.
Laura H. Ripp, R.N., M.B.A., M.P.H.

Ernest L. Martin Ph.D., M.B.A., F.L.M.I.
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Part I
The Context for Public
Health Informatics

Introduction

The term public health informatics is relatively new, but the concept of the
systematic application of information and computer science and technology
to health practice, research, and learning is not. Many health disciplines—
including nursing and medicine—have developed their own concepts of
informatics, and yet there is no textbook that treats the topic of public health
informatics comprehensively. This work attempts to fill that gap in knowl-
edge.

This section is intended to set the stage for other sections in this book—by
placing the discipline of public health informatics in its context.

In Chapter 1, Patrick W. O’Carroll defines the concept of public health
informatics and writes of the promise that implementation of a comprehen-
sive informatics approach can bring to public health practice. Dr. O’Carroll
also treats the basic principles of public health informatics, including discus-
sion of the ways in which the focus of that discipline resembles and differs
from the informatics of other health disciplines. He concludes the chapter by
discussing the drivers of change that are pointing to the necessity for imple-
menting a comprehensive public health informatics approach.

In Chapter 2, John R. Lumpkin provides a historical context for the disci-
pline of public health informatics. Tracing the earliest emergence of public
health practice, Dr. Lumpkin focuses on the evolution of technology as a
supporting force for public health officers, emphasizing public health devel-
opments in the 19th and 20th centuries and concluding with modern devel-
opments that have necessitated a more systematic approach to the collection
and analysis of public health information.

In Chapter 3, Marion J. Ball gets to the root of the issues driving public
health practice to adoption of informatics as a formalized approach. She places
public health informatics in the context of value creation, and she discusses
the organizational factors that determine whether an informatics approach to

1
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any health practice will result in added value. As an overarching theme of the
chapter, Dr. Ball points out that there is already strong evidence that a sound
informatics approach improves the life of each individual through promoting
better health.

This part of the book concludes with John Christiansen’s Chapter 4, an
examination of the governmental and legislative context of informatics. Mr.
Christiansen points out that an understanding of this context is crucial for
any public health employee. Defining the concept of a public health agency
in two ways, he proceeds to discuss the implications of privacy laws affecting
the handling of public health information, focusing in particular on the re-
cently developed and implemented provisions of the Health Insurance Port-
ability and Accountability Act. He concludes the chapter by discussing legal
and practical implications of information sharing and by providing an over-
view of principles and practices governing a public health agency’s use of a
Web site to convey health information.
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Learning Objectives

After studying this chapter, you should be able to:

• Define the concept of public health informatics and explain the aspects
that it has in common with medical informatics.

• List and briefly explain the four principles that define, guide, and provide
the context for the types of activities and challenges that comprise public
health informatics and differentiate it from medical informatics.

• List and briefly discuss three major developments that have increased the
importance and immediate relevance of informatics to public health.

Overview

The technology necessary for effective, innovative application of information
technology to public health practice is available today at very reasonable costs.
The barrier to the widespread application of such technology is that few public
health professionals have received any formal training in informatics, and most
lack even a basic understanding of the nature and purpose of informatics as a
discipline. Although the discipline of public health informatics has much in
common with other informatics specialty areas, it differs from them in several
ways. These include (1) a focus on applications of information science and tech-
nology that promote the health of populations, rather than of individuals; (2) a
focus on disease prevention, rather than treatment; (3) a focus on preventive
intervention at all vulnerable points in the causal chains leading to disease,

*Some of the material in this chapter was originally published in “Public health
informatics: Improving and transforming public health in the information age” (Yasnoff
WA, O’Carroll PW, Koo D, Linkins RW, Kilbourne E. Journal of Public Health Man-
agement and Practice 2000;6(6):67–75).
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injury, or disability; and (4) operation within a governmental, rather than a pri-
vate, context. Drivers of change forcing public health professionals to be conver-
sant with the development, use, and strategic importance of computerized health
information systems include public health reform, the growth in managed care,
and the information technology revolution.

Introduction

It is 8:30 AM, a few years from now. As the director of a local health depart-
ment, you are looking forward to a relatively quiet morning working on an
initiative to promote the use of bicycle helmets in your community. When
you start your computer, the screen directs you to place your thumb on the
small scanner attached to the monitor. After you have been recognized and
logged in, the computer says, “Good morning,” launches your calendar, and
automatically opens the working draft of the initiative.

As you prepare to begin dictating, an alert pops up on your screen to the
sound of a barking dog: “Rover has detected an unusual incidence of Es-
cherichia coli O157:H7,” the alert says. You are presented with several op-
tions: SURVEILLANCE DATA, LEARNING RESOURCES, and COMMUNICATIONS. You select
SURVEILLANCE DATA and are presented with a table and a chart of recent cases of
E. coli—both suspected and laboratory-confirmed—in your community. From
there, you click on the MAP THIS button, and a “pin map” of the cases in your
county is displayed. You click the ZOOM OUT button, and the pin map expands
to show your county and adjacent counties—one of which is in the adjacent
state. You click on the TIME SERIES button and are shown a classic epi-chart,
with associated statistics at the bottom. It surely has the look of an outbreak.

In the next few minutes, without ever leaving your chair, you send an alert
about the cluster of cases to the primary care clinicians and hospital infec-
tious disease control staff in your community, as well as to your own epidemi-
ology staff. You send an electronic food-borne illness questionnaire to your
local “sentinel event” network of care providers (attaching a predefined case
definition and other instructions), as well as to a standing community-based
control group. You instruct your computer to schedule a priority video-
conference with your fellow health officers and the state infectious disease
epidemiologist; and you locate and download various prevention guideline
documents from the Centers for Disease Control and Prevention (CDC). Fi-
nally, you turn to a list of on-line learning resources, noting the availability
of several interactive, full-motion video courses, to brush up on the diagno-
sis, clinical presentation, epidemiology, and control of E. coli O157:H7.

To many in public health today, this scenario seems rather futuristic. After
all, consider some of the elements that would have to be in place for this
scenario to occur: biometric authentication of the user (via the thumb scan);
software “agents” automatically searching distributed clinical and labora-
tory databases for apparent outbreaks of disease; software for epidemiologic
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analysis and geographic information systems to analyze and display the data;
electronic alert systems capable of reaching community clinicians and others
through well-maintained, distributed directories of health personnel; the abil-
ity to distribute preconfigured electronic forms that can be completed, re-
turned, and automatically compiled and analyzed; ubiquitous video-
conferencing capacity at all levels of the public health system; succinct,
well-structured prevention guidelines from CDC on all public health–
relevant diseases and conditions; and an on-line learning system that makes
public health knowledge and know-how available on demand, at the desktop
of every public health professional.

Yet, all of this technology is available today—off the shelf, at very reason-
able and ever-decreasing cost. (The thumb scanner, for example, is available
for less than $100 at the time of this writing.) In other words, if we want the
kinds of public health detection and response capacity illustrated by the
scenario, technology is not the barrier.

If the technology is available, and if the costs of that technology are within
reach, why are we so far from this vision of public health practice?

The answer is that the effective application of information technology to
public health or to any other discipline is very challenging. It is not a question of
computer science or information technology per se; it is a question of
informatics—harnessing the available technology to meet the information needs
of health practitioners in general, and of public health practitioners in particular.

What Is Public Health Informatics?

We define public health informatics as the systematic application of information
and computer science and technology to public health practice, research, and
learning.1,2 Public health informatics is primarily an engineering discipline. It is
a practical activity, undergirded by science and oriented to the accomplishment
of specific tasks. The scope of public health informatics includes the
conceptualization, design, development, deployment, refinement, maintenance,
and evaluation of communication, surveillance, information, and learning sys-
tems relevant to public health. Public health informatics requires the application
of knowledge from numerous disciplines, particularly information science, com-
puter science, management, organizational theory, psychology, communications,
political science, and law. Its practice must also incorporate knowledge from the
other fields that contribute to public health, including epidemiology, microbiol-
ogy, toxicology, and statistics (see Figure 1.1).

Although public health informatics draws from multiple scientific and practi-
cal domains, computer science and information science are its primary underly-
ing disciplines. Computer science, the theory and application of automatic
data-processing machines, includes hardware and software design, algorithm
development, computational complexity, networking and telecommunications,
pattern recognition, and artificial intelligence. Information science encompasses
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the analysis of the structure, properties, and organization of information, infor-
mation storage and retrieval, information system and database architecture and
design, library science, project management, and organizational issues such as
change management and business process reengineering.

Public health informatics involves more than simply automating existing
activities. It enables new approaches that were previously impractical or not
even contemplated. (The automated detection of putative epidemics in our
opening scenario is but one such example.) In the near term, most public
health information systems projects will focus on improving the efficiency or
effectiveness of traditional public health practice. In the long term, however,
the promise and challenge of public health informatics will be in engineering
innovative new ways to protect and promote the public’s health using the
power of information science and technology.

Principles of Public Health Informatics

Public health informatics is related to medical informatics in several respects.3

Both disciplines seek to use information science and technology to improve
human health, and there are subject matter areas of common concern (e.g., stan-
dards for vocabulary and information exchange). Moreover, lessons learned in
medical informatics often apply to public health informatics. Further, there are
informatics applications for which there is no real distinction between public
health and medical informatics. Examples of such applications include systems

FIGURE 1.1. Disciplines underlying public health informatics. Source: author.
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for accessing public health data from electronic medical record systems or for
providing patient-specific prevention guidance at the clinical encounter. An ex-
ample of how informatics is transforming health care follows.

Building Physician–Patient Networks on the World Wide Web

Hook up the stock price of drkoop.com or Healtheon/WebMD to a
heart monitor and any doctor would tag and bag it.

For privately held Medem, an on-line health network founded and
financed by the American Medical Association and other medical
groups, quarantining itself from public markets buys the time to
build a business and market its greatest asset: trust.

“I don’t think anyone in the e-health space would say they have
better information than the American Academy of Pediatrics on pedi-
atrics issues,” says Dr. Edward Fotsch, Medem’s CEO and a veteran
of rival Healtheon. “I think the societies offer tremendous values.”

Medem builds physician Web sites, and Fotsch says, “Our busi-
ness model is to create a secure patient–physician network that
has information [from trusted sources] and to facilitate communi-
cations between docs and patients.” drkoop.com doesn’t provide
the latter. “I don’t think secure messaging, for example, has much
meaning for drkoop.com. It’s absolutely critical for us.”

Fotsch says it’s too early to tell if the Web changes the balance
of power among patients, physicians, and insurers, but he predicts
interests will align. “It’s not hard to imagine a scenario in which a
pharmaceutical company and a health plan get together to fund an
on-line information delivery program [approved by the medical soci-
eties]. And docs are happy to enroll their patients because they are
confident in the clinical message. I think the patients are going to
love it. I have yet to hear a patient say, ‘ I am tired of getting
spammed by my doctor’s office.’”
Source: Thomas Claburn, “Physician, Heal Thy Web Site,” in Ziff
Davis Smart Business, December 2000, page 70. Reprinted from
Ziff Davis Smart Business, December 2000, with permission. Copy-
right © 2000 Ziff Davis Media Inc. All Rights Reserved.

Nevertheless, we believe that public health informatics is a new and distinct
specialty area within the broader discipline of informatics, a specialty area
defined by a specific set of principles and challenges.

Our view is that the various informatics specialty areas—for instance, nurs-
ing informatics and medical informatics—are distinguished from one another
by the principles underlying their respective application domains (i.e., nurs-
ing and medicine), as well as by the differing nature and challenges of their
informatics applications. In the case of public health informatics, there are
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four such principles, flowing directly from the scope and nature of public
health, that distinguish it from other informatics specialty areas. These four
principles define, guide, and provide the context for the types of activities
and challenges that comprise this new field:

1. The primary focus of public health informatics is on applications of
information science and technology that promote the health of
populations as opposed to the health of specific individuals. As a
discipline, public health focuses on the health of the population and the
community as a whole, rather than on the health of the individual patient.
In the healthcare setting, the primary focus of concern is the individual
patient, who presents with a specific disease or condition requiring
diagnosis and treatment. In public health, on the other hand, the primary
focus of concern is on populations of individuals. One can think of the
entire community as the patient. The community-patient requires
“diagnosis” in terms of an assessment of the major threats to health and
well-being facing the community. “Treatment” of the community-patient
might involve the development of new policies, stepped-up enforcement
of existing laws, the elimination of infected foodstuffs, efforts to modify
behavior (e.g., to reduce smoking prevalence), and even such relatively
extreme measures as quarantine or disclosure of the disease status of
individuals to prevent further spread of infectious illness. It is true that
some measures to protect the community’s health do ultimately resolve to
interventions involving specifically identifiable individuals (e.g.,
vaccination). However, public health practice also requires attention to
factors that affect the health risk of entire populations rather than of
individuals (e.g., water quality, food safety, working conditions, and
automobile crash protection).

2. The primary focus of public health informatics is on applications of
information science and technology that prevent disease and injury by
altering the conditions or the environment that put populations of individuals
at risk. Although notable exceptions exist, traditional health care largely
treats individuals who already have a disease or high-risk condition, whereas
public health practice seeks to avoid the conditions that led to the disease in
the first place. This difference in focus has direct implications for the ways in
which information technology might be deployed.

3. Public health informatics applications explore the potential for prevention
at all vulnerable points in the causal chains leading to disease, injury, or
disability; applications are not restricted to particular social, behavioral,
or environmental contexts. In public health, the nature of a given
preventive intervention is not predetermined by professional discipline,
but rather by the effectiveness, expediency, cost, and social acceptability
of intervening at various potentially vulnerable points in a causal chain.
Public health interventions have included, for example, legislatively
mandated housing and building codes, solid waste disposal and wastewater
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treatment systems, smoke alarms, fluoridation of municipal water supplies,
redesign of automobiles, development of inspection systems to ensure
food safety, and removal of lead from gasoline. Contrast this approach
with the approach of the modern healthcare system, which generally
accomplishes its mission through clinical and surgical encounters.
Although some of these healthcare system encounters can properly be
considered public health measures (e.g., vaccination), public health action
is not limited to the clinical encounter.

4. As a discipline, public health informatics reflects the governmental context
in which public health is practiced. Much of public health operates
through government agencies that require direct responsiveness to
legislative, regulatory, and policy directives; careful balancing of
competing priorities; and open disclosure of all activities. In addition,
some public health actions involve authority to take specific (sometimes
coercive) measures to protect the community in an emergency. Examples
include medication or food recalls, closing down a restaurant or a
contaminated pool or lake, and making changes to immunization policy
(e.g., the recent change in recommended use of rotavirus vaccine4).

Table 1.1 provides an overview of the distinction between the attributes of
medicine and public health. These distinctions drive differences in the nature
of medical and public health informatics, respectively.

In addition to these principles, the nature of public health also defines a
special set of informatics challenges. For example, in order for public health
practitioners to assess a population’s health and risk status, they must obtain
data from multiple disparate sources, such as hospitals, social service agen-
cies, police departments, departments of labor and industry, population sur-
veys, on-site inspections, etc. Data from these various sources about particular
individuals must be accurately combined. Then individual-level data must
be compiled into usable, aggregate forms at the population level. This infor-
mation must be presented in clear and compelling ways to legislators and
other policymakers, scientists, advocacy groups, and the general public. At
the same time, the public health practitioner must insure that the confidenti-
ality of the health information about specific individuals is not compromised.

Together with the four principles that distinguish public health informatics
from other informatics specialty areas, then, these and other special chal-
lenges define public health informatics as a distinct specialty area.

Drivers of Change

Three major developments in recent times make it increasingly critical that
public health professionals be conversant with the development, use, and
strategic importance of computerized health information systems. These de-
velopments are discussed below.
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Public Health Reform
Public health has always been an information-intensive field. Effective pub-
lic health practice requires timely, accurate, and authoritative information
from a wide variety of sources. For this reason, public health professionals
have developed a wide array of information resources to help them perform
their work.5,6

However, with the publication of The Future of Public Health7 in 1988,
the importance of information as both a critical currency and a product of
public health practice was amplified enormously. This seminal report by the
Institute of Medicine (IOM) launched a period of public health reform that
continues to this day, refocusing the practice of public health around three
core functions: assessment, policy development, and assurance. Information
is central to each of these core functions. For example, the essence of commu-
nity health assessment is the collection, analysis, interpretation, and commu-
nication of data and information. Timely and authoritative information is
also at the heart of the development of well-informed public health policy.
Finally, the assurance function described in the IOM report moves public
health away from “clinical care provider of last resort” toward the role of
monitor and communicator of information about community access to criti-

TABLE 1.1. Key differences between the attributes of medicine and public health

Attribute Medicine Public Health

Primary health improve-
ment strategy

Treatment of disease or injury,
with secondary emphasis on
prevention

Prevention of disease or
injury

Intervention context and
scope

Clinical and surgical encounters
and medical/surgical treatment;
preventive interventions within
the context of each professional
discipline (e.g., pediatrics), with
focus on one or a few points in
the causal chain

Any and all vulnerable
points in the causal chains;
prevention approach not
predetermined by pro-
fessional discipline, but
rather by the effectiveness,
expediency, cost, and social
acceptability of intervention

Operational context Operation through private
practices, clinics, hospitals, with
governmental direction pri-
marily in terms of quality
assurance.

Operation within a govern-
mental context requiring
responsiveness to legislative,
regulatory, and policy
directives

Primary focus of concern Health of specific individuals Health of populations/ com-
munities
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cal health services—another role for which information is the essential cur-
rency. Thus, each of the core functions at the heart of public health reform
accentuates the importance of public health as “information broker,” directly
increasing the need for public health officials to be effective planners, devel-
opers, and users of health information systems. Some of the key recommenda-
tions contained in the document The Future of Public Health are listed below.

Among the report’s 55 recommendations directed at state health depart-
ments as ways of improving public health practice in the United States were:

1. State health departments should improve community involvement in public
health practice, including strengthening relations with physicians and
other health professionals, voluntary health organizations, and legislators
and other public officials.

2. State health departments should focus efforts on a wide range of
environmental health issues, such as drinking-water quality and toxic
exposure evaluation.

3. State health departments should expand responsibilities to include issues
related to substance abuse, Medicaid, mental health, and regulation of
public health professionals.

4. State health departments should increase support for local health services,
using subsidies and technical assistance, while establishing standards
specifying minimum services to be provided by local public health services
and holding these local services accountable.

5. The public health system, including state health departments, should
develop more effective leadership and greatly improved data gathering
and analysis.

The public health reform launched by the publication of The Future of
Public Health has led to the development of new partnerships and expanded
expectations of the public health system. These partnerships and expecta-
tions require better and more efficient access to information as well as better
means of communication. Finally, the changed and increased responsibilities
associated with public health reform are occurring in an era of shrinking
budgets for our nation’s state and local health departments, coupled with a
heightened focus on accountability and performance assessment. These addi-
tional aspects of public health reform demand the efficiencies of well-devel-
oped and professionally managed information and communication systems.

Growth in Managed Care
The American medical system has evolved rapidly in recent years, primarily
because of the growth of organized healthcare delivery models, including health
maintenance organizations. By 1997, nearly 70 million Americans were enrolled
in health maintenance organizations, a 10-fold increase from 1978 that reflects
the movement of employers and other plan sponsors toward cost-control mea-
sures.8 These enrollees include mounting numbers of Medicare and Medicaid
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beneficiaries who are being shifted into managed care plans to control costs and
improve access. In addition, membership in preferred provider organizations,
another form of managed care, is increasing rapidly. Finally, continuing mergers
and acquisitions among hospitals and medical practices, along with wider vari-
ability in the insurance products offered, have also led to fluidity in the size and
composition of healthcare organizations.

These changes provide important opportunities for public health and man-
aged care to collaborate in addressing shared concerns for cost-effective health
care, prevention, and population health. The new arrangement of medical
care service delivery means that for-profit provider organizations have a shared
focus with public health on preventing disease and injury and promoting
wellness. For example, some health plans have implemented practices geared
toward improving the level of immunization and cancer screening among
their enrollees.9 The advent of standardized electronic medical records,
coupled with the consolidation of electronic medical record stores, creates
the potential for public health to access an unprecedented wealth of morbid-
ity data in nearly real time—a potentially revolutionary improvement in our
capacity to assess community health.

On the other hand, inherent in the growth of managed care is an intense focus
on efficiency and cost-savings. If public health is to engage as a partner with
managed care, it will necessarily do so only in a highly efficient and collabora-
tive manner. In particular, public health professionals will need to design surveil-
lance and data systems according to standards that allow for seamless interaction
of public health data assessment processes with the clinical and business activi-
ties of managed care organizations. Developing these standards and appropri-
ately incorporating clinical data into public health surveillance are among the
primary public health informatics challenges of the coming decades.

The Information Technology Revolution
The final driver of change marking the increased importance of informatics to
public health lies in the information technology revolution itself. Today’s
computer systems are both faster and less expensive than ever before, and
prices are continuing to decrease rapidly. In fact, computer hardware is no
longer the major cost it once was in information system development projects.

More important, the Internet has emerged as both a universal communica-
tions medium and the source of a universal graphical user interface—the
World Wide Web, accessed with Internet browser software. In fact, the growth
in use of the Internet has been little short of phenomenal in recent years.

The existence of the Web provides a powerful new paradigm for standard-
ized implementation of the communication capabilities that are central to all
information systems. A Web browser interface potentially allows universal
access without the necessity for development or deployment of specific soft-
ware or communications protocols for potential users. Updating information
systems is greatly simplified, since new versions of Web-based applications
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are immediately available to users without distribution of new software. Most
system development is now utilizing this paradigm, with the resultant cre-
ation of many new and powerful tools to streamline and simplify the process.
As a consequence, information system development is now faster and easier
than ever before. In this environment, the benefits of public health informa-
tion systems are more obvious and more easily achievable, and thus much
more compelling. Table 1.2 summarizes the effects of these drivers of change.

In the context of these societal trends, familiarity with at least the basic
principles and practices of informatics is becoming essential. This may not be
a welcome development for many public health practitioners, who already
must be conversant with such wide-ranging fields as epidemiology and statis-
tics, risk communication, community organization, legislative development,
behavioral modification, emergency response, and of course program man-
agement. Nevertheless, facility in at least the use of key information tech-
nologies for public health (e.g., e-mail, the Web, and epidemiologic databases)
is already a requirement for state-of-the-art public health practice. And more
advanced informatics expertise is undeniably critical for the development of
future information systems such as immunization registries, improved dis-
ease and epidemic surveillance, and so forth. Like it or not, informatics has
already joined the long list of disciplines with which public health practitio-
ners must be conversant. In the next chapter, we will trace the history of
information systems and their evolution as crucial tools in public health
practice.

TABLE 1.2. Drivers of change mandating that public health professionals be knowledge-
able about computerized health information systems

Change Driver Impact

Launched by publication of The Future of
Public Health in 1988. Placed focus on three
core functions of public health: assessment,
policy development, assurance—all informa-
tion-intensive

Emphasis on prevention, in common with
public health, has created an increased need
and opportunity for application of efficient
information technology in partnership with
health care

Faster, less expensive computer systems and
the development of the Internet have dra-
matically increased both the potential and
the rate of development of computerized
health information systems

The information technology revolution

Growth in managed care

Public health reform
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Questions for Review

1. What factors, other than a lack of education about informatics among
public health professionals, might account for the fact that the field of
public health lags far behind traditional health care in the effective
deployment of information technology?

2. Explain why an intensive knowledge of traditional public health–specific
fields—such as epidemiology, microbiology, toxicology, and statistics—
is insufficient by itself for developing and applying information systems
in public health practice.

3. The primary focus of public health informatics is on applications of
information science and technology that promote the health of
populations, whereas the primary focus of traditional medical informatics
is on the promotion of the health of specifically identifiable individuals.
To what extent does the public health informatics focus intersect with the
focus of traditional medical informatics? What do the informatics
specialties have in common?

4. It has been said that public health informatics applications explore the
potential for prevention at all vulnerable points in the causal chains
leading to disease, injury, or disability. Provide some examples of causal
points that a public health professional might explore and a practitioner
of traditional medicine would not.

5. It has been said that public health informatics reflects the governmental
context in which public health is practiced. To what extent do practitioners
of traditional medicine also operate within a governmental context? Is
there any difference in the role that government plays in the practice of
the two fields?

6. Compare and contrast the functions performed by public health
professionals and practitioners of traditional healthcare. How do they differ
in their approach to (1) the individual, and (2) the community? To what
parties are these two categories of professionals accountable for their
actions? How?

7. Discuss the relative impact of (1) public health reform, (2) the growth in
managed care, and (3) the information technology revolution as drivers of
change in the way that public health professionals view and use
computerized health information systems. In your opinion, which of them
will have the greatest impact on the use that public health professionals
make of information technology over the next decade? Why?
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Learning Objectives

After studying this chapter, you should be able to:

• Clearly differentiate among the terms data, information, and knowledge
and provide an example of each.

• Briefly trace the evolution of information systems, from the development
of counting and counting machines to the development of computers.

• Explain and distinguish between the age of observation and the age of
analysis in early public health practice.

• List and discuss the 19th century developments in Europe and the United
States that led to the development of modern public health data collection
and analysis.

• List the major principles underlying the Cornerstone system as a model of
an integrated state public health system, and explain why these principles
are important in the development of any modern public health system.

• List and describe the characteristics of the three waves of federal-state
public health information systems.

Overview

From the earliest development of counting and counting machines to today’s
sophisticated public health systems, a fundamental problem of public health
practice has been the development of systems that can collect and analyze
data, then convert it to useful forms. The development of modern mechanical
measuring devices was a quantum leap toward solving the problem, but even
after the invention of the computer in the 20th century, there was a continuing
need for systems that would maximize integration of system components and
minimize duplication of data entry. The history of the automation of public



health practice in the state of Illinois illustrates the complexities of optimiz-
ing public health system integration. A review of the three waves of modern
federal-state public health system development reveals the progression to-
ward the optimization goal.

In general, today’s systems to manage public health data and information
have evolved in step with the scientific basis underlying public health prac-
tice, a practice that integrates findings in the biomedical field with the sci-
ences of epidemiology and biostatistics.

Introduction

Today’s public health information systems are products of a partnership be-
tween state and federal public health officials. Federal agencies now fund
development of many state information systems. Increasingly, these informa-
tion systems permit states to exchange information rapidly and effectively
with local public health officials and with other states and national organiza-
tions. The ongoing development of standards for public health information
systems by such organizations as the Centers for Disease Control and Preven-
tion (CDC) has paved the way for development and implementation of so-
phisticated applications and heightened interconnectivity with other
information systems. It was not always this way. Only a few years ago, many
state public health information systems were stand-alone products with little
or no interconnectivity and relatively crude data collection and data process-
ing capabilities.

Today’s systems to manage public health data and information have evolved
in step with the scientific basis underlying public health practice. Public
health practice now integrates findings in the biomedical field with the sci-
ences of epidemiology and biostatistics. As the need for knowledge integra-
tion has become more complex, so has the nature of the information systems
necessary for acquisition and understanding of larger amounts of data, along
with the analytical systems necessary for processing those data. Technologi-
cal advances have allowed the automation of the systems that the practice of
public health requires.

In this chapter, we will trace the history of the evolution of the science of
public health informatics. We will begin by tracing the development of count-
ing and counting machines in the human experience. In a brief examination
of public health information management in the pre-computer era, we will
then discuss the developments that created the need for increasingly complex
data collection and analysis systems. We will next move to an examination of
the experience of the Illinois Department of Public Health in automating
public health practice. We will conclude the chapter with a look at the three
waves of federal-state public health systems development, beginning with
the first wave in the late 1960s and concluding with an examination of the
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third wave now under way. Before undertaking this history, however, we will
define some commonly misused terms of information science.

Data, Information, and Knowledge

The terms data, information, and knowledge are often misused in discussions
of public health informatics. Yet, if issues related to the development of pub-
lic health informatics are going to be understood, a grasp of the precise mean-
ing of these terms is essential.

The term data designates a measurement or a characteristic of the person
or thing that is the focus of an information system. It can also be a clinical
measurement, a laboratory value, a medication dosage, or even a listing of
treatments. In isolation, data have little meaning. Consider, for example, the
components of data in a vital records system used as part of a mission to
monitor the health status of a nation. Each form in the system includes a
notation of the deceased individual’s age, race, and other demographic fea-
tures. It also typically includes a description of the cause of death by a physi-
cian, a medical examiner, or a coroner. All of these data are the raw material of
the vital records system. However, without context or analysis, these isolated
bits do not convey much meaning.

Information, on the other hand, is data placed in context with analysis.
Consider, for example, the data element indicating cause of death in a vital
records system. If a public health official correlates this data element and
generates a table categorizing the frequency of numerous causes of death, he
or she has created information. A user of the table can identify the leading
causes of death as well as the distribution of those causes in the nation.

Finally, knowledge in a public health system is the application of informa-
tion by the use of rules. In our vital records system, for example, suppose that
one leading cause of death identified in a locality is lead poisoning. In that
locality, a toxicologist can review results of blood lead tests administered to
the population and compare the outcomes to normal blood lead values. This
process in itself yields information. At the same time, the toxicologist has
access to action levels developed by experts working with the CDC. These
action levels represent rules for action for managing blood lead levels in the
affected population. The action levels, then, are an example of knowledge;
they prescribe the rules to be used in the application of information. Table 2.1
summarizes the distinction among these three terms.

The Development of Counting and Counting Machines

“When you can measure what you are speaking about, and express it in num-
bers, you know something about it,” said Lord Kelvin in his famous pro-
nouncement equating measurement with knowledge. Indeed, the history of
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information systems is in one sense a history of measurement. From the earli-
est known artifact associated with counting—a fibula of a baboon, with 29
clearly defined notches, dated approximately 35,000 BCE and found in a cave
in the Lebombo Mountains in southern Africa—to the present day, informa-
tion systems have concentrated on measurement. In addition, of course, they
now perform sophisticated analytical work on large sets of data.

The earliest counting systems reflect the fact that the human brain has
inherent limitations in its ability to comprehend quantity. The eye is not a
very precise counting tool, particularly in comprehending quantities above
four or five. Societies that entered the 20th century isolated from the rest of
the world rarely had words for numbers greater than four. You can verify the
limitations of the eye in counting with a simple experiment: Look at a num-
ber of marbles in a bowl very briefly, starting with one or two marbles and
then adding a few marbles to the bowl. As you add marbles, try to determine
the number without counting. If your visual limits are typical, you will have
difficulty in determining the exact number of marbles without counting them
once the actual number exceeds four or five.

That kind of limitation of the human brain to readily accommodate larger
numbers led to the use of objects to implement one-to-one correspondence in
measurement and to reliance on the property of mapping. We can see this
human tendency to grasp the principle of one-to-one correspondence and to
utilize the property of mapping in an infant who, at 15 or 16 months, has gone
beyond simple observation of the environment. If we give such a child an
equal number of dolls and little chairs, the infant will probably try to fit a doll

TABLE 2.1. Data information and knowledge

Term Definition Example

Data A measurement or characteristic of
the person or the thing that is the
focus of an information system

A public health assessor records the
levels of thallium at various loca-
tions at a toxic waste site.

Information Data placed in context with analysis A public health assessor creates a
table showing the proportion of the
locations exceeding the appropri-
ate maximum contaminant level
for thallium at the site.

Knowledge The application of information by
the use of rules

The public health assessor consults
the action levels for thallium as
published by CDC/ATSDR and de-
termines the appropriate remedial
actions to be taken at the contami-
nated site.
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on each seat. This kind of play is nothing other than mapping the elements of
one set (dolls) onto the elements of a second set (chairs). But if we set out
more dolls than chairs (or more chairs than dolls), after a time the child will
begin to fret: it will realize that the mapping is not working.1

Application of the principle of one-to-one correspondence led early hu-
mankind to the use of objects to record the association of one thing to an-
other. We have already mentioned the fibula of the baboon dated to
approximately 35,000 BCE; it is marked with 29 clearly defined notches, and
it resembles calendar sticks still in use by Bushmen clans in Namibia.2 In a
similar fashion, cave drawings with clear counting marks beneath the de-
picted animals may have represented an account of success at a hunt. In
addition, tally sticks used from the earliest time for counting as well as for
accounting represent one-to-one correspondence, as do other historic devices,
including counting pebbles and using molded, unbaked clay tokens. Other
examples include an early form of an abacus used in Sumer (lower
Mesopotamia).

It is believed that the earliest counting tool was the human body, and
specifically the hand. In fact, the earliest device used for calculation was the
fingers of the hand. (This counting system would seem to have led to the
development of numbering systems with a base of 5 in many locations through-
out the world.) Funerary paintings from an Egyptian tomb at Beni Hassan
dating from the Middle Kingdom (2100–1600 BCE) depict people playing the
game of morra, a game that uses finger-based calculations to determine the
winner. 3

The Egyptians were noted for their early adoption of a written numerical
system. A document carved on the Palermo Stone (circa 2925–2325 BCE) listed
the current census of livestock and a 600-year history of the cycle of flooding
of the Nile.4 The Egyptian civilization was dependent upon the water from
the Nile River that watered the fields when it flooded once per year. However,
if the flooding was too great, the damage to the homes and irrigation systems
would lead to poor crops. The government stored grain to abate any shortfall
of grain production. By measuring the height of the flood, they were able to
calculate the expected size of the crop and project a shortfall.5

The Egyptians of the Middle Kingdom were early users of numbers and
counting to do more than just document their environment; they also used
counting to predict and plan for the future.

Development of Mechanical Counting Devices
The success of the abacus, of finger-based calculation, and of other methods
predominated until the 1600s CE. These counting methods were used prima-
rily in commerce. It was the measurement of time, of the motion of stars, and
of distance that sparked the development of mechanical calculating devices.
Egyptians were among the first to use mechanical devices to measure the
passage of time. They invented the water clock to mark the hours of the night
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(early 14th century BCE). The water clock used the passage of water from a
carefully designed vessel to divide the night into 12 equal hours. This device
had adjustments for the seasons, when the length of night and day varied.
This water clock is one of the earliest known mechanical calculation de-
vices.6 In approximately 150 BCE, Hipparchus developed a device, called an
astrolabe, to calculate the position of the stars.7 Other Greek mechanical arti-
facts from the time indicated the use of gears and wheels to calculate the
positions of the planets and stars.6(p73) In the same period, Roman documents
indicated the development of a geared device to measure distance.6(p121) Such
devices were also developed in China in the 3rd century CE. In 723 CE, I-
Hsing, a Buddhist monk and mathematician, developed a water-driven me-
chanical clock, the first such known.6(p126–127)

The Development of Modern
Mechanical Measuring Devices
Mechanical devices for arithmetic or other mathematical calculations were
not developed until 1622 CE, when William Oughtred invented the rectilinear
logarithmic slide rule. In 1630 CE, his student, Richard Delamain, developed
the circular slide rule.8 These devices used logarithmic theory to approximate
complex mathematical calculations. Slide rules were used until the 1970s,
when electronic calculators replaced them.

German scientist Wilhelm Schickard developed the first truly mechanical
calculating device in 1623, a machine that used sprocket wheels to add num-
bers. Multiplication and division was possible with the use of logarithm tables.9

In 1642, Blaise Pascal developed the first adding and subtracting device; it
was able to carry or borrow digits from column to column
automatically.1(p382),8(p203) Over the next 240 years, the fundamental principles
developed by Oughtred, Schickard, and Pascal formed the basis of calcula-
tion machines.

Although these calculating machines and their increasingly sophisticated
descendants were able to perform the basic arithmetic functions accurately,
they were unable to perform more sophisticated analytical work on large sets
of data. In 1820, a British mathematician, Charles Babbage, began the con-
struction of a machine for calculating mathematical tables. He secured aid
from the Royal Society and the British government to continue his work. He
ran out of funding in 1856 without completing his device.8(p204) However,
many of his concepts have formed the foundation of electronic computers in
use today.10

While the mechanical calculators were effective in the business setting for
accounting purposes, they were less effective for the analysis of large data sets. It
was the 1880 US census that served as the occasion for the development of the
first machine capable of performing analysis of such large data sets.

By 1880, the increase in the population in the United States created signifi-
cant obstacles for the decennial census. In fact, the 1880 census took 8 years to
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complete. Under direction of Dr. John Shaw Billings, from the US Surgeon General’s
office, Herman Hollerith borrowed technology from Joseph-Marie Jacquard, the
developer of the automated loom. Jacquard’s loom was controlled by a series of
cards with holes punched in them corresponding to the weave pattern. Hollerith
developed a system that read holes punched into a card. Each dollar bill–sized
card was able to hold a large amount of data. The card was read in a rapid fashion
by a machine designed by Hollerith. The 1890 census was completed in half the
time required for the 1880 census, with savings of $500 thousand (1890 dol-
lars).11 This innovation was the basis of many electric business and scientific
machines well into the second half of the 20th century.

The military challenges of the First World War led to a greater focus on
automated calculation. To hit the faster targets that existed on the mecha-
nized battlefield, gunnery officers had to make quick adjustments for speed
of the target, weight of the shell, and wind speed and direction. To assist the
gunnery officers, the US Army sought to prepare firing tables. Those tables
allowed the gunnery office to determine angulation and direction for the gun
quickly. However, the time-consuming computations necessary for develop-
ing the tables completely overwhelmed the Ballistic Research Laboratory.
Through a contract with the University of Pennsylvania, more than 100 stu-
dents were working on the project without eliminating the backlog.

In response to the need to speed up this process, the Army funded the
creation of ENIAC (Electronic Numerical Integrator and Computer). The
project was started in 1943 and completed in 1945. When completed, it
weighed 30 tons, contained 18,000 vacuum tubes, and was capable of 360
multiplications per second.11(p115,116),12 The ENIAC, along with the Mark I,
developed by Howard Aiken, were the first modern programmable
computers.9(p1,2)

Although ENIAC was not the only computer of its time—the British com-
puter Colossus, for example, had been designed to crack Nazi codes—it was
the first multipurpose computer. It could be programmed to perform different
functions, and it was also fast. For example, it could add 5,000 numbers or do
14 10-digit multiplications in a second. Although these feats are slow by
modern standards, they were incredible for the 1940s. ENIAC was the brain-
child of Professor John Mauchly, a physics teacher, and graduate student J.
Presper Eckert, both of the University of Pennsylvania. Although the purpose
of the design of ENIAC was assisting the army in performing the calculations
necessary for gunnery charts, it was completed too late to be of use for that
purpose during World War II. ENIAC, in fact, began its first task even before it
was dedicated in 1945: performing millions of calculations associated with
top-secret studies of nuclear chain reactions in connection with the eventual
development of the hydrogen bomb.

Later, Dr. John von Neumann of the Institute for Advanced Study in Princeton
contributed an enhancement to ENIAC. Before he worked with ENIAC, repro-
gramming the computer involved manually rewiring it. Dr. von Neumann
suggested that code selection be made with switches, so that cable connec-
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tions could remain fixed. This innovation saved considerable time in repro-
gramming ENIAC.12

Pre–Computer Era Public Health
Information Management Systems

Pre–computer era public health information management systems have their
roots in antiquity. The first phase of these systems reflected public health
observations according to individual experience. A second phase reflected a
movement beyond observation to analysis of the root causes of public health
disturbances. Finally, a third phase, leading to the rise of modern public
health informatics, featured advanced methods of data collection and analy-
sis in public health practice.

The Age of Observation
Observations based upon individual experience marked the first phase of
public health practice based on data. Observations by the great physicians of
their times in China, Egypt, India, Greece, and Rome provided the foundation
for preventive and curative practice, and the practice of vaccination is known
to have existed as early as the first century BCE in China.14 Of course, the most
famous of the pre–computer era public health practitioners was Hippocrates,
whose teaching reflects the way early health practitioners used observation
to understand the relationship of health to living conditions. The observa-
tions of such practitioners led to the development and implementation of
public health interventions. For example, the importance of sanitation was
discovered early in the rise of civilization. Eventually, the age of observation
in public health gave way to the age of analysis.

The Age of Analysis
The fall of the Roman Empire during the late 400s of the Common Era marked
the end of an exchange of scientific learning between the hemispheres. For the
next 1,000 years, social and political forces led to the isolation of Europe from
many of the cultural and scientific developments in Africa, Asia, and other parts
of the world. Much of the writings and the knowledge acquired during the Obser-
vation Era was lost. However, the Arab cultures of the Mediterranean preserved it
to some extent and reintroduced it to the peoples of Europe during trade and the
Moorish occupation. The European rediscovery of the Americas and the subse-
quent colonization resulted in a Eurocentric New World scientific community.
The scientific and health systems that developed in the colonial and 19th cen-
tury United States was dependent on the state of the art in Europe.

Certain events occurring during the Age of Analysis had profound implica-
tions for public health practice. These events included:
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• The breakout of bubonic plague in Messina, Sicily, in October 1347, with
the subsequent spread of the deadly disease to other parts of Europe,
resulting in social upheaval.

• The great explosion in knowledge and learning accompanying the
Renaissance in Europe. An important resulting enhancement to the
evolution of public health practice was the adoption of the scientific
method, a systematic approach that laid the foundation for collection and
analysis of health-related data.

• General recognition of the importance of a healthy population to the
national wealth and power. The philosopher William Perry, who invented
the term political arithmetic, argued that the analysis of data could throw
light on matters of national interest and policy, and he suggested that the
control of communicable disease and the reduction of infant mortality
would contribute the most to preventing impairment of the population. He
was one of the first to calculate the economic loss caused by disease.14

• The establishment of basic principles for analysis of data and determination
of data reliability by John Graunt, who in 1662 analyzed over 30 years of
vital statistics and social data. Graunt’s work demonstrated a method of
developing useful information through the careful and logical
interpretation of imperfect data.

• The work of Huygens in developing a precursor to mortality tables, work that
was based on the findings of Graunt and his own earlier work on probability.

• Edmond Haley’s merging of these concepts and his development of the
first mortality tables to predict life expectancy in 1693. Haley’s merger of
data collection and probabilistic analysis established modern principles
for the management and analysis of public health data.

• The contributions of scientists such as Laplace and Bernoulli in the
application of mathematical principles to public health issues, work that
set the stage for the major advances in data and information management
that led to the development of the modern epidemiological approach.

The Roots of Modern Public Health Informatics

During the 19th century and the first half of the 20th century, developments
in both England and the United States created the necessity for advanced
methods of data collection and analysis in public health practice.

The Cholera Outbreaks in England
In England, the 19th century cholera epidemics led to major changes in the
practice of public health. The cholera epidemics of 1831 and 1832 high-
lighted the role that neglected sanitation among the poor had in imperiling
the health of all. The New Poor Law was passed, and the Poor Law Commis-
sion was formed in 1834 in response. Dr. Edwin Chadwick was appointed the
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secretary of the commission and became one of the leading forces in the
sanitation movement. He proposed the formation of the Bureau of Medical
Statistics in the Poor Law Office. Under his leadership, Dr. William Farr began
to use data that became available under the 1836 Births and Deaths Act.
Chadwick proposed that this act would lead to registration of the causes of
disease with a view to devising remedies or means of prevention.15 A vast
amount of data was collected under these two acts. Analysis of these data by
Farr led to the understanding of the role of sanitation and health. Farr’s analy-
sis represented one of the earliest examples of the presentation of a plausible
epidemiological theory to fit known facts and collected data.

In 1859, Florence Nightingale, working with William Farr, confirmed the
connection between sanitation and mortality by studying the horrendous
death rate in the British Army in the Crimea. Not only did these public health
workers compare death rates in the army for non-combat-related illness to a
reference population, but they also published one of the first uses of graphics
to present public health data. At this time, Adolphe Quetelet consolidated
current statistical developments and applied them to the analysis of commu-
nity health data compiled by observation and enumeration. He noted that
variation was a characteristic of biological and social phenomenon and that
such variation occurred around a mean of a number of observations. Further,
he demonstrated that the distribution of observations around a mean corre-
sponded to the distribution of probabilities on a probability curve. This work
helped form the foundation of biostatistics as applied to the health of the
public.

In 1854, cholera again struck London. Dr. John Snow conducted an inves-
tigation of this outbreak in the Soho section of London. He carefully mapped
the location of each of the victims. The mapping revealed a pattern centered
on the Broad Street pump. He then proceeded to convince local authorities to
remove the handle from the pump, thereby stopping the outbreak. He contin-
ued the analysis of the outbreak and was able to associate the location of the
water intake that supplied the Broad Street pump with other water companies
and sewage outflows in the Thames River. His work led to future regulation of
water supply intakes. The methodology that he used has become the founda-
tion of all modern epidemiological investigations of a disease outbreak. He
also was one of the first to use a rudimentary manual graphical information
system (GIS)—a map and a pencil.16,17

The application of scientific learning began to have a positive impact on
the health of the English population. In 1866, it was noted that cities without
a system for monitoring and combating cholera fared far worse in the epi-
demic of that year.18

Public Health Data Collection in the United States
In the United States, independence led to the development of strong state and
local governments. These organizations began to incorporate current scien-
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tific knowledge into protecting the health of their populations. The first local
health department was formed in 1798 in Baltimore, Maryland.19

In the early 1800s, local health departments collected health data only spo-
radically. In Illinois, for example, sporadic data were collected in the City of
Chicago starting in 1833, with the formation of the Chicago Department of Health.

Data collection problems in the seventh decennial census in 1850, how-
ever, resulted in more comprehensive public health data collection and analysis
in the United States. The seventh census included gross death and birth rates
that many considered inaccurate because of defects in the collection of this
data. Changes in the methods of data collection were implemented for the
eighth decennial census in 1860, and more reliable data were collected.20

One of the most profoundly influential 19th century data collection devel-
opments in the states was the publication in 1850 of Lemuel Shattuck’s Re-
port of the Sanitary Commission of Massachusetts. This report provided the
basic blueprint for the development of a public health system in the United
States. It outlined many elements of the modern public health infrastructure,
including a recommendation for establishing state and local health boards.

By 1900, many state and local health departments had formed in the United
States. An important role of these departments was the collection and analysis
of reports of communicable diseases and vital statistics. In the early 1900s,
the vital record system was still struggling. The Census Bureau worked with
many states to encourage recording and reporting birth and death data. Dur-
ing the Depression and the Second World War, the importance of enumerating
and documenting births became evident as more people needed to prove
citizenship for eligibility for relief and other programs. In fact, during World
War II, laws prohibited the employment of noncitizens in essential defense
projects; for many job seekers, proof of citizenship through birth or natural-
ization was essential.

In 1933, Texas became the last state to begin reporting vital statistics to
the federal government. Even so, in 1940, it was estimated that as many as 55
million native-born persons did not have birth records.21 In response, the US
Bureau of the Budget recommended moving the vital statistics office to the
Public Health Service. In the 1960s, the vital statistics function became a part
of the new National Center for Health Statistics, and the current cooperative
system with states was in place.22,23

In the first part of the 20th Century, the system for collecting birth and death
records was being established and standardized. However, data about nonfatal
illness were difficult to obtain and were therefore sparsely available. The year
1933 marked the first attempt at a survey-based assessment of the health status of
the US population. The survey was conducted through use of Work Projects
Administration funds. The survey incorporated data from 750,000 households in
84 cities and several rural areas. It was conducted with the time’s accepted meth-
odology, which did not include probability sampling or standardized question-
naires. These data became the reference for policy development until the National
Health Interview Survey (NHIS) reported its first results in 1957.22 The design of
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the NHIS was one of the early tasks of the National Committee on Vital and
Health Statistics (NCVHS) in 1953.23

The scientific discoveries of the 19th century laid the basis for making sub-
stantial progress in the control of infectious disease. The nature of public health
challenges changed as the importance of data in policy and program decision
making became better understood by organized public health agencies and re-
searchers. Advances in immunizations, sanitation, and nutrition led to substan-
tial improvements in the health of the public. By the middle of the 20th century,
the leading causes of death became heart disease, cancer, and stroke. The increas-
ing importance of these chronic illnesses in public health practice mandated a
disease model capable of handling numerous factors, with longer intervals be-
tween cause and effect. The fact that interventions had become more complex
and long term required the development of new approaches involving data col-
lected about individuals over time and space. In turn, the need to analyze data in
different locations and times led to the concept of data linkage.24 Initially, at-
tempts were made to develop a paper-based cross-index. The complexity of such
a task became daunting and led to frustration and failure.

Better surveillance systems and enhancements to national and local vital
statistics systems increased the data that were available to public health agen-
cies, enabling programmatic decisions for the prevention and treatment of dis-
ease to be data and information driven. The increasing volumes of data and the
increasing need to analyze that data created conditions that were ripe for techno-
logical advancement. In fact, many tasks, including record linkage on a large
scale, were impossible, given the state of technology in the mid-20th century.
The newly emerging automated information systems and the need for public
health entities to manage large volumes of data and information were a perfectly
timed match. The experience of the public health system of Illinois in collecting
and analyzing public health data, the subject of the next section, is typical of the
development process for public health information systems in the states.

The Automation of Public Health
Practices: The Illinois Experience

Measurement of the population is one of the most basic of health statistics. As we
have already seen, the need to measure populations has driven important innova-
tions in data collection and analysis. In fact, it was the desire to speed up the US
census process in the 1880s that led to the invention of the card reader. This
technology had rapid adaptation in the business world. In the following years,
statistical sampling techniques were developed to allow the provision of popula-
tion estimates in the years between census counts. As the population of the United
States continued to grow, the task of the Census Bureau in processing the data by
using existing methods was daunting. In response, the Census Bureau began the
first nonmilitary use of a computer in April 1951, when the first computerized
system began tabulating data from the 1950 Census.
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Many state public health agencies now have responsibilities for collect-
ing data on vital events. Early on, the collection and reporting of vital events
was the province of local administrators, such as county clerks. In the State of
Illinois, the Illinois Department of Public Health (IDPH) assumed statewide
responsibility for this activity in 1916. The IDPH had responsibility for col-
lecting, tabulating, and printing summary tables on live births, stillbirths,
and deaths. This responsibility was amended in 1951 to include marriages,
divorces, and annulments. Initially, records were collected on written docu-
ments and tabulated by hand. In 1938, IDPH acquired IBM tabulation equip-
ment and used it for vital statistics and other health data. It was the first
automated system for data installed in state government in Illinois.25 Eleven
years after the national Census Bureau used the first computer in the US
civilian practice in 1951, IDPH became one of the first state public health
departments to adopt computer technology. In 1962, IDPH converted all ex-
isting applications from tabulation equipment to an IBM 1401 computer.
Within two years of installation, the system was being used to manage data
from the divisions of sanitary engineering, administration, laboratories,
communicable disease control, dental health, and maternal and child
health.26

The use of the new computer grew, and IDPH purchased a second computer, an
IBM 360. By 1967, over 100 separate files and 500 programs had been written for
the processing, storing, and retrieval of data. IDPH then created the Division of
Data Processing, which ultimately had two operating units: the computer science
section for the development of new systems and the maintenance of established
systems, and the operations section for providing routine or ad hoc reports. A
major project of the Division of Data Processing was to develop a Total Health
Information System (THIS) that was designed to integrate demographics, public
and private health resources, health status, and need data. It was envisioned that
this system would enable large volumes of data to be analyzed in order to provide
program administrators with support for planning, decision-making, investiga-
tive, and regulative functions. The first systems included in THIS were (a) long-
term care licensing, (b) hospital licensing, (c) venereal disease control, (d)
radiological health, (e) food and drugs, (f) clinical laboratories, and (g) the tuber-
culosis registry. Subsequent data management systems, including a computer-
ized general ledger system, were completed in 1977. The new systems moved
away from the concept of a single integrated system to separate stand-alone
systems.26(p175–176)

In 1977, the department installed three dumb terminals in the Division of
Vital Records with the adoption of the Entrex system. The Entrex system
created a tape that was used to update records on the mainframe. The capacity
to load records locally represented the IDPH’s first excursion into distributed
systems. Prior to that, paper records were taken to the Division of Data Pro-
cessing for data entry. Reports and tabulations would then be returned to the
user on paper. In 1984, direct access to the mainframe systems was added to
the terminals in the Division of Vital Records.
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In the early 1980s, all mainframe computer systems were centralized in the
Illinois Central Management Services Agency system. IDPH staff continued
to develop, implement, and operate public health systems on the centralized
computers. A Wang minicomputer–based word-processing system was installed
to form the basis of the first network in the agency. This system was modified
in 1987 to establish an electronic mail system throughout the agency. An
Ethernet-based local area network was soon established, and the Wang sys-
tem was retired in 1992.

In 1985, Illinois suffered the largest milk-borne outbreak of salmonellosis
in the nation’s history. After the outbreak was brought under control, the
interagency critique identified communication capability with local health
departments as a major weakness of the response. The state legislature appro-
priated money to establish a microcomputer-based information system. This
system was named the Public Health Information Network (PHIN). Each local
health department had a PHIN computer placed in its offices. The PHIN com-
puter was used by each local health department to dial into the state network
on a regular basis. This modem-based system formed the backbone of commu-
nications between the IDPH and local health departments until 1999. In that
year, the desktop computers were replaced to assure year 2000 compliance.
Additionally, funds from the federal Centers for Disease Control and Preven-
tion bioterrorism preparedness program became available to implement the
Health Alert Network. This network used wide area network technology to
incorporate each of the 94 local health departments into the IDPH network.

Cornerstone: Development of an Integrated Maternal
and Child Health Case Management System
In the late 1980s, IDPH operated a number of categorical information systems
related to maternal and child health. An earlier system added an immuniza-
tion module to the US Department of Agriculture’s Women, Infants, and Chil-
dren (WIC) case management system.27 The department had also developed a
stand-alone case management system to assist in the delivery of services to
pregnant women and children, the Case Management Information System.
Recognizing that many Maternal and Child Health (MCH) functions used the
same data, IDPH authorities made a decision to develop a comprehensive
system, called Cornerstone.

Cornerstone was designed around a core functionality termed CASE (Coordi-
nated Activities, Services, and Encounters). The CASE functionality passed data
between the various modules. The WIC module managed the allocation of food
supplementation. It managed the determination of need and the selection of
appropriate food baskets, printed the WIC coupons, and managed their redemp-
tion and payment. Some of this function was achieved by integrating legacy
systems into Cornerstone. The well-child module managed data collected during
well-child visits to healthcare providers; these data included clinical data, bio-
metrics (height, weight, etc.), health history, and physical examination results.
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Additional modules were immunization and MCH case management. When fully
implemented in the early 1990s, Cornerstone was functional in almost 300 sites,
including local health departments, community health centers, rural health cen-
ters, and other community-based organizations.

Cornerstone represented the prototype for an integrated public health sys-
tem designed with a strong set of underlying principles:

• The first principle was that data would be entered only once, at the point of
service. Each case manager and service provider would have a personal
computer at his or her workstation. Clinical information such as the results
of a lead test would be entered in the well-child module. The results of the
lead or hemoglobin test would also be incorporated into the WIC module.
In the WIC module, decisions about the types of foods that are part of the
benefit would be modified according to those clinical measurements.

• The second principle was that design and implementation would be focused
on the point of service. For this reason, Cornerstone’s developers
interviewed frontline staff before developing system parameters and
functionality. The developers also involved focus groups of frontline staff
in field-testing to make sure the system met frontline staff needs. This
approach assured that the functionality the case managers needed was
available through Cornerstone, while at the same time the system
documented their activities. In addition, management systems were
designed to operate exclusively from frontline data, avoiding additional
data entry requirements. The system also provided scheduling for case
managers and referral sources, eliminating the requirement for most logs.

• The third principle was interoperability between the modules and the
flexibility to add new modules. The sharing of data was a key operational
feature of Cornerstone. In addition, the design was such that additional
case management systems with their own sets of rules could be added on
with greatly reduced costs and time. For example, a breast and cervical
cancer screening and case management system was developed and operated
through the CASE functionality with minimal development time and costs.

• The fourth principle was the utilization of decision support. This rule-
based expert system assisted case managers in making appropriate
assessments and decisions. For instance, a low hemoglobin test result in
the well-child module would result in the WIC module’s prompting the
case manager to augment the standard food package.

• Finally, the system was designed in a modular fashion focused on the point
of service. Each clinic would have its own local data set. Access was
restricted at the element level and based upon centrally established rules.
When consent was obtained, records could be transferred from one
Cornerstone site to another. A master patient index was created at the state
level to allow records to be located. An individual case manager designates
each set of data as being sharable or not, depending upon the client’s
desires. Access to many data elements is restricted to the case manager. In
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this way, Cornerstone maintains privacy and confidentiality at the data
element level.

Table 2.2 summarizes the core principles underlying Cornerstone and how
each principle was implemented.The result of these system design principles
was an integrated MCH case management system that allows the case managers
to function in a paperless environment. Management had access to a rich data set
to monitor outcomes and performance of the system and individual staff. Al-
though the system now needs reengineering to take advantage of current tech-
nology, many of the design principles stand as the basis for public health
information systems of the future.

The Three Waves of Federal-State System Development

At the beginning of this chapter, we pointed out that many of today’s public
health information systems are products of a partnership between state and
federal public health officials. The evolution of this partnership occurred in
three waves, representing, respectively, independent systems development,
with federal systems imposed on the states; federal funding of state-level

TABLE 2.2. The core principles underlying Cornerstone

Principle Implementation

Data entered only at the point of service Each case manager/provider provided with
a personal computer and access to the WIC
module

Focus of Cornerstone is the point of ser-
vice

Management systems designed to operate
exclusively from frontline data

Interoperability between the modules and
the flexibility to add new modules

System provided for sharing of data among
modules.  New case management systems
could be added with greatly reduced costs
and time.

Utilization of decision support Rule-based expert system assisted case man-
agers in making appropriate assessments and
decisions.

System designed in modular fashion and
focused on the point of service

Each clinic provided with its own local data
set, with access restricted at the element level
and based on established rules. A state-level
master patient index allowed records to be
located.
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systems; and integration of the benefits of state-level system development
with the tools of software reuse.

The First Wave: Independent Systems Development
In the early days of system development, states and the federal government
developed information systems independently. Standards developed through
the cooperative system in vital statistics assured that data that were delivered
to the National Center for Health Statistics (NCHS) were comparable from one
state to another. The NCHS developed the cooperative system in vital statis-
tics in cooperation with state registrars. Any changes made to this system
occurred according to a process of agreement among the many partners.

Similarly, the CDC and the Council of State and Territorial Epidemiolo-
gists collaboratively developed standards for reports of communicable dis-
eases. States actively developed stand-alone systems to manage their own
programs. Federal systems were also developed and made available to states.
Some federal systems used standardized data definitions, whereas others did
not. However, as is common in public health, because resources for system
development were hard to come by, states considered these federal systems as
major enhancements to their own capacity to meet their missions.

Early state systems included newborn metabolic disease screening. Screen-
ing newborns for phenylketonuria began in 1969; severe mental retardation
can be avoided if a child is diagnosed soon after birth and placed on a diet
low in phenylalanine.

Laboratories were the earliest users of computers to keep track of newborn
screening test results. The challenge was to assure that every positive labora-
tory test was followed up and the baby was put on the low phenylalanine diet.
The earliest newborn screening systems were developed in California, Illi-
nois, Oregon and Texas.28–30 By 1984, 19 states had such systems in place.31

These systems were developed in each state separately.
In the same time frame, the CDC and other federal agencies were develop-

ing information systems for use in states. One example is the system devel-
oped by the CDC to automate the data collection for the AIDS/HIV registry. It
was designed in 1987 to take completed surveillance forms and read them
with an optical scanner. The optical scanner converted pencil marks on a
specially designed document into an electronic database. On a monthly ba-
sis, state data were transferred to the CDC for national surveillance programs.
The system worked very well for the purpose for which it was designed. How-
ever, state health agencies needed to modify their operational systems to use
it. Clerical staff had to review each form by hand for completeness before the
forms were inserted into the scanner. If the data were incomplete, the form
could not be scanned. State health department staff had to contact the local
health department to complete the form. Organizationally, the state health
department staff would be able to work more efficiently if the system could be
modified to read the form and kick out the records with incomplete data.
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Because CDC designed the turnkey system, modifications could not be made
at the state level. The system was designed to meet the needs of the program
at CDC, not the needs of those who would be collecting the data. Despite the
frustrations felt by state health agency staff, this arrangement had a clear
ability to be cost effective. Because the CDC developed the program and then
provided it to the states, the development costs were paid only once.

The Second Wave: Federal Funding
of State-Level Systems
Over time, state agencies became concerned about the number of systems exist-
ing in each program, and they became concerned that the number of systems was
increasing. At the same time, the systems were unable to communicate with each
other. What had initially been a blessing became a curse as state and local health
agency staff had to enter the same data into multiple systems.

During this time frame, data standards had been under development for
health care. For example, the College of American Pathologists developed a
standard nomenclature for pathology in 1965.32 Similarly, the NCVHS pro-
posed standards for a Uniform Hospital Discharge Data Set in 1979.33 Systems
that were independently developed by CDC centers, institutes, or offices
each used the data definition that seemed to be the best for their own pur-
poses. Those definitions were frequently different from those developed by
other units of the CDC, by the Health Resources and Services Administration
(HRSA), by the Health Care Financing Administration, or by other federal
agencies. States also developed their own definitions and scoring systems.
Consequently, most of the systems were unable to share data. As an example,
in the HIV/AIDS program at the Illinois Department of Public Health, there
were eight different information systems that transferred and monitored labo-
ratory data, operated the AIDS registry and the HIV registry, provided AIDS
service delivery under the Ryan White program and state-funded programs,
delivered data to the CDC, and operated the AIDS Drug Assistance Program.

Because each system was independent, data had to be entered separately into
each system, and individual data elements had to be entered multiple times.

In the early 1990s, state and local health departments, the Association of
State and Territorial Health Officials (ASTHO), and the National Association
of County and City Health Officials (NACCHO) opened a discussion of their
system problems with Phil Lee, the Assistant Secretary for Health, US Depart-
ment of Health and Human Services. Dr. Lee was noted to comment, “I knew
that data was a four letter word. I just never knew it was spelled T-U-R-F.”
State and local health departments were looking for the ability to build more
integrated information systems along the lines of the Illinois Cornerstone
and the Georgia Information Network for Public Health Officials and Host
systems.34 In response, CDC and HRSA began allowing state and local health
departments to use categorical funding to implement information systems
integrated across programs. In addition, funding became available for the
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development of information systems at the state and local level. The immuni-
zation registry program is an example. Using a combination of state and
federal funding, many states created state-based information systems. In Illi-
nois, the system has been designed to use multiple information technologies,
including telephone, fax, modem, and electronic data interchange (EDI). The
new Tracking Our Toddlers’ Shots (TOTS) system was designed to exchange
information with the legacy Cornerstone system. This tracking system allows
the integration of immunization information for both public-funded and pri-
vate patients. The TOTS system was designed to accommodate EDI with pro-
viders and other states. With leadership by the CDC, the Health Level 7 (HL7)
Committee’s standard for immunizations was extended to include public
health–relevant information. The success of such efforts to integrate systems
is illustrated by the following example: In July of 1999, an immunization
record was developed in Arizona, transmitted to Illinois, and then transmitted
on to Georgia by use of EDI.

With federal agencies funding state information system development, state
information systems could be developed with a focus on state and local op-
erations. The automated processes could reflect the nature of the public health
environment in each state. The adoption of standards for health information
developed by national standards development organizations will allow data
to be exchanged between states. This is a crucial issue because of the highly
mobile nature of the population. This wave of state–federal development had
the clear advantage of assuring that information systems could be developed
to fit the needs of each individual state. The disadvantages were that the cost
of development had to be paid 50 times—each time one of the states devel-
oped a specific system. In addition, there was no assurance that each state
would build the system to be consistent with national standards.

The Third Wave: Integration of the Benefits
of State-Level System Development with
the Tools of Software Reuse
The third wave of system development integrates the benefits of state-level
system development with the tools of software reuse. Software reuse is pos-
sible, given the current state of system development. Current system devel-
opment uses such tools as object-oriented software development and the
Web-enabled environment. Further, an axiom of third-wave system develop-
ment is that each system that is developed must be standards based.

In the third-wave approach, federal funds are granted to a limited number of
states to develop prototype systems. Those systems are designed in a modular
fashion to facilitate easy modification for use in other states. After the prototype
systems are completed and validated, the federal government makes funding
available only for the costs of modifying the prototype system to meet the unique
needs of each state. An example of this principle is the adaptation by Illinois of a
laboratory information system developed in North Carolina in 2000.
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The third wave of state–federal system development is also dependent
upon the development of standards for public health data. The CDC has been
playing a leading role in this process with the formation of the Health Infor-
mation and Surveillance Systems Board (HISSB) in 1993. In 1995, HISSB
released a landmark report, “Integrating Public Health Information and Sur-
veillance Systems.”35 Working with other federal agencies—ASTHO,
NACCHO, and the National Association of Local Boards of Health—the CDC
has developed a conceptual model for public health data.36 The collaborating
organizations have also developed the Common Information for Public Health
Electronics Reporting (CIPHER)37 standard that is based upon the record struc-
ture of the National Electronic Telecommunications System for Surveillance.38

These documents will be an integral part of the proposed National Electronic
Disease Surveillance System.39 With these standards and those developed by
other SDOs like HL7, a new era in state–federal information systems develop-
ment can begin.

Conclusion

Public health information management has been an important aspect of protect-
ing the health of the public since prehistoric times. Public health practice has
used currently available science in mathematics, chemistry, and biology to carry
out its mission. In the last 200 years, public health has made dramatic advances.
Building on discoveries in other fields, public health has constructed a unique
science base with the development of biostatistics and epidemiology. This sci-
ence base facilitates the analysis of large sets of data to describe and understand
health problems. Through analysis, data are converted into information to drive
effective interventions. The advent of the computer and the development of
automated information systems have increased the effectiveness of public health
analysis. Using these approaches, public health interventions have accounted for
the bulk of the spectacular increases in life expectancy experienced in the United
States in the 20th century.

Questions for Review

1. What factors account for the fact that early public health information
systems developed as stand-alone products?

2. What distinguished the Age of Observation from the Age of Analysis?
3. What characteristic distinguished the computer ENIAC from all the other

computers developed during World War II?
4. In what sense did the cholera epidemics in 19th-century England serve as

a watershed in public health practice and public health information
systems?

5. To what extent can it be said that the needs of the US Bureau of the Census



36 Part I. The Context for Public Health Informatics

laid the foundation for the development of modern state public health
information systems?

6. Can any of the principles underlying the development of the Cornerstone
system by the Illinois Department of Public Health be eliminated without
causing harm to the remaining principles? If so, what is the sacrifice?

7. To what extent is the third wave of state-level public health system
development a continuation of the second wave? In what respect does
federal funding for the third wave differ from the federal funding for the
second wave?

References
1. Smith DE. History of Mathematics. Vol. I. New York: Dover Publications;1951:

6–7.
2. Bogashi J, Naidoo K, Webb J. The oldest mathematical artifact. Mathematical

Gazette 7:294.
3. Ifrah G. The Universal History of Numbers: From Prehistory to the Invention of

the Computer. New York: John Wiley & Sons; 2000:51–52.
4. Britannica.com. Palermo Stone. Available at: http://www.britannica.com/seo/p/

palermo-stone/. Accessed March 13, 2002.
5. Garndiner A. Egypt of the Pharaohs. Oxford: Oxford University Press; 1961:62.
6. James P, Thorpe N. Ancient Inventions. New York: Ballantine Books; 1994.
7. “Hipparchus.” Microsoft® Encarta® 98 Encyclopedia [CD-ROM]. Redmond, WA:

Microsoft Corporation.
8. Smith DE. History of Mathematics. Vol. II. New York: Dover Publications; 1951:

205.
9. IEEE-IFIP TC3 and TC9 Joint Task Group. History in the computing curriculum.

IEEE Annals of the History of Computing. 1999;21(Appendix A1):2.
10. Bromley AG. Charles Babbage’s analytical engine, 1838. IEEE Annals of the His-

tory of Computing. 1998;20(4):29–45.
11. Burke J. Connections. Boston: Little, Brown and Co.; 1995.
12. Polachek H. Before the ENIAC. IEEE Annals of the History of Computing.

1997;19(2):25–30.
13. Brown S. A Dissertation on Small-Pox, Varioloid, and Vaccination. American

Medical Reporter 1829;45:45–88.
14. Rosen G. A History of Public Health. Baltimore, MD: Johns Hopkins University

Press; 1993:184–192.
15. Chadwick E. Report…from the Poor Law Commissioners on an Enquiry into the

Sanitary Condition of the Labouring Population of Great Britain. London: Clowes;
1842.

16. Ginsberg R. John Snow is remembered with a pump–At the scene. Nations Health.
1992;22:31.

17. The Committee for the Future of Public Health. The Future of Public Health.
Washington, DC: National Academy Press; 1988:62.

18. Turnock BJ. Public Health: What It Is and How It Works. Gaithersburg, MD:
Aspen Publishers; 1997:5.

19. Rawlings ID, Evans WE, Koehler G, Richardson BK. The Rise and Fall of Disease
in Illinois. Springfield, IL: Illinois Department of Public Health; 1927.



2. History and Significance of Information Systems and Public Health 37

20. Hetzel A. US Vital Statistics System: Major Activities and Developments 1950–95,
National Center for Health Statistics, Centers for Disease Control and Prevention,
US Department of Health and Human Services; 1997:PHS 97-1993.

21. Rice DP. Health statistics: Past, present, and future. In: Perrin EB, Kalsbeek WD,
Scanlon TM, eds. Toward a Health Statistics System for the 21st Century: Sum-
mary of a Workshop. Washington, DC: National Academy Press, 2001.

22. Melnick D. Building Robust Statistical Systems for Health. Report to the National
Committee on Vital and Health Statistics; November 11, 1999. In press.

23. National Committee on Vital and Health Statistics. 45th Anniversary Report of the
National Committee on Vital and Health Statistics. 1995.

24. Smith ME, Record linkage: Present status and methodology. J Clin Comput 1984;13:
52–71.

25. Richardson BK. A History of the Illinois Department of Public Health 1927–1962.
Springfield, IL: Illinois Department of Public Health; 1963:39.

26. Wittenborn EL. A History of the Illinois Department of Public Health 1962–1977,
Springfield, IL: Illinois Department of Public Health; 1978.

27. History of WIC. US Department of Agriculture Food and Nutrition Services Web
site. Available at: http://www.fns.usda.gov/wic/MENU/NEW/WICHistory.PDF. Ac-
cessed March 13, 2002.

28. Meaney FJ. Computerized tracking for newborn screening and follow-up: A
review. J Med Systems 1988;12:69–75.

29. Mordaunt VL, Cunningham GC, Kan K. Computer assisted management of a
regionalized newborn screening program. J Med Systems 1988;12:77–88.

30. Therrell BL, Brown LO. Computerized newborn screening in Texas–A multiple
microcomputer approach. J Med Systems 1988;12:115–120.

31. Newborn Screening: An Overview of Newborn Screening Programs in the United
States. Springfield, IL: Illinois Department of Public Health; 1985.

32. National Committee on Vital and Health Statistics. Report to the Secretary of the
U.S. Department of Health and Human Services on Uniform Data Standards for
Patient Medical Record Information. Available at: http://www.ncvhs.hhs.gov/
hipaa000706.pdf. March 13, 2002.

33. Larks M. State systems gather more health care data but lack uniformity. Bus
Health 1986;3:49–50.

34. Chapman KA, Moulton AD. The Georgia Information Network for Public Health
Officials (INPHO): A demonstration of the CDC INPHO concept. J Public Health
Manag Pract 1995;1:39–43.

35. Health Information and Surveillance Systems Board. “Integrating Public Health
Information and Surveillance Systems.” Available at: http://www.cdc.gov/od/hissb/
docs/katz.htm. March 13, 2002.

36. Health Information and Surveillance Systems Board. “Public Health Conceptual
Data Model (PHCDM).” Available at: http://www.cdc.gov/od/hissb/docs/phcdm.htm.
March 13, 2002.

37. Health Information and Surveillance Systems Board. “Common Information for
Public Health Electronic Reporting (CIPHER) Guide (DRAFT).” Available at:
http://www.cdc.gov/od/hissb/docs/cipher.htm. Accessed March 13, 2002.

38. Division of Public Health Science and Informatics, Centers for Disease Control
and Prevention. “National Electronic Telecommunications System for Surveillance.”
Available at: http://www.cdc.gov/epo/dphsi/netss.htm. Accessed March 13,
2002.



38 Part I. The Context for Public Health Informatics

39. Health Information and Surveillance Systems Board. “SupportingPublic Health
Surveillance through the National Electronic Disease Surveillance System
(NEDSS).” Available at: http://www.cdc.gov/od/hissb/docs/NEDSS%20Intro.pdf.
Accessed March 13, 2002.



Better Health Through Informatics:
Managing Information to Deliver
Value
MARION J. BALL

3

39

In the correct formulation of the question lies the key to the answer
        —Nobelist Max Planck

Learning Objectives

After studying this chapter, you should be able to:

• Explain why the effectiveness of health informatics is dependent on human
factors, including the integration of informatics with the business plan and
work processes, the existence of teamwork in the health enterprise, and the
development of core competencies in the use of informatics.

• Define value creation as it relates to the use of information technology in
the health enterprise.

• List and discuss at least three ways in which use of the Internet is reducing
costs while improving the effectiveness of healthcare delivery.

• Explain how health informatics is improving health in the areas of (1) disease
management, (2) telehealth, (3) patient safety, and (4) decision support.

Overview

The effective use of health informatics involves much more than implementa-
tion of hardware and software. It is dependent on human factors, including
the development of competencies by those who would employ health
informatics and the development of teamwork by information technology
(IT) professionals and health professionals. Effective health informatics cre-
ates value. It is an enabler that maximizes its potential when its users work as
a team to integrate health informatics with the business strategy and work
processes. Already we are seeing Internet applications begin to drive down
healthcare costs while improving the delivery and effectiveness of health
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services. This trend will continue in coming years. We are beginning to amass
proof that informatics actually improves health through aiding in disease
management, providing specialist support, improving patient safety, and serv-
ing as decision support for practitioners. Over the next decade, we will see
many more advances in the use of technology in support of the shared mis-
sions of health care and public health to improve the life of each individual.

Introduction

In the preface to the Yearbook of Medical Informatics 1999, Hans E. Peterson
states, “The new challenge is to learn what fundamental values in health care
are supported by information technology and how they can contribute to its
continued development.” The intent of the Yearbook is clear: “To take a
critical look both backwards and forwards. What were the early expectations
and what was the outcome? What is to be expected for the next decade? In
what way and to what extent can health care benefit from the accomplish-
ments of medical and health informatics?” 1

In this chapter, we take up Peterson’s challenge, but from a different van-
tage point. To begin, we enlarge the context to include the full range of
health-related activities, from wellness and population-based programs to
illness and patient-focused care. At the heart of our discussion is a simple
question: Can informatics improve health? In seeking to answer this ques-
tion, we do not look to academia or to theoretical models. Rather, we look to
health practices as they are today and draw evidence from actual informatics
applications, which to date have been more generously supported in tradi-
tional healthcare institutions. At the same time, we note that the changes
brought about by the Internet and by patient empowerment are already begin-
ning to affect the broad set of functions, practices, disciplines, and other
factors that affect how well people live their lives.

Drilling Down

As we proceed, we will drill down to a series of specific questions:

• What is health informatics and what are its components?
• What factors affect organizational success in using health informatics?
• How is the Internet affecting the provision of health services?
• What evidence is there that informatics actually improves health?

What Is Health Informatics and
What Are Its Components?
In Chapter 1, we defined public health informatics as “the systematic application
of information and computer science and technology to public health practice,
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research, and learning.” However, it is important to note that, as an evolving
discipline at the intersection of rapidly changing fields, health informatics in
general lacks a single definition. In some quarters, it is viewed as a management
and engineering discipline, and in others, as a science that may be theoretical,
applied, or both. For our purposes in this chapter, we define health informatics as
the demonstration of how organizations can use IT to bring their strategic goals
from theory into practice. Within this context, IT serves as an enabler.

While success in the 21st century will be predicated upon harnessing and
managing information, it will require a focus on value and the elements con-
tained therein. Value resides in the relationship between cost containment,
customer service and satisfaction, and superior clinical results or outcomes.
Expressed conceptually,

value is a function of (cost, service, outcome).

Achieving this value proposition is no simple task. Supporting and mea-
suring its components require that we receive and generate data, transform
data into useful information, and transform information into knowledge. The
capabilities provided by information technology function as key enablers in
this process, supporting information management and knowledge creation.
Informatics addresses these areas through its four cornerstones, described by
Nancy Lorenzi and Bill Stead.2 These involve the “systematic integration …
from intellectual development of how information assets are organized and
managed, to what work processes should look like and how information sys-
tems should be implemented to support them.”

Specifically, these cornerstones include the following:

• “Producing structures to represent data and knowledge so that complex
relationships may be visualized.”

• “Developing methods for acquisition and presentation of data so that
overload can be avoided.”

• “Managing change among people, process, and information technology
so that the use of information is optimized.”

• “Integrating information from diverse sources to provide more than the
sum of the parts, and integrating information into work processes so that it
can be acted on when it can have the largest effect.”3

As Lorenzi notes, these cornerstones “extend well beyond the skills asso-
ciated with traditional data processing and information systems.” They stress
the need to transform data into information and from accumulated informa-
tion to create knowledge. They also acknowledge that human factors, not
technical considerations, constitute the greatest obstacles to informatics suc-
cess. As Reed Gardner stated in his 1998 Davies Lecture, “The success of a
project is perhaps 80% dependent upon the development of the social and
political interaction skills of the developer and 20% or less on the implemen-
tation of the hardware and software technology!”4

The International Medical Informatics Association Working Group 1 recently
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published competencies for different categories of health informaticians.5

Further, Janise Richards has defined informatics competencies in public health
informatics in her doctoral dissertation at the University of Texas.6 (Ms.
Richards’ definitions form much of the subject matter of Chapter 6 of this
textbook.) Well-defined competencies are increasingly important, as the em-
phasis shifts from the how—the technique and/or technology—to the why—
what can be accomplished with health informatics, and how information can
be managed and used to improve health.

What Factors Affect Organizational
Success in Using Health Informatics?
Optimizing information management requires a focus first on values. Suc-
cessful organizations understand that their strategy, set by their business plan,
is the driver. Informatics is the enabler, and information technology provides
the tools. As Paul Strassman remarks in his book, The Squandered Computer,
“The principle purpose of investing in IT is not overhead cost reduction but
value creation. Cutting costs can contribute to profitability, but in the long
run one does not prosper through shrinkage. The objective of all investments
is to improve overall organizational performance.”7

To improve performance, IT and health professionals need to work as a
team. Both need to understand the problem being addressed; both need to
contribute their expertise toward its solution. Increasingly, trained health
informaticians are playing a critical role in developing, selecting, and imple-
menting applications. This role includes helping health professionals under-
stand what informatics can offer in order to make wise decisions about IT.

Although allocations for IT in healthcare sectors reached record levels at
the close of the 1990s, expenditures do not guarantee solutions. Investment
analysts Volpe Brown Whelan and Co. estimate that health care wastes as
much as $270 million a year on inefficient computer systems.8 We do not
dispute there is waste, but we question whether it is the result of inefficient
computer systems. It is more likely, we believe, that ineffective use of those
computer systems is the cause.

One striking example comes in the aftermath of year 2000 (Y2K). To avert
problems associated with older systems, many institutions installed new ap-
plications without leveraging them to add value to their core business. Re-
cent studies show this to be a common failing in health care and in industry in
general.9 Institutions need to make concerted efforts to target objectives and
processes as they acquire and integrate IT. Those with newly installed and
incompletely leveraged systems should revisit such critical activities and
establish a clear agenda for change.

This need to establish and measure value is manifest in another area, spe-
cifically that area involving work processes. We mentioned the importance of
human factors earlier, and the need for both organizational skills and techni-
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cal know-how. In the broadest sense, human factors extend to include organi-
zational and professional development, both of which imply redesigned work
processes. Such efforts must be ongoing. If staff are to learn new skills, use
new tools, and make optimal use of new technology, “unlearning” old ways is
critical—and even more difficult than learning the new.

New ways of doing work are the end point of the classic three-stage model for
technology adoption: substitution, innovation, and transformation. Medical
imaging provides an excellent example of this model; the old radiology depart-
ments disappeared gradually and are gone forever, and new tools support diag-
noses and interventions previously impossible. Changes in informatics of the
sort we discuss here will proceed in the same fashion. After being used in specific
places for special uses, new technologies will become more widespread, and the
changes they enable will become more commonplace.

How Is the Internet Affecting the
Provision of Health Services?
The Internet can help control costs; more importantly, it can change information
flow in health-related areas. In industries such as banking, the Internet has cut
costs and transformed the way business is carried out. While a teller transaction
costs between $1.25 and $1.50, an Internet transaction costs only $.015. Healthcare
organizations choosing the Internet for simple business processes also stand to
realize major cost reductions, estimated at 10:1 to 100:1, in routine transactions,
both business to business and business to consumer.10

However, as John Naisbitt states, “The new source of power is not money in
the hands of a few, but information in the hands of many.”11 In health care,
where information can literally be a lifesaver, the power of the Internet lies in
its unprecedented capability to make information available when, where, and
how it is needed. Given the number of Americans on the Web, this capability
is staggering. In 1999, almost half of US adults, or 97 million, were on-line,
and three out of four of these had used the Internet to search for health and
medical information.12 Another estimate, by Harris Interactive, a research firm,
puts the number of people visiting Internet health sites at 60 million or more.13

The National Cancer Institute is developing a Cancer Informatics Infra-
structure (CII) that will optimize Web technology and enterprise systems to
translate cancer research into clinical care.14 The CII will create a knowledge
environment that serves multiple stakeholders, including consumers, and sup-
ports the continuum of cancer research: basic, clinical, translational, and
population-based research.15 The initial focus of the CII will be on easing and
speeding the clinical trials process, which reaches across sectors. Another
federally supported site introduced in early 2000, www.clinicaltrials.gov, re-
flects the emphasis on consumer needs for valid health information.16

In the private sector, health plans and integrated delivery networks are
developing e-health offerings, using the Internet to improve consumer ser-
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vices and business-to-business processes. In early 2000, most organizations
were still in the early stages of development but had ambitious plans for the
near future, according to unpublished First Consulting Group surveys.17 Ac-
cording to Figure 3.1, most such organizations had reached Stage 1 of the five
stages in Internet business development/maturity; they published informa-
tion online. Others had advanced to Stage 2 by allowing the community to
interact with their organizations—for example, with member services. Fewer
had deployed online transactions—Stage 3—while none had entered fully
into Stages 4 and 5 by integrating multiple transactions and transforming the
entire process. Most healthcare organizations will shortly be or already are in
the later stages of development and revisiting the work they did in the early
stages to reflect their business transformations.18

As traditional healthcare settings move toward wellness and population-
based health, they are using the Internet to link consumers and various orga-
nizations across health care. Web-enabled applications will soon become the
new standard. They are already proving of value in bridging the gaps between
existing legacy applications to create enterprise-wide patient records and in
linking computing and communications technologies to provide state-of-
the-art call centers. As these applications grow, they will support data reposi-

FIGURE 3.1. Stages of Internet Business Development/Maturity (Source: First Consult-
ing Group and Cisco Systems. Used by permission.)
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tories to serve patients and providers and support activities in epidemiology
and prevention, facilitating the interface between medicine and public health.

Estimates by CyberDialogue in early 2000 put the number of health-re-
lated Web sites at about 17,000, including a growing number of consumer-
oriented sites. In addition to simply seeking information online, consumers
can seek consults and post their medical records on the Web. Such sites offer
new capabilities, but they also pose new problems.19 For example, consumers
can opt to make personal health records available to authorized professionals
during emergencies, but those consumer-controlled records may not always
be up-to-date, or they may not include all relevant health information. Simi-
larly, sites may provide consumer advice, but they may not identify their
sponsors or potential conflicts of interest, and consumers may not be able to
validate a given site’s credentials.20

One of the early organizations to recognize the transformational potential
of the Web—and the need to validate information appearing on it—was the
Geneva-based Health On the Net (HON) Foundation. In 1995, 60 participants
from 11 countries, including representatives from the World Health Organiza-
tion, the European Commission, and the National Library of Medicine, among
others, concluded an international conference by voting unanimously to cre-
ate a permanent body to “promote the effective and reliable use of the new
technologies for telemedicine in healthcare around the world.”21 Six months
later, www.hon.ch became one of the very first URLs to guide both lay users
and medical professionals to reliable sources of healthcare information in
cyberspace. Today, HON offers two widely used medical search tools and the
HON Code of Conduct (HONcode) for the provision of trustworthy Web-based
medical information. The statement that a site adheres to this code appears on
a number of US-based sites.

Through all this innovation, certain factors hold constant. Although the Internet
is changing the terms on which physicians and patients interact, their relation-
ship remains primary. Anecdotal accounts abound of the patient arriving at the
physician’s office with printouts. For these to have a positive influence on care,
however, patients have to understand the complexity and variability of informa-
tion online, and doctors have to adjust to a new role as information mediators. As
patients gain access to health information, they look to their physicians for help
in evaluating and acting upon the information available. A recent report indi-
cates that this is indeed happening. According to Saurage-Thibodeaux Research,
“74 percent of online health site users would be more likely to trust a Web site
recommended by their doctor or pharmacist.”22

An innovation such as recommending a Web site to a patient enhances the
role of the physician, rather than diminishes it. Yet, such a change in role
requires a change in attitudes and in the doctor/patient relationship itself.
The learning curve will be steep for both parties, once again underscoring the
importance of human factors to the development of health informatics.

Patient health records are one tangible expression of these changing roles.
Now available on a limited number of Web sites, essentially for personal
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record keeping, these records represent the next generation of the computer-
based patient record. Institutions will continue to maintain their own records,
which will increasingly be available across the healthcare enterprise as Web
applications provide linkages to legacy systems. Clearly, consumer-owned
records on a banking model represent the best hope for maintaining compre-
hensive information over time.23 The true coordinators of patient care—the
patients—will manage their own records. They will control who accesses
what in their record, while healthcare institutions maintain their own records,
just as financial service organizations do today.

We cannot leave this look at Internet resources, however, without noting
two instances in which they have delivered financial benefits. According to
United Healthcare, Optum Online, that organization’s Web-based nurse line
and call center, yielded savings of $4.50 for every dollar invested in the
project.24 In Seattle, Swedish Medical Center worked with an on-line solution
provider to build a sophisticated Web site that has attracted over $50,000 a
month in referrals.25 We expect more such documented successes as dot.com
hype subsides and health offerings on the Web mature.

What Evidence Is There That Informatics
Actually Improves Health?
We are beginning to amass proof that informatics can deliver value and im-
prove health. Although multiple factors have made hard data difficult to come
by, the primary reason for the lack of hard data is simple. Until recently, most
large-scale implementations targeted administrative aspects of facility-based
care. Clinical applications tended to be much smaller in scale and did not
extend to address evidence-based medicine or population-based health. To-
day, applications do more. The Health Plan Employer Data and Information
Set (HEDIS) measures widely used in managed care, for instance, have the
potential of improving health in two respects: first, by giving plans an incen-
tive to improve services, especially preventive services, and second by giv-
ing consumers and purchasers information to guide their choice of health
plans. More specifically in the public health area, a 1997 Institute of Medi-
cine (IOM) report, “Improving Health in the Community: A Role for Perfor-
mance Measurement,” extends these ideas to community health settings.26

Informatics is essential to either of these strategies having an impact on health.
Today we are beginning to see the impact of informatics on clinical systems,
as they begin to address the need for decision support, for both healthcare
providers and patients, whatever the care context.

Disease Management
Consider disease management programs that capture and manage information to
better support intervention and thereby prevent or minimize the impact of chronic
conditions on the patient and the health system. With chronic disease accounting
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for 80% of all deaths, 90% of all morbidity, and 70% of all medical expenses in
the United States, these attempts can have measurable results.27 For example, one
program for diabetes patients reported that none of its enrollees had been hospi-
talized over a four-year period, and net savings for one year totaled $510,133.28

One program for congestive heart failure patients reduced the 30-day readmis-
sion rate to zero and cut the 90-day readmission rate by 83% through a combina-
tion of telemonitoring and patient education.29

Telehealth
Consider also the provision of specialized services, where telehealth capa-
bilities offer savings. The Veterans Administration (VA) has consolidated its
imaging services in the state of Maryland; radiologists at the VA’s Baltimore
facility read digital transmissions of procedures conducted by technicians at
multiple facilities.30 As of this writing, IC-USA is launching efforts to provide
specialist support for intensive care units (ICUs). Estimates put the number of
intensivists needed to staff all the ICUs in the country all the time at 35,000,
while there are only 5,500 physicians specializing in this area. The concept
of providing specialist support for ICUs was tested in a four-month clinical
trial that covered more than 200 patients. The test found that adding
telemedicine coverage around the clock to normal staffing reduced patient
mortality by 60%, complications by 40%, and costs by 30%.31 IC-USA claims
that a hospital utilizing telemedicine can realize gross savings of $150,000
per year per intensive care bed, and net about half of that amount.

Patient Safety
The landmark study by the IOM reported in To Err Is Human: Building a
Safer Health System highlights issues of value through its focus on patient
safety. In addition to citing horrific cases of and staggering statistics on medi-
cal errors, the IOM reviews the literature documenting the ability of comput-
erized information systems to identify and prevent such errors.32 According to
David Bates et al., from 53% to 89% of adverse drug events were identifiable,
and a small but significant number of them were judged “preventable by
using such techniques as guided-dose, drug-laboratory, and drug-patient char-
acteristic software algorithms.”33

The IOM cites other work by Bates, estimating cost savings attributable to
the prevention of adverse drugs events at more than $4,000 per event, total-
ing over $500,000 at one teaching hospital. Even more significantly, this
study of automated physician order entry showed “an overall savings from all
decision support interventions related to order entry of between $5 to 10
million per year.”34 The IOM concludes, “A computerized system costing $1
to 2 million could pay for itself in three to five years, while preventing injury
to hundreds of patients per year.”35 Still another study by Bates showed that
decision support systems reduced the number of adverse events by 55%.36



48 Part I. The Context for Public Health Informatics

In a second report released in 2001, Crossing the Quality Chasm: A New
Health System for the 21st Century, the IOM intensified its focus on the use of
information technology to improve health care, while simultaneously identi-
fying specific strategies for doing so. This second report clearly underscored
the significance of informatics and related issues such as organizational de-
velopment and priority conditions.37

Decision Support
More than 30 years ago, Larry Weed prefaced his book Medical Record, Medi-
cal Education, and Patient Care with the following words:

“The medical record must completely and honestly convey the many variables and
complexities that surround every decision, thereby discouraging unreasonable de-
mands upon the physician for supernatural understanding and superhuman compe-
tence; but at the same time it must faithfully represent events and decisions so that
errors can be detected and proper corrective measures taken when lapses in thor-
oughness, disciplined thought, and reasonable follow-up occur.”38

As father of the problem-oriented medical record, Weed did much to ad-
vance his theories and to improve care, serving as an advocate of the empow-
ered patient decades before the concept began to find its way into the
mainstream. Certainly the structured record is the sine qua non for the com-
puterized record, as are the consistency and maintenance of the database that
he stressed in his work was critical to the care of the individual patient health.

According to Jonathan Teich, clinical decision support (CDS) systems are
“up and running in several different healthcare environments,” from acute
care to ambulatory practice.39 Teich continues:

“Right now, [some] physicians are using CDS systems to enhance their decision
making and to be more efficient in their everyday clinical practices… Furthermore,
CDS systems are not only a tool for physicians; they can also be used by patients
who are active participants in their own care and who will appreciate having a
technological partnership with their physicians.”39(p46)

As CDS systems become more commonplace, they will feed the clinical data
repositories that are key to evidence-based medicine by the individual practitio-
ner, the institution, and ultimately the scientific community. They will also,
through intelligent linkages, make it possible to identify and respond to epidem-
ics and bio-threats. Indeed, such a system exists now, constructed by the US Air
Force by using commercially available technologies: laptop computers in the
field linked by satellite to centralized databases back in the United States.40

Called Desert Care, the system maintains records on individuals, tracks illnesses,
and analyzes illness trends area-wide in the hope of preventing another Agent
Orange or Gulf War Syndrome. This application, as Bill Gates notes,

“provides a good template for civilian applications. With digital records we’ll be able
to study illness in a variety of population groups to help discover long-term correla-
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tions in environment, genetic predisposition, age and gender, without having to
institute special studies.”40(p351)

Initially developed with only $200,000 in four months and incrementally
enhanced, this application serves as a remarkable example of the value health
informatics can deliver.41

Desert Care is far more than a military application. It demonstrates how
information can function to improve care for individuals by permitting an
understanding of the context in which their symptoms occur. By supporting
evidence-based medicine, Desert Care furthers population-based health. Ex-
panded beyond the military setting, it could change our understanding of
disease and of wellness among populations.

Looking Ahead

Can informatics improve health? The answer, we believe, is yes. Information
is key to the science that underlies health, and technology can—and clearly
does—improve the flow of information, making it accessible, usable, and
meaningful. Over the next decade, we expect to see many more advances, as
the worlds of health care and of public health support one another in their
shared mission of improving the life of every individual.

Questions for Review

1. Value is said to be a function of cost, service, and quality. What is the
interrelationship between these variables? How does changing one (e.g.,
cost) affect service or value? To what extent does an increase in investment
in IT result in an increase in the value of healthcare services?

2. Why does effective utilization of information technology in support of a
healthcare concern’s strategic plan inevitably require (a) changes in work
processes, (b) increased teamwork, and (c) emphasis on well-defined
competencies?

3. Aside from the obvious benefits of use of the Internet to improve customer
services and business-to-business processes, what major challenges does
the use of the Internet for such purposes pose to physicians and other
health practitioners?

4. What factors are now causing health concerns to consider information
technology as a route to increasing the value of their services?
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Learning Objectives

After studying this chapter, you should be able to:

• Define a public health agency by (1) function and (2) delegated
governmental authority, and discuss the complexities of applying legal
and regulatory constraints on public health agencies with regard to
information management.

• Discuss the obligations of a public health agency with respect to the
management of information by a contractor under the “applications services
provider” (ASP) business model.

• List the provisions of the Health Insurance Portability and Accountability
Act (HIPAA) with regard to (1) the definition of a “Covered Entity,” (2) the
scope of the health information covered by HIPAA, (3) the requirements
that a Covered Entity must meet in giving consumers control over their
health information, (4) the extent to which a Covered Entity may release
protected health information without the consent of the affected individual,
and (5) the principal steps a Covered Entity must take to ensure the privacy
of personal health information.

• List two major challenges in public health information sharing, and discuss
the provisions that must be present in a prospective information sharing
arrangement between a public health agency and a business partner.

• Differentiate between “passive” and “active” public health information
Web sites, and discuss the risk management principles that such a Web
site’s owner must exercise in offering an interactive health communication
system (IHC).

Overview

An understanding of the governmental and legislative context of public health
informatics is crucial for any public health employee dealing with health



information of individuals, whether as patients, health plan enrollees, or the
subjects of collected data. Whether a public health agency is defined by
function or by delegated governmental authority, the agency itself and its
contractors are subject to state and federal laws defining the privacy rights of
patients. The single most important federal law governing the use of informa-
tion by public health agencies and their contractors is the Health Insurance
Portability and Accountability Act of 1996 (HIPAA),1 which applies to or
must be taken into account by all healthcare organizations in the United
States. The regulations issued by the US Department of Health and Human
Services under HIPAA impose comprehensive restrictions on the use and dis-
closure of individual health information, whether that information appears
on a computer device, exists in paper form, or is contained in an oral commu-
nication. Federal public health agencies must also comply with and take into
account the requirements of the Privacy Act of 1974, which does not apply
directly to private organizations but may be applied to agency contractors,
vendors, or researchers by agency policies or contractual provisions. Most
states have laws controlling the collection and use of information by public
health agencies that are equivalent to the federal Privacy Act, which by the
same principles apply directly to state agencies and indirectly by policy or
contract to private organizations. Many states have also enacted or are con-
sidering health information privacy laws applicable to both public and pri-
vate organizations. While federal Privacy Act requirements are likely to be
harmonized with and integrated into HIPAA’s privacy requirements, state law
privacy protections that are more stringent than HIPAA will continue to ap-
ply. Finally, a public health agency operating a Web site must be aware of
privacy issues related to user data it collects and of risk management prin-
ciples connected to the operation of interactive health communications sys-
tems. Emerging consumer protection principles make it necessary to disclose
information collection activities, while in some cases federal Food and Drug
Administration (FDA) regulations may limit the ways information may be
provided to the public.

Introduction

Understanding the governmental and legislative context of public health
informatics is fundamental to its competent use. After all, even the best-in-
tended informatics projects and systems serving great public good must be
managed and operated in compliance with a wide variety of legal constraints
and within the boundaries of the legal authority granted the agency or agen-
cies in question. One overriding constraint on the nature of public health
informatics is the need to safeguard individual privacy. Public health agen-
cies frequently gather and manage large quantities of very sensitive personal
information. A failure to protect that information properly can lead to a breach
of both the public trust and of individual privacy. In some cases, such a
failure can even lead to criminal charges.
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Public health occupies a special, complex niche in the US healthcare system.
An understanding of this niche is crucial to an understanding of the legislative
and governmental context of public health informatics. This niche is best de-
fined functionally—according to traditional public health purposes and opera-
tions—as well as jurisdictionally—according to the laws, regulations, and other
governmental enactments that establish an agency’s authority.

Legal and Regulatory Constraints on
Public Health Agencies

Public health information collection, use, and disclosure activities are not
generally exempt from the laws and regulations that apply to other kinds of
healthcare organizations that work with personal information. Some laws do
include exceptions for some public health functions, but these exceptions
need to be analyzed carefully to insure an accurate understanding of their
implications and limitations. Such analyses are complicated by the fact that
healthcare information laws and regulations are currently undergoing funda-
mental revision at both the federal and state levels. In this changing environ-
ment, healthcare information systems managers have an obligation to monitor
legal developments constantly and be ready to update policies and proce-
dures to adapt to changing laws and standards of care.

The complexity of the analysis is aggravated by the fact that both federal and
state laws may simultaneously apply to a given agency, to an information system,
to a data set, or to a practicing individual. At the same time, such laws probably
were not drafted in a coordinated fashion, and they need not (and frequently do
not) impose the same standards or obligations. For example, the fact that a given
use of sensitive information is acceptable under federal law does not necessarily
mean that it is also acceptable under applicable state law, and vice versa.

Professional obligations further complicate the picture. A licensed healthcare
provider, such as a physician in a clinic employed by a public health agency in
her professional capacity, is subject to professional obligations of confidential-
ity to her patients quite apart from the obligations imposed by any of the laws
applicable to the agency that runs the clinic. For example, it is possible that
federal law might allow a public health agency to disclose information about a
patient under circumstances in which the licensed healthcare provider is prohib-
ited from doing so by her professional standards of care.

Finally, common law standards for the competent management of informa-
tion systems are beginning to emerge. A very few standards already apply as
a matter of law to some governmental agencies or contractors; nongovern-
mental bodies are formally developing others; and still others are emerging
from litigation or regulatory actions. All of these governmental, legislative,
and regulatory standards affect the implementation and use of informatics in
public health, and a failure to take them into account may put an important
project or a function at unnecessary risk.
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The applicability of any given law or standard typically hinges on both
the legal status and activities performed by an organization. The definition of
a public health agency is therefore crucial to the determination of applicable
law. As we will see in the next section, that definition can differ, depending on
whether the term is defined by function or by delegated governmental author-
ity.

What Is a Public Health Agency?

A public health agency is not necessarily easy to define, as a legal matter. We
may, to paraphrase a famous definition of pornography, “know public health
when we see it,” but the boundaries of public health services are blurry. They
fade into private hospital and clinical care, health insurance, and private
research without any clear border. Agency is perhaps easier to define, but in an
era of outsourcing and privatization of public health functions, this term too
has become slippery.

Nevertheless, accurate definition is important because the laws regulating
the use and disclosure of information frequently depend upon the intended
purposes and functions and whether the user or disclosure is within a private
or a governmental agency. Most of the time, the question whether an organi-
zation is a public health agency will be easily answered, but there will also be
gray areas and hard cases. In these cases, answers will have to be determined
by an analysis of the informatics functions in question and the relation of the
organization to governmental oversight bodies.

Definition by Function: The Prevention
of Disease and Promotion of Health
Public health had its start in conceptual if not formal opposition to private
medicine, and the tension between the two has never been entirely resolved.
As we have seen in Chapter 2, state and local health departments in the United
States were developed and instituted during the latter half of the 19th century
for the primary purpose of controlling outbreaks of epidemics and promoting
public sanitation, and are also to some extent rooted in the “dispensaries”
that provided clinical care to the destitute in many American cities from the
late 18th through the early 20th centuries. These dispensaries relied upon
small charitable budgets, and they utilized free services provided by part-
time physicians and medical students.

However praiseworthy and valuable the efforts of public health entities,
from their beginning they generated a certain degree of opposition in the
private sector. As one author writes,

But just as doctors did not want hospitals or dispensaries to steal patients from them,
so they did not want public health agencies to interfere in their business. While they
favored public health activities that were complementary to private practice, they
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opposed those that were competitive. This opposition became even more strenuous
in the early twentieth century.2

As a result of the opposition, “wherever public health overreached the
boundaries that the [medical] profession saw as defining its sphere, the doc-
tors tried to push it back,” though this attitude was also “consistent with
prevailing beliefs held by public officials.”2(p196)

Historically, this tension led to a difficult distinction between “preventive”
and “curative” functions; in principle, prevention was a legitimate public health
function, whereas curative functions were reserved for private physicians or hos-
pitals. Whether or not this is a viable distinction—it is difficult to see how an
effective public health campaign to prevent the spread of highly contagious
diseases could work in the absence of treatment for at least some disease vic-
tims—it continues to be one of the defining elements of public health.

The preventive function as a defining element in public health can be seen
as well in the Centers for Disease Control and Prevention (CDC), whose stated
mission is “to promote health and quality of life by preventing and control-
ling disease, injury, and disability.” The CDC had its start shortly after World
War II. Its preventive functions have included epidemiological studies, con-
ducting and funding research into disease causation and prevention, the pro-
motion of preventive care, and other prevention-oriented activities. Many, if
not most, state health departments and a number of local health departments
and agencies have conducted and continue to conduct similar programs.

The line between prevention and cure has not been easy to maintain, however, and
over the years programs for child and maternal care, the diagnosis and treatment of
sexually transmitted diseases and substance abuse, and other services intended to
prevent the spread of diseases or promote health have been instituted in a variety of
clinical public health settings. Until the advent of Medicaid in 1965, public health
clinics were frequently the provider of last resort for the indigent, and while the
private sector assumed much of this burden, many public health providers have
continued to serve this function as Medicaid participants.

Public health functions therefore span the spectrum from individual clini-
cal diagnosis and treatment through population-wide epidemiological stud-
ies. The common thread among these functions is that they are in some sense
preventive—even individual clinical care, in the public health setting, is
primarily intended to prevent the spread of disease or the worsening of a
condition, or to promote some healthy behavior. At the same time, the diver-
sity of public health functions means that the legal context of public health
informatics is quite complex, requiring careful analysis to determine which
laws a public health information system must comply with, and how.

Definition by Delegated Governmental Authority
In addition to being defined through its service of providing preventive func-
tions, a public health agency can be characterized as an organization depen-
dent upon public funding and delegated public authority by a governmental
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body. These characteristics are crucial to the definition of a public health
agency. Private organizations such as foundations, teaching hospitals, and
other educational institutions perform many of the same kinds of research,
preventive care, and health promotion functions as public health agencies;
such private organizations, however, typically receive their support from pri-
vate donations or commercial revenues. Most critically, such private organi-
zations do not wield governmental power, and while they are typically subject
to governmental regulatory authority, they are not subject to constitutional
and other government-level constraints. Table 4.1 highlights the primary dif-
ferences between public health agencies and private organizations.

The tightening of governmental budgets in recent years has caused a trend
toward public health agency delegation of functions to private organiza-
tions. All too frequently, legislatures direct a public health agency to under-
take an activity without allocating adequate funding, or cut budgets for
established activities. Through such processes, health departments and other
public health authorities may be given considerable authority—and even
specific public health mandates—without corresponding resources.

The ASP Business Model
The resulting search for resources adequate to public health missions has led
to some substantial reconsideration of what constitutes an appropriate public
health function. In particular, a number of agencies have begun privatizing
various clinical services. The search for adequate resources has also had im-
plications for public health informatics. The “application services providers”
(ASP) business model, in which a company provides outsourced information

TABLE  4.1. Typical contrasts between public health agencies and private health organi-
zations: Definition by delegated governmental authority

Public Health Agency Private Health Organization

Constraints: Subject to governmental
regulatory authority and sometimes
government licensing

Constraints: Constitutional and other
government-level constraints

C. Under contract to (A) or (B)

B. Established by existing govern-
mental body, within scope of statutory
authority

Funding: Government funds Funding: Private donations or commercial
revenues

Authority basis:

A. Established by statute

Authority basis: Nongovernmental
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storage, processing, and/or transmission functions through the Internet or
through a proprietary network, may provide some advantages to such agen-
cies. An ASP can make information functions available at a reasonable rate on
a leased or subscription basis that otherwise could be acquired only by pur-
chases of hardware and applications that are beyond the agency’s acquisition
budget.

ASP contracting, and any other privatization or outsourcing of the man-
agement of information functions by a public health agency, requires that a
public health agency take care to insure that the contractor is bound to strong,
appropriate information disclosure and use restrictions consistent with the
agency’s own obligations in this area. Contractors should be subject to rou-
tine audit for compliance with their contracts. They should also be qualified
as trustworthy before they are delegated any task involving sensitive infor-
mation. Privatization and outsourcing can provide an avenue for the fulfill-
ment of public health obligations in a more cost-effective fashion, but the
public health agency must retain a strong oversight role.

Privacy Laws and Public Health Informatics

Many studies indicate that public concern over the potential invasion of
health information privacy by use of computer technology is high and in-
creasing. This concern is far from unique to public health. Rather, it is a
general reaction to genuine risks arising from use of computer technology in
many sectors. The result is an increasing number of new laws and regulations
concerning privacy. Many of these laws and regulations apply to public health
agencies or to public health functions in general.

Anyone acquiring or managing information technologies in public health
should be acquainted with these laws. Any public health agency that operates a
system that stores, processes, or transmits information about the health status or
claims of individuals needs to have one or more officers charged with knowing
and overseeing compliance with these laws. For example, HIPAA specifically
requires a health organization to designate an individual to serve as a privacy
officer to insure that the law’s information privacy requirements are followed.

Even if a law does not apply directly to a public health agency, the law
may need to be taken into account when a public health agency is working
with other organizations to which the law does apply. For example, HIPAA
may affect a hospital’s ability to provide certain kinds of information to other
participants in some kinds of public health activities, or may otherwise im-
pose restrictions that need to be taken into account in a project.

Public sensitivities should also be taken into account, even if they are not
clearly spelled out in the law. There is always potential for public distrust of
“big government” projects that gather sensitive personal information, espe-
cially when the reasons for the project, the potential benefits, and the precau-
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tions that will be followed are not well understood. Because public health
agencies are dependent upon public funding, it is prudent to make sure that
the public is informed of privacy safeguards that a public health agency will
use. It is also essential that a public health agency be aware of the laws that
might apply to the handling of health information.

Federal Mandates and Restrictions
Federal public health agencies have long been bound by the Privacy Act of
1974, which requires them to protect personal information about individuals.
As noted above, most states have equivalent laws that apply to state public
health agencies and need to be reviewed when a public health employee is
considering activities at the state level.

The Privacy Act and its subsequent amendments are highly generalized. The
Privacy Act essentially requires agencies to make informed judgments about
what information they can disclose without violating individual privacy, though
the courts have held that the Act specifically does apply to individual medical
records. The Act applies to information in all media, including both paper and
electronic, and has been interpreted by the Centers for Medicare & Medicaid
Services (CMS, formerly Health Care Financing Administration) to apply to non-
governmental Medicare contractors. In particular, the CMS Internet Security Policy
prohibits such contractors from transmitting Privacy Act–protected information
over the Internet without using encryption and some reasonable means of au-
thenticating the identity of the parties to the transmission. Some key provisions
of the Privacy Act of 1974 are as follows3:

1. Prohibits an agency or its contractor from disclosing any record that is
contained in a system of records by any means of communication to any
person, or to another agency, without the prior written consent of the
individual to whom the record pertains. Exceptions are provided for
disclosures to certain agency employees, the Bureau of the Census, research
studies, law enforcement officials, and others.

2. Requires an agency to document the date, nature, and purpose of a record
disclosed and the name and address of the person or agency to whom the
disclosure is made, and to keep the documentation for a period of five
years or the life of the record, whichever is longer.

3. Requires that an agency allow any individual to have access to his/her
own record and to request amendment of the record.

4. Specifies that an agency may maintain only such information about an
individual as is relevant and necessary to accomplish the purpose of the
agency.

5. Establishes certain standards for maintaining individual health records.
6. Requires an agency to establish agency rules for carrying out the provisions

of the act.
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7. Provides civil remedies and criminal penalties for knowingly and willfully
violating provisions of the act.

Information Privacy Protection in HIPAA

HIPAA is of more general significance to the use, disclosure, and protection
of health information. Under HIPAA, the US Department of Health and Human
Services (HHS) was granted the authority and duty to craft the necessary
privacy protections by regulation. After years of work, the final privacy regu-
lation was issued and became final on April 14, 2001. Because HIPAA pro-
vides for a two-year period between the date a regulation becomes final and
the date compliance is mandatory, compliance will therefore be legally re-
quired as of April 15, 2003. (Other regulations pertaining to healthcare claims
processing and information security are being issued on different schedules.
These may have important implications for some public health functions but
are beyond the scope of this discussion.)

The provisions of the final privacy regulation apply directly to “Covered
Entities,” a term that applies to health plans, healthcare clearinghouses, and
those healthcare providers who conduct certain financial and administration
transactions—including electronic billing and funds transfers—electronically.
Inasmuch as virtually all healthcare providers do conduct such transactions
electronically already, it should be assumed the privacy regulation applies to
a provider unless it is proven otherwise.

The terms of the regulation are very broad, so that activities of a public
health agency are frequently also covered by HIPAA. As HSS states, “The
provisions of the final rule generally apply equally to private sector and
public sector entities. For example, both private hospitals and government
agency medical units must comply with the full range of requirements, such
as providing notice, access rights, requiring consent before disclosure for
routine uses, establishing contracts with business associates, among others.”
For instance, a public health agency that provides any health care, serves in
any capacity as a health plan or as a plan administrator, or processes health
claims data fits the definition of a Covered Entity. The regulations also apply
indirectly to other kinds of companies and organizations that are otherwise
not directly subject to the regulations. Such entities are called “Business
Associates.”

Comprehensive Coverage of Individual Health Information by HIPAA

Compared with traditional paper documents, information in standardized elec-
tronic formats is very vulnerable to surreptitious copying, transmission, and
modification. Congress recognized this problem in enacting HIPAA and there-
fore authorized and directed HHS to promulgate comprehensive privacy and
security regulations.

However, in establishing the final regulation, HHS went beyond covering
individual health information contained only in electronic formats or even in
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paper documents originally contained in electronic format. The final regula-
tion covers oral communications and paper records in their entirety, regard-
less of whether those records originally appeared in electronic form. HHS
states, “The final regulation extends protection to all types of personal health
information created or held by covered entities, including oral communica-
tions and paper records that have not existed in electronic form.”4 The infor-
mation subject to this regulation is defined as “Protected Health Information,”
and it encompasses not only information that includes identifying elements,
but also information “which is reasonably believed could be used to identify
an individual.” HHS has characterized the effect of this regulation as follows:
“This creates a privacy system that covers all health information held by
hospitals, providers, health plans and health insurers.”

Public health agencies and public health providers, then, must take HIPAA
into account if they are responsible for handling or processing any health
information related to an individual, whether that information appears in
written or in oral form.

Provisions in HIPAA

The final privacy regulation issued by HHS contains privacy provisions cov-
ering four areas. These areas are (1) consumer control over Protected Health
Information, (2) boundaries of Protected Health Information use and disclo-
sure, (3) ensuring the security of Protected Health Information, and (4) ac-
countability for Protected Health Information use and disclosure.

HIPAA’s Requirements for Consumer
Control over Health Information

HHS’s final regulation gives patients significant new rights to understand
and control how their own health information is used. Specifically, the final
regulation:

• Requires healthcare providers and health plans to give patients a clear
written explanation of how those providers and plans can and do use,
keep, and disclose health information.

• Requires healthcare providers and health plans to permit a patient to see
and get copies of the patient’s records and to request amendments to those
records. Moreover, these providers and health plans must make a history of
disclosures of such records accessible to a patient. For example, a public
health agency handling Protected Health Information must generally
provide a requesting patient with the identity of any entity to whom the
agency has released information about the individual, along with the release
date and the nature of the information released.

• Specifies that a Covered Entity must obtain patient consent before sharing
Protected Health Information for treatment, payment, and healthcare
operations purposes. In addition, a Covered Entity must obtain comparable
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consent, called an “authorization,” when the healthcare information is to
be used for nonroutine and most non-healthcare purposes, such as releasing
information to financial institutions determining mortgages and other loans
or selling mailing lists to interested parties such as life insurers. Patients
have the right to request restrictions on the uses and disclosures of their
information.

• Specifies that, except for uses or disclosures for purposes of treatment,
payment, or healthcare “operations” (administrative functions directly
associated with organization management), patient consent to use and
disclosure of Protected Health Information may not be required and must
not be coerced by providers and health plans. Providers and health plans
are entitled to condition a patient’s treatment or payment for care on the
patient’s consent to the disclose and use of health information for treatment,
payment or operations purposes, but may not require or coerce authorization
for any other purposes.

• Provides a patient the procedures to remedy when a Covered Entity violates
the patient’s rights under HIPAA or under the Covered Entity’s own policies
and procedures. Such recourse includes a patient’s right to complain to the
Covered Entity and to report violations to the Secretary of HHS.

Following are some situations in which a Covered Entity would be re-
quired to obtain authorization from an individual prior to release of health
information about that individual:

1. A licensed physician treating a patient requests blood test results
concerning a patient from a health assessor who has arranged to administer
blood tests to community members living near a toxic waste site. Both the
physician and the health assessor would be considered Covered Entities.
However, despite the treatment relationship between the physician and
patient, the health assessor would not be permitted to release the
information without the patient’s written consent.

2. A health insurance plan operator requests details and verification regarding
a physical examination administered to a prospective plan enrollee by a
public health agency’s medical services contractor as part of the continuing
contract with the agency. Both the plan and the medical services contractor
would be considered Covered Entities. The contractor would nonetheless
be required to obtain the prospective enrollee’s written authorization before
disclosing information about the examination to the plan.

3. A commercial company offers to pay a Covered Entity a fee in return for
use of a list of patients who have been treated for diabetes in the last five
years. If the Covered Entity provides the list without first obtaining the
written authorization of all the patients, both the Covered Entity and the
officers of the entity who participated in the sale of the list could be
charged with criminal violations of HIPAA, and face penalties of up to 10
years in prison and a $250,000 fine per individual on the list.

4. A state health department operates a cancer registry as part of its
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information services division, in which it collects and analyzes the
incidence of various cancers reported by providers throughout the state as
required by state law. A newspaper reporter files a request under the state’s
public disclosure laws seeking the records from the registry. Because the
health department division is not acting as either a health plan or healthcare
provider, it is not a Covered Entity under HIPAA. Unless there is some
state equivalent of the Privacy Act or some other statutory protection
providing more protection than HIPAA in this case, the information may
have to be disclosed by law even if it contains personal health information.

5. A life insurance company wants a Covered Entity to provide verification
of health information provided by an applicant for a life insurance policy.
The Covered Entity must have a written authorization for the disclosure
from the patient.

Boundaries of Protected Health Information Use and Disclosure

Health care is a complex sector, and health plans, healthcare providers, and
their contractors and vendors must constantly share Protected Health Infor-
mation for many legitimate reasons. Because HIPAA reaches only Covered
Entities directly, there is a risk that the protection of information will be lost
when it is disclosed by a Covered Entity to a vendor or contractor that is not
a Covered Entity. To close this loophole, HHS included a requirement in the
privacy regulation that Covered Entities implement specific forms of agree-
ment with their “Business Associates” before disclosing Protected Health
Information to them. (In governmental settings, this document may take the
form of a memorandum of understanding between an agency or division in its
role as Covered Entity, and another agency or division acting on behalf of the
Covered Entity agency.)

A “Business Associate” is any organization or individual to which a Cov-
ered Entity discloses HIPAA-protected information in order to perform some
function or activity on behalf of the Covered Entity. Specific examples in-
clude claims processors, data analysts and aggregators, utilization review,
quality assurance, consulting, legal counsel, accountants, actuaries, and so
on. This category could also include other Covered Entities, as when a health
plan processes claims data for a clinic, or a physician examines a prospective
enrollee on behalf of a health plan.

The contract between a Covered Entity and its Business Associates must
include the following provisions at a minimum:

• A prohibition against the Business Associate using or disclosing the
protected information in any fashion not permitted to the Covered Entity.
The contract may provide for greater limitations, but not lesser.

• A requirement that the Business Associate use “appropriate safeguards” to
protect the information.

• A requirement that the Business Associate report any violation of the
privacy or protection of the information to the Covered Entity.
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• A requirement that the Business Associate not further disclose the information,
or if it does (e.g., to a subcontractor), that the Business Associate implement an
equivalent or more protective agreement with that party.

• Requirements that the Business Associate make the information available
to subject individuals, allow them to copy and seek amendment of it, and
receive an accounting of any disclosures of the information made by the
Business Associate.

• A requirement that the Business Associate permit the inspection of its
books and records by HHS to audit the Covered Entity’s compliance.

• A provision requiring the return or destruction of all protected information
on termination of the contract, “if feasible,” and, if not feasible, providing
that the information shall be used or disclosed only for purposes connected
with the reason why return or destruction is not feasible.

• A provision permitting the Covered Entity to terminate the contract if the
Business Associate breaches it.

Ensuring the Security of Personal Health Information Under HIPAA

The final HIPAA privacy regulation contemplates the issuance of a final secu-
rity regulation as well. A draft security regulation was published in August
1998, and the final version is expected sometime in late 2002. Informed
sources indicate that the final form of the security regulation should not be
drastically different from the draft version.

Under both the final privacy and the draft security regulation, Covered
Entities have some discretion in establishing detailed policies and proce-
dures for meeting the information protection requirements of HIPAA. Specific
implementation is intended to be “flexible and scaleable, to account for the
nature of each entity’s business, and its size and resources.”4 However, all
Covered Entities, regardless of size and resources, must

• Adopt written privacy procedures, including specifying who has access to
protected information, how the information will be used within the entity,
and when the information will or will not be disclosed to others. In addition,
as noted above, covered entities must take steps to insure that their Business
Associates protect the privacy of information.

• Train employees to understand the new privacy protection procedures and
designate an individual—a privacy officer—to be responsible for insuring
that the procedures are followed. A public health agency whose activities
are subject to HIPAA must therefore provide its employees with the training
necessary for them to understand all the privacy protection procedures in
HIPAA and designate an employee to monitor privacy-protected
information use within the agency.

• Establish grievance processes by means of which patients can make
inquiries or complaints regarding the privacy of their records.

The obligations of a Covered Entity under HIPAA may be summarized as
follows:
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1. A health plan or healthcare provider must publish a notice of privacy
practices and should obtain and retain for use and disclosure executed
consents by enrollees and/or patients regarding protected health
information for treatment, payment, and healthcare operations purposes.

2. Must release only the minimum amount of information authorized and
necessary for the purpose of the disclosure. For instance, a patient’s consent
to release details of a treatment for a diabetic condition does not authorize
release of the patient’s entire medical record covering other treatments or
conditions.

3. If a health plan or healthcare provider, records of executed authorizations
by patients and/or enrollees must be obtained and retained for any
nonroutine disclosures (e.g., disclosures to financial institutions) and must
be obtained in such a way as to be informed and voluntary.

4. Must identify all Business Associates, and implement and retain records
of executed Business Associate agreements with all those identified.

5. Must appoint a privacy officer, and establish job descriptions, internal policies
and procedures, and training to insure that all individuals working with
protected health information understand and comply with all requirements.

Accountability for Protected Health Information Use and Release

Most Covered Entities will be required to comply with the final privacy
regulation two years after their issuance—in other words, in April 2003. (Cer-
tain small healthcare organizations will be permitted three years to come into
compliance.) HHS has made that department’s Office for Civil Rights respon-
sible for civil implementation and enforcement of the privacy regulation. By
statute, Covered Entities that violate the standards in the regulations are
subject to civil penalties of $100 per incident, up to $25,000 per person, per
year, per standard.

The regulations also provide for federal criminal penalties for health plans,
providers, and clearinghouses that knowingly and improperly use, disclose, or
obtain Protected Health Information. These criminal penalties are up to $50,000
and one year in prison for the most basic level of the offense; up to $100,000 and
up to five years in prison for obtaining Protected Health Information under false
pretenses; and up to $250,000 and up to 10 years in prison for obtaining or
disclosing Protected Health Information with the intent to sell, transfer, or use it
for commercial advantage, personal gain, or malicious harm.

Balancing Public Responsibility with Privacy Protections Under HIPAA

The final regulation issued by HHS recognizes that there are certain instances
in which the welfare of the public may take precedence over the privacy
rights of individuals. It recognizes that certain existing disclosures of Pro-
tected Health Information without the consent of the individual(s) affected
have legitimacy. Specifically, the final regulation permits, but does not re-
quire, a Covered Entity to disclose Protected Health Information without the
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consent or authorization of the individual(s) affected if the purpose of the
disclosure is for:

• Oversight of the healthcare system, including quality assurance activities.
• Public health. HIPAA permits Covered Entities to disclose Protected Health

Information to “Public Health Authorities” without the consent of the
individual affected. “Public Health Authority” is quite broadly defined as
“an agency or authority of the United States, a State, a territory, a political
subdivision of a State or territory, or an Indian tribe that is responsible for
public health matters as part of its official mandate.”5 Disclosure without
patient or enrollee consent or authorization is specifically permitted to
organizations authorized by law to collect or receive Protected Health
Information for vital statistics, disease, injury, disability reporting and
prevention, public health surveillance and investigation, etc.,6 and to
“appropriate authorit[ies] authorized by law to receive reports of child
abuse or neglect,”7 as well as certain other authorities and purposes specified
in the regulation.

Disclosures to Public Health Authorities are permitted based upon verifi-
cation of their identities by in-person presentation of official credentials, a
letter on agency letterhead, or if “to a person acting on behalf of a public
official, [by] a written statement on appropriate government letterhead that
the person is acting under the government’s authority or other evidence or
documentation of agency that . . . demonstrates that it is acting on behalf of
the public official.”8

The privacy regulation includes the following further specific cases where
Protected Health Information may be used or disclosed without specific con-
sent or authorization:

• To individuals who may have been exposed to, or are at risk of, contracting
or spreading a communicable disease, where notification is otherwise
authorized by law.

• For reporting of diseases, injuries, and conditions, and reporting of vital
events such as birth and death to vital statistics agencies.

• For public health surveillance, investigation, and intervention, including
activities undertaken by the FDA to evaluate and monitor the safety of
food, drugs, medical devices, and other products.

These terms probably effectively cover all or almost all public health ac-
tivities carried out by federal, state, and local public health authorities. The
actual authorities and terminology used will vary under different jurisdic-
tions.

Disclosures may also be made to a government agency or a private entity
acting on behalf of a government entity for the purpose of inclusion in a
governmental health data system or for research purposes, either based on
subject authorization or when a waiver of such authorization has been inde-
pendently reviewed and accepted by a privacy board or an institutional re-
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view board. Many public health agencies conduct research on human sub-
jects or make their records and databases available for such research. Many
federal agencies and organizations that conduct research on human subjects
using federal funding have been subject for some years to the Federal Policy
for the Protection of Human Subjects, or “Common Rule.”

The Common Rule requires that any such research receive prior review and
approval by an “Institutional Review Board” (IRB), made up of institutional
and community representatives. An IRB is intended to minimize or eliminate
risks to human subjects in the research, including privacy risks. The final
regulation of HIPAA extends comparable research subject protections to all
Covered Entities, whether or not they are governmental agencies or receive
federal funding. For example, a healthcare provider would have to submit
proposed research protocols to a “privacy board” before beginning the project.
The privacy board would then analyze the project for possible risks to pri-
vacy and might impose additional conditions intended to increase protec-
tions. Finally, disclosures are authorized by regulation.

• for judicial and administrative proceedings
• for limited law enforcement activities
• in emergency circumstances
• for identification of the body of a deceased person, or the cause of death
• for facility patient directories, provided that patients must be permitted to

“opt out” of inclusion
• for certain identified activities related to national defense and security

Many of these exceptions are somewhat vaguely worded. A healthcare
agency would be well advised to seek legal counsel before acting on an
apparent exception. Table 4.2 provides examples of situations in which a
Covered Entity would and would not be required to obtain informed and
voluntary patient consent before releasing the patient’s medical information.

Privacy Protections of HIPAA as a Floor

The final regulation specifies that privacy protections under HIPAA serve as
minimums that Covered Entities must meet. The aim of the final regulation,
according to HHS, is to establish a “national ‘floor’ of privacy standards that
protect all Americans.”4 The regulation specifically acknowledges that stron-
ger state laws, such as those covering mental health, HIV infection, and AIDS
information, continue to apply. In addition, the final regulation permits states
that have enacted laws requiring disclosures of health information for civic
purposes to continue to enforce such laws.

However, HIPAA preempts any state laws that are “less stringent” in their
privacy protections, so that the stronger of the privacy provisions in HIPAA
or state law will apply. Table 4.3 presents a hypothetical set of situations,
along with an indication of the federal or state law that would prevail accord-
ing to the HHS final regulation.
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Implications of HIPAA for Public Health Agencies

Previously, we have listed and discussed certain exceptions provided by HIPAA
for public health agencies. However, it is important to understand that, in
general, the final regulation issued by HSS does not differentiate between
public and private sector health plans and providers in terms of applicability
of the law. According to HHS, “[t]he provisions of the final rule generally
apply equally to private sector and public sector entities. For example, both
private hospitals and government agency medical units must comply with
the full range of requirements, such as providing notice, access rights, requir-
ing consent before disclosure for routine uses and establishing contracts with
business associates, among others.”4

The specific terms of a public health agency’s HIPAA privacy and security
compliance will depend on the functions that agency performs. If the agency
is a Covered Entity, or if it has divisions or programs that perform Covered
Entity functions, it will need a comprehensive compliance program that ei-
ther covers the entire agency, or else applies to the covered division or pro-
gram as if it were a separate entity. If the agency it is not a Covered Entity, it
will still need to establish policies, procedures, and contracts that allow it to
interact with Covered Entities effectively. If a public health agency outsources

TABLE 4.2. Situations in which a covered entity under HIPAA would and would not be
required to obtain a patient’s informed and voluntary consent for release of the patient’s
medical information

Situation Patient Consent Required?

Probably yes. The health department cancer
registry function is not a Covered Entity func-
tion under HIPAA. However, under the Pri-
vacy Act and i ts  state equivalents,
patient-identif iable registry information
should be protected against unconsented dis-
closure.

A law enforcement official presents a
court order signed by a judge for re-
lease of complete medical information
on a patient.

A licensed physician requests a state

health department to release informa-

tion related to his patient from a cancer

registry.

No.

A hospital needs to construct a telephone
listing of patients in the hospital.

No, as long as the patients are permitted to
“opt out” of the listing.

No.As part of a security background check
for a defense worker, the FBI requests
the worker’s medical record.
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protected health information functions or privatizes them, that agency will
have to take careful steps to make sure its contractor is compliant as well and
understands its own obligations.

Privacy Protections and Information Sharing

One of the fundamental functions of a public health agency is the collection,
analysis, and distribution of disease and health status information. This in-
formation may come from many sources, including healthcare provider clini-
cal records, health plan data, and research conducted by or for the agency.

Generally speaking, the most valuable information source is provider
records, because these include detailed professional observations of indi-
vidual clinical indicators. The aggregation of such information in disease
registries or the sharing of such data through other mechanisms and systems
could provide valuable insights into disease prevention or effective health
promotion. Robust, well-designed, and broadly available information sys-
tems could prove very valuable in tracking disease outbreaks.

Most of the technological barriers to the development of such systems
have already fallen or have been substantially reduced, and this trend is likely
to continue. The real barriers to the implementation of registries and other
comparable systems are the questions of funding and privacy.

Privacy may prove less intractable than funding. Legislatures find it all
too easy to underfund or cut public health programs, so that even if a viable

TABLE 4.3. Hypothetical situations illustrating the prevailing law governing covered
entities according to HIPAA

Situation Prevailing Law

State X

State X does not require a Covered Entity to designate a pri-
vacy officer and to train employees in the handling of patient
information, whereas HIPAA does.

The privacy laws of State X require that a patient sign a nota-
rized authorization for release of medical information, ac-
companied by the patient’s initialing of passages stating his/
her privacy rights and the implications of information release,
whereas HIPAA requires only a signed and dated authoriza-
tion, together with some verification of informed and volun-
tary consent, for the release of information.

HIPAAState X does not require a patient to authorize release of medi-
cal information to be exchanged between licensed physicians
for research purposes, whereas HIPAA requires a signed and
dated authorization.

HIPAA
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system is developed, its continuity may not be assured. At the same time,
private organizations such as health plans and hospitals have not proven
very willing to fund systems that primarily benefit the community and only
secondarily benefit the organization as a member of the community. A few
commercial ASPs have emerged to serve this kind of purpose. This model may
prove a viable solution since system funding can come from private invest-
ment and user fees spread across the community, but it is not yet clear whether
public health agencies trust the model sufficiently to allow widespread ac-
ceptance.

On the other hand, there are reasonably clear principles for the resolution
of privacy issues. The primary applicable law will be HIPAA, though state law
should be analyzed carefully in the establishment and management of any
information-sharing program. HHS has explicitly recognized that public health
activities require information sharing between governmental and private agen-
cies. On the one hand, as discussed above, Covered Entities will “be permit-
ted to disclose protected health information to public health authorities for
the full range of public health activities.”4 On the other hand, the privacy
regulations “would further provide that disclosures may be made not only to
government agencies, but also to other public and private entities as other-
wise required or authorized by law.”4

Examples of permitted disclosures to other public and private entities in-
clude disclosures to private medical device manufacturers or to cancer regis-
tries operated by private universities. HHS has recognized that

the reality of current public health practice is that a variety of activities are conducted
by public health authorities in collaboration with non-governmental activities. Fed-
eral agencies also use a variety of mechanisms including a contract, grants, cooper-
ative agreements, and other agreements such as memoranda of understanding to
carry out and support public health activities. These relationships could be based on
specific or general legal authorities. . . . Limiting the ability to collaborate with other
entities and designate them to receive protected health information, could potentially
have an adverse impact on public health practice.4

A reasonable interpretation is that public health information sharing is a
permitted function that can be conducted by, through, and among a wide
range of public and private organizations. The underlying function must be
public health–related, and the activity must be under governmental authority
either by statute or by contracts with an authorized public health agency. If
contracts are used, required Business Partner agreement provisions should be
included.

Web Site Principles and Practices

Web sites are one of the fundamental tools in electronic commerce. A good
Web site can provide genuine public services by providing a range of ser-
vices and content. Many governmental agencies, including public health
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agencies, already have Web sites. Web sites may serve useful marketing or
educational functions. In addition, they sometimes include functions such as
scheduling, which are of administrative value to both patient and organiza-
tion. In many cases, Web sites are created and run (“hosted”) by ASPs or
Internet service providers (ISPs). This kind of application, in particular, might
be appropriate for outsourcing, and a number of companies have emerged to
serve this market niche.

Web Site Interactivity and Jurisdiction
Before establishing a Web site, a public health agency needs to assess its
functionality needs carefully. An “active” Web site could create an unex-
pected exposure to the laws of jurisdictions outside the state where the agency
is physically and jurisdictionally located. Web sites by their nature commu-
nicate across jurisdictional boundaries, so if they include functions that could
be deemed “doing business” elsewhere, such sites may subject the agencies
to other states’ jurisdictions. (The same consideration may apply to activities
involving multijurisdictional information networks and telemedicine.) Un-
der current law, relatively passive, informational Web sites should not trigger
jurisdictional concerns, but any interactive Web site functions should be
reviewed in this light before being implemented.

Web Site Privacy Issues
Many, perhaps most, Web sites collect information about visitors, sometimes
in considerable detail. This kind of information is not subject to HIPAA or
other medical or healthcare privacy laws. The scope of acceptable informa-
tion collection and the kinds of notices that may be required are topics of
some controversy, and in some areas self-regulatory “better business prac-
tices” are being developed. There have already been lawsuits filed when Web
sites failed to disclose their information collection practices accurately, and
the Federal Trade Commission is aggressively pursuing a number of regula-
tory initiatives. Any public health agency Web site should include an appro-
priate privacy policy statement that the agency should adhere to. If any Web
site applications are outsourced, the agency should take steps to insure that
the contractor also adheres to the published policy.

Web Site Content Issues
One of the more potentially valuable services some Web sites offer is health
information content for consumers. A number of companies and professional
organizations provide such content, and an organization may create its own.
Before publishing any content on a Web site, the site owner must be sure it
has the right to do so. If, for example, the content is copyrighted, the site
owner should obtain a license to publish the content.
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A potentially valuable, but also potentially risky, Web site content appli-
cation is interactive health communication systems (IHCs). Typically, ASPs
provide IHC content and systems. An organization contracting for an IHC
agency will typically lease or subscribe to the right to link that site to the
outside system, usually incorporating the organization’s own “branding”
graphics and text. While the vendor’s logo and some attribution is usually
present, a consumer accessing an IHC site may not really know that the con-
tent does not originate with the primary organization. If something goes wrong
from use or reliance on that content, then both the organization and the ven-
dor may be exposed to liability.

Offering health information content therefore brings risks along with its
potential benefits. It also raises novel questions of liability and the manage-
ment of risks to consumers. While it is likely to be many years before the full
implications of these systems are well understood and adequately addressed,
any public health agency that wants to provide health information content to
consumers needs to (1) be aware of the risks and (2) take steps to manage
them.

The starting point is with the three basic legal domains that might apply to
the regulation of consumer health information. Oddly enough, these are a
disparate group:

• medical practice
• medical device regulation
• constitutional freedom of speech.

Justifying providing health information content to consumers by application
of the domain of medical practice principles would be a mistake, although it may
be an understandable one. The real question for any given content-providing
system is whether the system is a “medical device,” and therefore regulated, or
“free speech,” and therefore protected against regulation. There is a fine line
between the latter two, and it takes some care to walk it.

HHS has defined IHC as “the interaction of an individual—consumer, pa-
tient, caregiver, or professional—with or through an electronic device or com-
munication technology to access or transmit health information, or to receive
or provide guidance or support on a health-related issue.”9 Consumer use of
IHC in particular brings the issue of disintermediation in the healthcare sec-
tor into sharp focus, because it empowers consumers to search out informa-
tion that previously had been available only to, or with the assistance of,
medical professionals.

Disintermediation is an important point of focus in the regulation of IHC.
One of the fundamental concepts in electronic commerce, disintermediation
is the notion that the Internet does away with the “middlemen” who are needed
to enable transactions and provide information in the “bricks and mortar”
world. The paradigmatic example is travel agents who are being “disinter-
mediated” as consumers buy plane tickets on-line directly from airlines. How-
ever, the same process is occurring in many sectors.
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Comparably, the Internet and other systems through which individuals can
obtain health information serve to disintermediate healthcare providers partially.
Consumers no longer need to depend upon professional intermediaries to obtain
medical information. For the first time in the history of medicine, lay individuals
are able to gain access to much of the medical information formerly available
only to their doctors quickly and easily, without their doctors’ help or support.

IHC therefore reduces or may in many circumstances eliminate the traditional
doctor’s role as learned intermediary between patient and medical information.
This development is not an unmixed blessing. The sheer volume of information
available through the Internet often makes it difficult to find information that is
truly useful. This difficulty is even greater for lay individuals who seek but may
not be able to fully understand medical information. In the absence of some kind
of intermediary that can filter out irrelevant, erroneous, and misleading informa-
tion, consumers may become confused; there is therefore a risk they will make
misguided healthcare decisions with harmful effects. To deal, in part, with this
problem and others, the international organization HON (Health On the Net) has
developed a voluntary code of conduct to which many medical and health-
related Web site owners subscribe.

The HON Code of Conduct (HONcode)
for Medical and Health Web Sites

PRINCIPLES

1. Authority
Any medical or health advice provided and hosted on this site will
only be given by medically trained and qualified professionals un-
less a clear statement is made that a piece of advice offered is
from a nonmedically qualified individual or organization.

2. Complementarity
The information provided on this site is designed to support, not
replace, the relationship that exists between a patient/site visitor
and his/her existing physician.

3. Confidentiality
Confidentiality of data relating to individual patients and visitors to
a medical/health Web site, including their identity, is respected by
this Web site. The Web site owners undertake to honor or exceed
the legal requirements of medical/health information privacy that
apply in the country and state where the Web site and mirror sites
are located.

4. Attribution
Where appropriate, information contained on this site will be sup-
ported by clear references to source data and, where possible,
have specific HTML links to that data. The date when a clinical
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page was last modified will be clearly displayed (e.g. at the bottom
of the page).

5. Justifiability
Any claims relating to the benefits/performance of a specific treat-
ment, commercial product, or service will be supported by appro-
priate, balanced evidence in the manner outlined in Principle 4.

6. Transparency of Authorship
The designers of this Web site will seek to provide information in
the clearest possible manner and provide contact addresses for
visitors that seek further information or support. The Webmaster
will display his/her E-mail address clearly throughout the Web site.

7. Transparency of Sponsorship
Support for this Web site will be clearly identified, including the
identities of commercial and noncommercial organizations that have
contributed funding, services, or material for the site.

8. Honesty in Advertising and Editorial Policy
If advertising is a source of funding it will be clearly stated. A brief
description of the advertising policy adopted by the Web site own-
ers will be displayed on the site. Advertising and other promotional
material will be presented to viewers in a manner and context that
facilitates differentiation between it and the original material cre-
ated by the institution operating the site.
Source: Health On the Net. Available at: http://www.hon.ch/
HONcode/Conduct.html. Accessed March 21, 2002. Used by per-
mission of HON.

Nonetheless, the value of such information is great enough that a number
of electronic intermediary solutions to this problem have been developed,
and there are a number of vendors in this niche. Information indexing systems
on Web sites may allow consumers to browse for documents or links that
appear to be of interest. On a more sophisticated level, electronic “agents” on
Web sites may accumulate information about a consumer’s search and view-
ing choices during a number of sessions and use it to make future searches
more customized. If a consumer elects to store personal data at a Web site—a
service that has become available through a number of companies that also
provide health information content—neural networks and fuzzy logic may
allow health profiling tools to develop additional assumptions about the
consumer’s needs and interests.

The use of these technologies can also raise a number of difficult questions
about the changing nature of the doctor-patient relationship. It is technologi-
cally possible to develop an IHC system that uses highly developed “expert
systems” and related agents to draw on vast electronic medical libraries and
detailed, individualized health records to deliver precise, detailed, and per-
sonalized diagnostic and healthcare information to consumers. It is at least



4. The Governmental and Legislative Context of Informatics 75

theoretically possible that in some cases such a system will outperform hu-
man doctors in diagnosis and treatment recommendations. What will these
possibilities mean for the definition of the practice of medicine and the future
of the doctor-patient relationship? Only time will answer that question, but
the fact that it is raised almost automatically means it needs an answer.

Putting IHC Systems in Perspective

What does it mean to say a computer “practices medicine”? The only real
answer is that the question itself is a mistake. The established paradigm for
the practice of medicine is that it is a personal relationship between indi-
vidual doctors and patients. In real life, of course, this paradigm is more the
ideal than the practice. The frequency with which patients change doctors
because they move or change insurance companies, the emergence of pay-
ment intermediaries in the medical care decision-making process, and the
fact that many courses of treatment require teams of professionals have all
conspired to complicate and interfere with genuinely personal relationships.

Nonetheless, the established paradigm is the foundation for existing law and
medical ethics. As a consequence, neither current law nor traditional medical
ethics address the status of a computer system that performs sophisticated con-
sumer IHC services. This failure has important implications for the regulation of
IHC systems, especially IHC systems that include any diagnostic or care recom-
mendation functions and those IHC systems storing consumer health records.

By the same token, it would be a fundamental error to try to analyze IHC
functions according to the legal principles applicable to the practice of medi-
cine. Because these principles are rooted in the concept of an interpersonal rela-
tionship, they presume that both parties are human beings. This is no small
presumption; it means that the practice of medicine is regulated primarily by the
licensing of individual practitioners, whose standards of practice are determined
by the standards of their licensed (human) peers. This concept has expanded to
permit the application of medical malpractice standards, for example, to licensed
nonhuman “healthcare providers” such as hospitals and other regulated health
businesses and entities, but these are all regulated as legal “persons.”

But so far, not even the most sophisticated computer systems are consid-
ered legal “persons,” and they are not likely to be recognized as such any time
in the reasonably foreseeable future. Until that time, if it ever comes, existing
legal principles applicable to medical practice cannot be applied to regulate
IHC systems.

Appropriately, because they are not “persons,” IHC systems may, and in
many cases should, qualify as regulated “medical devices” subject to federal
FDA jurisdiction under the Food, Drug and Cosmetic Act (FDCA).

Under federal law, a “medical device” is defined very broadly, as any “in-
strument, apparatus, machine, contrivance . . . or other similar or related ar-
ticle, including any component, part or accessory . . . intended for use in the
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diagnosis of a disease or other conditions, or in the cure, mitigation, treat-
ment, or prevention of disease . . . [or] intended to affect the structure or any
function of the body of man[.]”10 The FDA has stated that it considers medical
expert systems, defined as “’knowledge-based’ computer software applica-
tions designed to assist doctors in the medical diagnostic process,” as “medi-
cal devices” within this definition.11

The question whether any given IHC should qualify as a medical device
turns on the personalization of the content it provides. On the one hand, the
First Amendment protects the free dissemination of information to the public,
so an IHC that essentially serves as a sophisticated indexing system or search
engine should be protected. On the other hand, First Amendment protection is
limited where the “speech” has the potential to cause harm, and FDA regula-
tion is premised on the avoidance of harm from medical devices.

A knowledge-based computer software application that crosses the line
from sophisticated search functions to assisting consumers in making diag-
nostic or treatment decisions without the assistance of a professional interme-
diary has a very real potential to cause serious harm. According to the FDA:

While [medical expert systems] allow medical diagnosis with the touch of a finger,
the widespread use of medical expert systems carries the risk of product-caused
injuries to users. The most obvious danger of patient at-home use is incorrect diag-
nosis by [medical expert systems], resulting in patients who improperly treat their
ailment. This danger will be a great concern if [medical expert systems] are used by
patients without doctor supervision, as may be the case in the near future [sic].
Confronted with this prospect, [as of 1985] the FDA . . . considered imposing
regulations on [medical expert systems] . . .11

What was a prospect in 1985 is now emerging as reality, in a fashion that
could not have been foreseen prior to widespread consumer use of the Internet.
And although there are no current regulations specifically regulating con-
sumer IHC, existing law could already be applied to enjoin the use or market-
ing of a potentially dangerous IHC system, impose penalties, and probably
render the IHC owner and/or operator liable for civil damages. Thus, both the
vendor of a consumer IHC system that crosses the line into action as a “medi-
cal device” and the agency that acquired the right to use that system on its
Web site may be exposed to substantial penalties.

Any given IHC system may include functions that run the gamut from
constitutionally protected speech to highly risky, presumptively regulated
diagnosis and treatment information. It is therefore not possible to determine
whether such a system might be considered a “medical device” without spe-
cific analysis of the form and phrasing of its content.

Recognition of the risk, however, is the necessary first step to its management.
Content can then be assessed and modified if necessary, and appropriate dis-
claimers and warnings implemented. In some contexts, it might be both neces-
sary and desirable to have consumers enter into use agreements before granting
access, perhaps by means of a click-wrap link. A click-wrap link is an on-screen
process in which an individual viewing a Web site can access certain pages only
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by first viewing another page, stating the conditions under which access is per-
mitted, and then placing the cursor on an icon and clicking the mouse to indicate
acceptance of the conditions. However, a mere recital that “information is not to
be used for diagnostic or treatment purposes” is probably insufficient protection,
if the content itself is not properly phrased and structured.

Questions for Review

1. Arcadia Hospital, a privately held corporation, derives most of its support
from private donations and commercial revenues. Recently, Arcadia’s board
of directors has entered into a contract with the federal Agency for Toxic
Substances and Disease Registry (ATSDR) to test residents living near a
toxic waste site for possible metallic mercury poisoning and to treat those
residents found to have blood levels of mercury above the maximum
contaminant level established by ATSDR. Arcadia has negotiated a fee of
$500 per resident for the testing and $5,000 for each resident treated. All
of Arcadia Hospital’s other activities and revenues are connected to
examination and treatment of private patients.
a.  To what extent is Arcadia Hospital a “public health agency” function-

ally?
b.  To what extent is Arcadia Hospital a “public health agency” if that

term is defined according to delegated governmental authority?
2. As an officer in a public health agency, you are negotiating with Comdata

Corporation, a closely held corporation, to provide data processing
services under the “application service providers” (ASP) business
model in connection with an epidemiological study your agency is about
to undertake. Comdata has no other connections to a public health
agency.
a.  What characteristics will you look for in determining Comdata’s

qualifications to enter such a contract?
b.  To what extent do the provisions of the Privacy Act of 1974 apply to

Comdata, assuming you enter into the contract?
c.  To what extent do the provisions of HIPAA apply to Comdata under

such a contract, and what are your agency’s responsibilities with respect
to Comdata under HIPAA?

d.  After Comdata has met the terms of the contract and the contract ends,
to what extent, if any, do the provisions of HIPAA apply to Comdata
with respect to data it has collected during the term of the contract?

3. As a U.S. public health agency employee in the year 2004, you have been
designated the project officer in connection with a study of physical
examination results of more than 1,000 individuals who may have been
exposed to asbestos fibers as a result of working at a now-closed asbestos
plant. Your agency had recently contracted with a physician group in the
vicinity of the former plant to conduct the physical examinations. The
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physician group has refused to disclose information to you without a
Business Associate Contract.
a.  Under HIPAA, what were the obligations of the contracting physician

group to the individuals examined?
b. If one of the individuals examined demands to see the health

information you possess regarding him and submits a signed and dated
request to see the information, what are your obligations under HIPAA?

c.  If a physician not connected to the contracting physician group submits
to you a signed request for a copy of the physical examination results
related to an individual whom that physician is treating, what are your
obligations under HIPAA?

4. As a US public health agency officer, you head a project under which you
have assembled hundreds of medical records with the consent of the
individuals to whom those medical records pertain. You have received a number
of requests from parties other than the individuals for release of these records.
For each situation listed below, determine whether, in general, under the
Privacy Act or HIPAA, you are required to obtain voluntary and informed
consent of individuals before releasing medical records.

5. As a licensed public health physician, you specialize in the field of
examination and rehabilitation of amputees injured in public transportation

Request Authorization Required?

A county child health services agency investigating a
case of possible child abuse requests the medical record
of a 12-year-old girl.

A state health department investigating an outbreak of
sexually transmitted disease requests the medical records
of five individuals believed to have been exposed to the
disease.

The head of a public health project approved by an
Institutional Review Board and a “privacy board” sub-
mits a request to view certain records.

A mortgage company requests verification of medical
treatment for one individual who has applied for mort-
gage life insurance.

The father of a hospitalized 25-year-old male requests
to view his son’s medical record in connection with a
potential liability suit.

A private law firm requests the disclosure of all medical
records for individuals diagnosed with a certain condi-
tion in a specified geographic region, for use in a class
action lawsuit.
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accidents. A manufacturer of prosthetic devices has submitted a request to
view your patients’ medical records to determine the potential
marketability of a prosthetic device now in the research phase. What are
your obligations under HIPAA with respect to sharing this information?

6. Your health agency, which is not government-sponsored, has a Web site with
the purpose of informing the public about the functions of your agency and
providing advice about detecting and reporting the presence of metallic
mercury near the site of natural gas registers that have been removed from
certain homes. The Web site has been created and is now hosted by an Internet
service provider (ISP). An individual can log into your site and navigate it
from any location in the United States. The site provides no treatment advice
for mercury poisoning, and it functions in a “read only” mode. Your agency is
located and conducts all its business in the state of New York.
a.  Is your Web site an “active” or a “passive” site?
b.  What are your obligations with respect to collecting information about

Web site visitors? What are your obligations about your ISP’s collecting
such information?

c.  You contract with the Medifax Company, an interactive health
communications system (IHC), to add that system to your Web site,
using your own branding graphics and text. This IHC collects
information from site visitors and provides, through an expert system,
a probable diagnosis of prior exposure to mercury along with
recommendations for self-treatment. Is this component of your Web
site an “active” or a “passive” system? In the event a Web site visitor’s
reliance on information obtained from this expert system results in
physical harm to the visitor, to what extent are your liable? In the case
of physical harm caused to the visitor as a result of reliance on the
IHC, is the legal jurisdiction with regard to the IHC system limited to
New York? Under federal law, is the use of the expert system governed
by the legal domain of (a) medical practice, (b) medical device
regulation, or (c) constitutional freedom.
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Part II
The Science of Public Health
Informatics

Introduction

Part I of this book placed the science of public health informatics in its con-
text. In Part II, we attempt to explore some nuts-and-bolts issues and aspects.

Part II opens with Patrick O’Carroll’s discussion of the topic of informa-
tion architecture. How does one go about building enterprise-wide informa-
tion systems that meet the needs of the enterprise and its stakeholders, while
at the same time avoiding an inefficient, piecemeal approach? The answer to
that question forms the content of Chapter 5, in which Dr. O’Carroll empha-
sizes planning, including clarification of business processes; an orientation
to a component approach; an emphasis on compatibility and interoperability
of present and future systems; and executive control over the distribution of
information systems.

However, even the most advanced concept of information architecture is of
little use to an enterprise if the right people are not available to conceive and
build the systems to serve the public health enterprise. In Chapter 6, Janise
Richards defines the core knowledge components and competencies required
of public health informaticians. Working with a model that emphasizes the
interrelationships of the informatics curricula with knowledge domains, skills
and knowledge, and the development of competencies, Richards focuses on
those competencies that are crucial in a public health informatics environ-
ment.

In Chapter 7, Pete Kitch and Bill Yasnoff focus on the topic of managing an
information system project. They emphasize the importance of looking be-
yond the typical hierarchal structure of an organization in business process
analysis; examining desirable linkages of systems at the federal, state, and
local level; and selecting a sound strategy. They also emphasize the impor-
tance of developing a complete requirements definition for a system, using
effective principles of cost and benefits estimation, and of knowing when
enough is enough—when the effort expended on an information system project
is greater than the marginal benefit to be derived.
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In Chapter 8, Kitch and Yasnoff look at managing information technology
(IT) projects—and personnel—from a different perspective. Moving from a
conceptual to a skills-based approach, Kitch and Yasnoff examine the nature
of IT project management in a public health environment, focusing on such
practical issues as identifying desirable skills for project team members, at-
tracting the right candidates for positions, forming the project team, involv-
ing users in the project, using the right tools to ensure project success, knowing
when and how to involve consultants in a project, and dealing with political
opposition within the organization.

In Chapter 9, Nancy Lorenzi and Robert Riley focus on how an informa-
tion system project manager can guide and help manage the organizational
change that inevitably occurs with the development and implementation of
systems. They emphasize the need for a project manager to recognize and
deal with the inevitable resistance to change occurring in the organization.
Using both small-group and field theory as the basis for change management,
Lorenzi and Riley present a practical change management model that can
help a manager of an informatics project overcome organizational resistance
and achieve buy-in to a system.

In Chapter 10, William Yasnoff focuses on the important issue of maintain-
ing privacy, confidentiality, and security of public health information, with a
discussion of the practical and legal necessity for maintaining this confiden-
tiality, Yasnoff provides some guidelines to govern the release of aggregate
public health information. After discussing the need for confidentiality agree-
ments between the public health organization and the users of health infor-
mation, Yasnoff points to some practical steps that the public health
organization can take to safeguard information, including use of passwords,
smart cards, biometrics, and cryptography. He concludes the chapter with a
discussion of the issue of preventing unauthorized access to information via
the Internet and detecting potential intruders of systems.

In Chapter 11, Dan Jernigan, Jac Davies, and Alan Sim stress the necessity
of adopting data standards as a means of avoiding development of redundant
information systems that do not communicate with other systems. They pro-
ceed to define data standards by use of the metaphor of a vocabulary and a
grammar. After examining the nature of flat, relational, and object-oriented
formatting of data, they provide an overview of the standards-setting process
and of standards-setting organizations. Jernigan, Davies, and Sim conclude
the chapter with a discussion of the trade-offs involved in a public health
organization’s choosing between national and local standards.

In Chapter 12, Deborah Lewis covers the issue of how to evaluate a public
health information system, explaining the purposes of evaluation and the
typical phases. Differentiating between formative and summative character-
istics of an evaluation, she focuses on subjectivist and objectivist evaluation
strategies and methods, describing the characteristics of each. After a discus-
sion of the need to consider the audience and the purpose of the evaluation,
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Lewis provides guidelines for developing sound evaluation reports. She con-
cludes the chapter by stressing the need for public health systems evaluators
to go beyond traditional evaluation models.

Part II concludes with Chapter 13, in which Kenneth W. Goodman focuses
on the issue of making ethical choices with respect to handling and releasing
public health information. Beginning with the basis of an “electronic stan-
dard of care” in public health information systems as a guide to differentiat-
ing between appropriate and inappropriate uses and users of information
technology, Goodman points out that failing to use appropriate IT tools in
public health practice and using tools inappropriately are equally blamewor-
thy. He then employs the concept of “progressive caution” as a guide in the
ethical application of information technology to public health. He concludes
the chapter with a discussion of key ethical questions facing public health
scientists—questions relating to the emerging field of bioinformatics, of the
appropriate use of computers in public health interventions, and of the chal-
lenges inherent in the use of such tools as meta-analysis and data mining in
making public health decisions.
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Information Architecture
PATRICK W. O’CARROLL
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Learning Objectives

After studying this chapter, you should be able to:

• Define the concept of information architecture, and name at least three
ways in which this metaphor can be helpful in designing, planning, and
maintaining information systems.

• Discuss the Zachman framework, and indicate the level(s) of the framework
at which public health managers can make the most useful contribution.

• Incorporate the technology-focused chapters of this textbook into the larger
conceptual model of information architecture.

Overview

Too often, information systems developed by public health agencies have
been developed in isolation from enterprise-wide needs and the needs of
stakeholders. Such systems have tended, as a result, to lack interoperability
with other systems, to be difficult to maintain, and inefficient to develop and
support. Implementation of the concept of information architecture provides
a solution to the problems created by such piecemeal systems development.
Information architecture is a metaphor for a systematic, planned approach to
building enterprise-wide information systems. It offers a myriad of benefits,
including enhanced system interoperability, ease of support, efficiency, and
reduced redundancy of data entry. It also returns the locus of control of infor-
mation systems development to the executive level. Information architec-
tures can be developed though a process called information resource
management (IRM) planning. Although it is ultimately concerned with the
management of an enterprise’s information resources, IRM planning may be
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considered synonymous with business planning itself. IRM planning in pub-
lic health involves understanding, simplifying, and integrating the public
health enterprise itself. IRM planning uses information resource models and
development of an implementation/migration plan as tools to help a public
health organization develop and build its coherent systems, gradually mov-
ing toward an improved information architecture. While public health agen-
cies have taken a largely piecemeal approach to information systems
development in the past, many agencies are now using the concept of infor-
mation architecture as a guiding metaphor in developing coherent and well-
integrated information systems.

Introduction

Imagine building a house without any architectural plans. You have selected
a lot for your home, and you are anxious to get started—why wait for plans?
You know you will need bedrooms, a kitchen, bathrooms, and so forth, so why
not just start building it and design it as you go along? Alternatively, if you
feel that architectural plans might be useful, then imagine building your
house with only very general sketches as to how the house is supposed to
look from the street. Conversely, imagine building your new home after hav-
ing seen only detailed diagrams for wiring, plumbing, etc., with no idea of
how the house will look when it is finished.

Imagine that your subcontractors—for plumbing, electrical work, founda-
tion construction, heating and air conditioning installation, and other com-
ponents—each do their work according to their own ideas, without ever
consulting with the owner, the architect, or any of the other participants in the
construction, and without any guiding instructions. Further imagine build-
ing a house with no specialized functions for any of the rooms, a house in
which every room has its own little stove, bed, bathtub, television, commode,
etc. Finally, imagine building this improbable house in such a way that the
entire house has to be torn down to remodel even one room.

This approach, self-evidently absurd, provides an analogy to the way that
most public health data and information systems have been built since the
advent of the personal computer. Typically, an epidemiologist or other public
health professional with no formal training in computer science would have
an idea for using computers to help accomplish some task—to record and
transmit surveillance data, for example, or to manage a disease treatment and
prevention program in a health department. After developing a general idea
of what was needed, this person would often rush to begin coding the project,
essentially beginning construction of his “house” with entirely inadequate
plans. Such projects, even if carefully planned, would generally be designed
with little or no consideration given to how the new information system
would work with other public health information systems already in use or in
development. As such, each project necessarily adopted or developed its own
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user interface; its own approach to data security; its own data model (specify-
ing, for example, how to code data for age, race, and sex); its own underlying
database engine; its own system for backups and data integrity; its own pro-
tocols for transmitting the data electronically; its own system for user sup-
port, system documentation, and user training; and its own system for updates
and bug fixes. Finally, because these systems were not typically designed and
developed by information systems professionals, they were usually very dif-
ficult to update—often necessitating complete rewrites of program code to
add new or enhanced functionality or to take advantage of new technologies.

The result, of course, was a set of public health data and information sys-
tems that neither looked nor worked at all alike. Such systems required redun-
dant data entry across systems, did not easily share data between systems, and
were difficult to install and maintain. From the developer’s perspective, this
incoherent approach resulted in multiple development teams who were gen-
erally unaware of each other’s existence, multiple user support systems; and
lengthy development cycles.

Enter Information Architecture

Such piecemeal systems development in public health has been abating in recent
years, in part because of the widening recognition of the value of conducting
systems development in the context of a guiding information architecture.

Information architecture is a metaphor for a systematic, planned approach
to building enterprise-wide information systems. The term refers not only to
the use of information technology, but also to the totality of the data, pro-
cesses, and technology used in a given enterprise and the relations between
them. As such, information architecture includes the databases, applications,
standards, procedures, information use and confidentiality policies, hard-
ware, software, and networks for a given public health enterprise.

The elastic concept of a public health enterprise is important here. A public health
enterprise may be, for example, the local public health department, a particular divi-
sion within a large metropolitan health department, a state health department, or the
entire local-state-federal public health system. The scope of the enterprise is defined
by the nature of the information system being developed. For some information
systems (e.g., a system for tracking publications in progress), the enterprise might be
appropriately defined as the epidemiology research unit in a given health depart-
ment. However, for any information system in which data are likely to be shared with
other organizations or with other parts of an organization, or in which data are likely
to be entered and stored redundantly with other existing systems (e.g., patient names),
the nature of the enterprise should be defined much more broadly. For certain appli-
cations (e.g., public health surveillance of reportable infectious diseases), the public
health enterprise for which the architecture is designed might properly be consid-
ered to include local health departments, state health departments, and the fed-
eral Centers for Disease Control and Prevention (CDC).
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Benefits of an Information Architecture

There are myriad benefits to be derived from developing public health informa-
tion systems using the concept of information architecture. First, of course, the
architecture provides a guiding plan across development projects. Second, an
information architecture promotes a component orientation to the development
process, so that larger pieces of the system are built out of smaller units. This
component orientation allows for easier development (in that big problems are
broken down into manageable chunks—so-called “functional decomposition”),
easier upgrades, and easier incorporation of new information technologies. Third,
an information architecture simplifies systems by decreasing redundancy of data
entry and storage, and by providing a coherent approach to cross-cutting systems
issues like security and data backup. Fourth, an information architecture usually
promotes efficiency and interoperability through the incorporation of standards
(e.g., for data representation and user interface) and through solving common
challenges once instead of many times in many ways. Fifth, an information archi-
tecture also necessarily promotes planning and clarifies business processes, as
discussed further below.

Sixth, and perhaps most importantly, an enterprise-wide public health infor-
mation architecture returns the locus of control and decision making to the ex-
ecutive level and takes it away from the information technology community.
Simply put, using a coherent information architecture provides the basis for
business control over the distributed development of information systems. To
return to our house-building metaphor, the prospective homeowner does not
closely supervise and interact with all the builders, electricians, plumbers, and so
forth. Instead, the homeowner specifies the nature of the home to be built via
architectural plans developed with the help of an experienced architect. These
plans, clearly communicated to the general contractor, form the basis for the
homeowner’s control over the building process. In the same way, public health
executives can direct the development of information systems by means of the
clear business specifications inherent in a well-developed information architec-
ture. These specifications are developed through a variety of formal and informal
processes, including a process called joint application design (JAD). Table 5.1
provides a comparison of the features of systems developed with and without a
guiding information architecture.

Of course, architectural plans come in many levels of detail. Only certain
levels of architecture detail, or views of the architecture, are the appropriate
concern of the owner-designer, whether of homes or of information systems.
Information system development requires multiple levels of architectural plans,
from general ‘business’ views (representing overall public health processes
and objectives) to specific technical views (indicating specific technology
and implementation details). The business views of the information architec-
ture represent what processes need to be automated, whereas the information
technology views of the architecture represent how these processes should be
automated. It is important, however, to recognize that the specific (i.e., tech-
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TABLE 5.1. Comparison of information systems developed with and without a guiding
information architecture

 Development Guided by
System Attribute Independent Development Information Architecture

Planning for develop-
ment projects

No guiding plan across de-
velopment projects

A single plan guides develop-
ment across development
projects.

Whole vs. component
orientation

Oriented to one application
or system built as an inte-
gral whole

Uses component orientation so
that larger pieces of the system
are built from smaller units, al-
lowing easier development,
easier upgrades, and easier in-
corporation of new technology.

Each system built independ-
ently, necessitating (at the
agency level) redundant
data entry and storage,
multiple security and data
backup systems, etc.

Source: Author

Approach to common
tasks

Integrated approach to common
tasks yields simplified systems,
decreasing redundancy of data
entry and storage, and provides
a coherent approach to cross-
cutting systems issues like se-
curity and data backup.

Utilization of stan-
dards

Independent development
does not necessitate use of
standards. “Home-grown”
standards proliferate, lead-
ing to a lack of inter-
operability, multiple ap-
proaches to data represen-
tation, multiple user inter-
faces, etc.

Established standards em-
ployed, promoting inter-oper-
ability, ease of use across
systems, and efficiency.

Planning and clarifica-
tion of business pro-
cesses

Independent development
proceeds in the absence of
detailed planning, as the
(limited) scope of the single
application does not appear
to warrant thorough plan-
ning processes.

The development of the infor-
mation architecture requires a
clear and relatively comprehen-
sive description of business
processes, which promotes
planning and critical examina-
tion of business processes.

Control of system devel-
opment

Control is local without re-
gard to enterprise-wide
needs; decision making is
often in the hands of the IT
community.

Control is at the executive level;
policy-makers control the dis-
tributed development of infor-
mation systems.
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nical) views of the architecture should be based on higher, business-level
views. In other words, the information technology architecture should be
tightly tied to the business processes and objectives represented in higher-
level views.

Some argue that, given the pace of technological change, it is impractical
to attempt the development of a coherent, enterprise-wide information archi-
tecture—that, by the time the architecture is developed, the rush of techno-
logical advancement will have rendered the plans obsolete. However, the
business views of an information architecture are relatively stable. After all,
despite an ever-widening emphasis on public health reform consequent to the
publication of The Future of Public Health in 1988,1 the business of public
health does not change all that rapidly. Information technology views, on the
other hand, can and should adapt to take advantage of improvements in tech-
nology, while still serving these higher-level business goals.

Developing an Information Architecture

Information Resource Management (IRM)
and IRM Planning
Information resource management (IRM) is, as you might expect, a set of
principles and practices by which an organization manages its information
resources. Inherent in IRM is a disciplined approach to the development and
management of an organization’s information resources: data, applications
(software, programs, code) and technology (hardware, networks, telecommu-
nications). The true importance of IRM, however, lies in its central, underly-
ing ethic: information is one of a public health organization’s key strategic
assets, along with financial resources and human resources. Yet the value of
information is not evident from observing the practices of many public health
organizations. The value that such organizations place on dollars and people
is easily inferred from the careful, high-level way in which these resources are
managed: there is usually a chief financial officer overseeing a budgeting
and accounting operation, and a chief personnel officer overseeing a depart-
ment of human resources. In contrast, relatively few public health agencies
can boast of a chief information officer who oversees a similarly well-staffed
and well-supported information resources management operation. The prin-
ciples and practices of IRM can help a public health organization effectively
harness and deploy the information that is one of the organization’s most
valuable assets.

IRM planning is the process by which an information architecture is de-
veloped. IRM planning also specifies how to achieve the agreed-upon archi-
tecture. The goal of IRM planning is to provide business guidance to those in
the public health organization who develop its information systems and to
provide a framework (in terms of policies, standards, and tools) for an agency’s
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information technology development and management. However, in a larger
sense, IRM planning is synonymous with business planning itself. To be most
effective, IRM planning requires a high-level, comprehensive review of the
business. For a public health agency, it requires a thorough review and
prioritization of the agency’s goals, procedures, customers, organization, and
so forth. These are the high-level “business” elements that determine the
development of the technical levels of the information architecture, as de-
scribed above. Table 5.2 summarizes the nature of IRM planning.

Given the scale, importance, and sometimes-lengthy nature of IRM plan-
ning, it should be undertaken only when there is informed, ongoing, execu-
tive-level sponsorship of the process. Such support is not always easy to
achieve and maintain in a government setting, but it is nevertheless critical:
IRM planning will predictably fail without this key ingredient. After all, it is
the high-level executives who conduct the business planning of which IRM
planning is a part, and it is also these executives who undertake the review of
the business in the planning process.

Stakeholders in a Public Health
Organization’s IRM Planning
To be effective, IRM planning also requires in-depth stakeholder involve-
ment. A common shortcoming in IRM planning comes from defining stake-
holders too narrowly (e.g., as all senior managers and information users in a
particular public health agency). A public health agency, in fact, has many
stakeholders, considering that a stakeholder is anyone or any group affected
in some way by the actions of the organization. For example, for a state health
department, stakeholders in the department’s information resources planning
might include partners in local health departments, community groups, clini-
cal care professionals, allied state and federal agencies, and especially the
general public being served by the organization. Such stakeholders are all
affected in some way by the manner in which a public health agency manages
its information, and they need to be considered and often involved in IRM
planning.

TABLE 5.2. Information resource management planning

• Is business planning—it is not just about IT planning.

• Requires a high-level review of the business—its goals, procedures, customers,
organizational structure, etc.

• Requires ongoing executive level sponsorship. Failure of IRM planning is guaranteed
without this element.

Source: Author
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Steps in IRM Planning

There are three key steps in IRM planning for a public health agency or for
any other enterprise. These steps are (1) understanding the business, (2) sim-
plifying the business, and (3) integrating the business.

The first step in IRM planning is to understand the business—to elucidate
in concrete terms exactly what the public health agency does. This step,
seemingly straightforward, can in fact be the most difficult and time-consum-
ing element. It involves the development of models of the business by use of
formal modeling techniques. It may also involve reexamination and rewriting
of the organization’s mission statement.

The second step in IRM planning is to simplify the business, through reor-
ganization, the use of information technology, or both. Usually, the process
of modeling the workings of a business (including the workings of a public
health agency) reveals a variety of obvious redundancies, outmoded work
processes, and other problems that can be addressed through simplification.

The final step is to integrate the business. With regard to information
resources, integrating the business of public health means arranging public
health information systems so that data, software code, and technology can
be shared across the agency, and so that “one fact is stored in one place.”

Information Resource Models:
Views of the Architecture

As noted, understanding the business of public health involves modeling its
many processes. These models represent the enterprise and the information
resources that support it. The models represent different types of information
(data, applications, technology) at different levels of abstraction (concep-
tual, logical, physical). These different levels of abstraction are analogous to
the different levels of architectural diagrams, the different architectural
“views” we have discussed.

Perhaps the most famous of the architectural diagrams used for such mod-
eling is John Zachman’s Enterprise Architecture Framework, first published
in 1987.2 Zachman developed the diagram after observing how the architec-
ture and construction industries as well as the engineering and manufactur-
ing industries managed change. The Zachman framework provides a model of
how enterprise managers and their information technology (IT) departments
can work together to design and change enterprises and the computer systems
that support them and to develop the capability for rapid organizational
change. The Zachman framework is shown in Figure 5.1.

For all practical purposes, the Zachman framework of business models and
information types uses a two-dimensional structure to describe the informa-
tion architecture of an enterprise. The first dimension describes the roles
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involved in information systems design, while the second dimension speci-
fies various attributes of the system. Table 5.3 is a representation of this two-
dimensional framework.

Employing slightly different terminology from that used in Figure 5.1, we
can further describe the levels in this model as they apply to a public health
agency.

The enterprise (functional) model describes what the enterprise does (or
should be doing) to meet its missions and objectives, and describes what the
enterprise needs to know to do it. The information model identifies and de-
fines the subjects (entities) about which the enterprise keeps information and
also identifies the significant relationships between those entities (entity-
relationship diagrams). This information model provides the basis for later
database development. The application models identify and define a set of
applications that support the enterprise and information models. The distri-
bution model specifies the physical distribution of entities and applications
of the models to physical locations. Finally, the technology model specifies
the blueprint for the development and integration of the information technol-
ogy resources of the enterprise, now and for the future.

Public health executives should be intimately involved in the develop-
ment of the first (enterprise) level of the framework. In addition, public health
officials involved in defining the databases needed to support public health
action should be closely involved (along with database designers) at the
second (information) level of the framework. As one proceeds toward the
lower levels of the framework, the lead responsibility shifts from public health
officials to information systems specialists. For example, IT professionals
should take the lead role in the technology model, although executives at the
enterprise level will necessarily be involved.

Next Steps: Implementation/Migration Plan

Modeling the business of a given public health agency and then determining
how that business can be simplified and integrated by use of information

TABLE 5.3. The two-dimensional framework of the Zachman model

  Participant What (Data) How (Function) Where (Network)

Planner/Owner

Designer

Builder

Subcontractor

Source: Author
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technology is the essence of developing an information architecture. This
process defines where you are, both in terms of your agency and the informa-
tion systems that support it, and where you want to be.

However, the planning process requires one final ingredient before a public
health organization can determine how to begin moving toward the desired ar-
chitecture. This ingredient is an implementation and migration plan. This plan
(or set of plans) needs to lay out a stepwise process for moving from legacy
information systems to the new systems called for in the IRM plan. The imple-
mentation/migration plan defines, scopes, and sequences a comprehensive set of
projects that will design and build or otherwise acquire the data structures, appli-
cations, and IT represented in the models. This plan needs to account not only for
the technical challenges, but also for the human and organizational challenges
inherent in all information systems development projects.

Getting There: Toward Information
Architecture in Public Health

The potential benefits of an information architecture for public health are
clear and compelling, but the development of this architecture is an arduous
task. This chapter has described how one process (IRM planning) can be used
to develop an information architecture for a given enterprise, but this formal
approach is not feasible organizationally or politically in every public health
agency. Different state health departments have, in fact, taken approaches of
varying formality. However, almost all state health departments are working
at some level to articulate a guiding architecture for their information sys-
tems development. The inefficiencies and frustrations associated with the
heretofore “Wild West” approach to public health information systems devel-
opment have convinced many that a more coherent approach is long overdue.

Questions for Review

1. Public health officials in the epidemiology division of a large state health
department have decided to develop an information system that will allow
them to collect and analyze data related to an outbreak of a new virus in
their state. Although the state health department operates integrated
information systems developed for epidemiological studies, the planned
system will not have any compatibility or interoperability with those
systems, nor will enterprise management be involved with development
of the new system.
a.  Will this system be developed more quickly than it would be if it were

developed as part of the state health department’s integrated information
systems? Will it be more difficult to build? Will it be more difficult to
maintain?
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b.  Given the existence of a guiding enterprise-level information
architecture, is it ever appropriate to develop such independent
systems? If so, under what circumstances is it appropriate?

2. Explain the difference between “business” views and information
technology views of an enterprise’s information architecture.

3. Most public health agencies and organizations have not managed their
information assets as strategically as they have their personnel and
financial assets. Why is this so?

4. Explain why IRM planning is so closely linked to business planning. In
what ways are a public health organization’s mission, organization, and
processes connected to IRM planning?

5. A state health department is engaged in IRM planning. For each of the
activities listed in the first column below, indicate whether an activity is
most directly related to (1) understanding the business, (2) simplifying
the business, or (3) integrating the business by putting a checkmark in the
column corresponding to the IRM planning step to which the activity
relates.

         Understanding      Simplifying       Integrating
Activity the Business the Business the Business

The department implements plans
to ensure that all divisions within
the agency share the same data,
software code, and technology.

The department reorganizes its
divisions to eliminate duplication
of effort.

The department develops a stra-
tegic plan, including a mission
statement, to recognize the nature
of its activities.

The department streamlines pro-
cedures to be used by all divi-
sions in undertaking the
department’s mission.

6. In a public health organization’s application of the Zachman model,
leadership for the higher-level views of the architecture resides among
public health officials, whereas leadership for lower levels tends to shift
to information systems specialists. Why this shift in leadership? What
features differentiate lower levels of the model from higher levels?
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7. Why is modeling the “business” of public health an important feature in a
given public health organization’s effort to develop an information
architecture?

8. How does an implementation/migration plan for information technology
differ from the general business planning that is part of IRM planning?
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Learning Objectives

After studying this chapter, you should be able to:

• List the core disciplines of public health informatics and describe the
areas of management that they comprise.

• Describe the knowledge domains of public health informatics.
• List the key public health informatics competencies for public health

practitioners.
• List the key public health informatics competencies for public health

informaticians.
• Explain why management skills are more important than technical skills

for a public health informatician.
• Explain how public health organizations can promote the acquisition of

public health informatics skills by employees.

Overview

What competencies in public health informatics should a public health prac-
titioner possess? What competencies should a public health informatician
possess? How can public health provide the educational and skill-building
experiences that both public health informaticians and public health practi-
tioners need? These are some of the questions that need to be asked early in
the development of this discipline. Defining the core knowledge is necessary
for an understanding of what competencies are needed. There are two meth-
ods for identifying core knowledge—watching experts doing their jobs, or
asking them about what it takes to do their jobs. Because of time and travel
constraints, it is difficult to watch informaticians and public health practitio-
ners do their jobs, but asking them is feasible. From the identified knowledge,
four domains of public health informatics knowledge that encompass the



skills and knowledge public health practitioners and informatics specialists
need to possess become apparent. To determine how these skills and this
knowledge may be turned into educational interventions for use by public
health organizations and academic institutions is a challenge the discipline
of public health informatics must face.

Introduction

In Chapter 1, Patrick O’Carroll defined public health informatics as “the sys-
tematic application of information and computer science and technology to
public health practice, research, and learning.” Still, a definition by itself
does not answer several questions:

• What should public health informaticians know in order to assist public
health practitioners in applying information and computer science and
technology to public health practice, research, and learning?

• What should public health practitioners know in order to apply public
health informatics appropriately to public health practice?

• What specific competencies should public health informaticians have in order
to apply the necessary knowledge to assist practitioners in such tasks as
collecting, organizing, manipulating, and reporting data and information?

• What informatics competencies should public health practitioners possess?
• How can public health provide the educational and skill-building experiences

that both public health informaticians and public health practitioners need?

The principal purpose of this chapter is to develop answers to these ques-
tions. Developing these answers will require us first to establish a process for
defining core knowledge. We can then move to consideration of the knowl-
edge domains of health-related informatics in general. With this framework
established, we can focus on the knowledge domains specific to public health
informatics. Finally, we will isolate the public health informatics competen-
cies—the skills and knowledge—that are important for public health
informaticians, on the one hand, and for public health practitioners, on the
other. We will conclude the chapter with a brief discussion of how public
health can provide the educational and skill-building experiences that both
public health informatics specialists and public health practitioners need.

Defining Core Knowledge

For our purpose, we will use a four-step cyclic process to define the core
knowledge of public health informatics and, for that matter, of health-related
informatics in general, as illustrated in Figure 6.1.
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The process begins with an examination of the curricula—whether the
curricula relate to formal educational exposure in a public health school or to
direct experience and training—that lead to the acquisition of knowledge of
a field. The curricula, in turn, suggest knowledge domains, or fields of knowl-
edge. These knowledge domains, in turn, provide the basis for the develop-
ment of competencies—the general abilities that an individual needs to possess
in order to apply knowledge. The competencies then lead to the skills and
knowledge—the specific abilities—required for exercise of the competen-
cies. Finally, these skills and knowledge provide the basis for what needs to
be taught in a curriculum that is designed to convey the core knowledge.
Although an arbitrary end is placed here at curriculum design, this cyclic
process is continuous.

Public Health Informatics Knowledge Domains

What are the key knowledge domains in public health practice in general and
in public health informatics in particular? We will answer this question in two
parts, focusing first on knowledge domains in public health practice and later
on knowledge domains specific to public health informatics.

Knowledge Domains in Public Health Practice

The Public Health Foundation and its Council on Linkages between Academia
and Public Health Practice have identified eight public health knowledge
domains required of public health practitioners, as listed in Table 6.1.1

These knowledge domains apply to all public health workers, not merely
to public health informaticians, and their soundness is self-evident. Without
analytic/assessment skills, for instance, a public health practitioner is unable

FIGURE 6.1. The knowledge determination process.
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to apply appropriate methods to address outbreaks of disease. Without basic
public health science skills, a practitioner lacks the background to conduct
an analysis or an assessment of a public health problem. Without cultural
competency skills, the same practitioner lacks the basic framework for ad-
dressing the public dimensions of a health problem and for understanding the
associated behaviors. Without communication skills, a practitioner lacks the
ability to communicate with the public and to publish findings, etc. Although
these domains do not address informatics, there is a subset that contains some
informatics-related competencies (i.e., managing information systems for col-
lection, retrieval, and use of data for decision making). Just as with these
public health knowledge domains and related competencies, we need to make
public health informatics competencies more explicit to assist in training
programs and curricula development. To accomplish this, we must determine
the knowledge domains and underlying competencies, along with the sup-
porting skills and knowledge in public health informatics.

Knowledge Domains in Public Health Informatics
What are the knowledge domains specific to public health informatics? An ac-
ceptable method to answer this question is to identify and interview public health
informatics experts to determine what they think are the important skills and
knowledge in the discipline. Once the data are collected, sorted, and classified,
we can begin to define knowledge domains and key competencies and create a
competency model that is confirmed with other experts. 2–4 We interviewed ex-
perts in informatics in general and in public health informatics in particular.5

These interviews revealed, first of all, that the emphasis in public health
informatics should be on methods, rather than on specific software applica-
tions or technology. The basis of this emphasis is that a public health
informatician may be called upon to undertake many different tasks and to
focus more on the development, implementation, management, and evalua-

TABLE 6.1. Core public health knowledge domains

➢ Analytic/assessment skills

➢ Basic public health science skills

➢ Cultural competency skills

➢ Communication skills

➢ Community dimensions of practice skills

➢ Financial planning and management skills

➢ Leadership and systems thinking skills

➢ Policy development/program planning skills

Source: Public Health Foundation, Refining and Validating Public Health Competencies:
A Proposal for Next Steps. Washington, DC, 1999.
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tion of the overall information system than on a specific technology. In fact,
specific software applications may be the responsibility of epidemiologists,
biostatisticians, or others in the public health office, rather than of the
informatician.

The experts emphasized that public health informaticians need to have
knowledge in five core disciplines of public health to understand the unique
problems associated with public health practice. In addition to having core
public health knowledge, public health informaticians must have knowledge
in five other science-related areas, understand the related management impli-
cations, and be able to perform the associated skills. Table 6.2 shows these
core disciplines and associated skills.

The experts stressed the overriding importance of a public health
informatician being able to exercise management skills, with a heavy empha-
sis on people skills, communication skills, interpersonal skills, and planning
skills. These skills were deemed more crucial than the acquisition of specific
expertise in a particular science. In short, the skills that the experts empha-
sized were those associated with being able to apply knowledge effectively.
They agreed that public health informaticians should be able to understand
how to capture information more efficiently, how to manipulate it, how to
disseminate it, etc., through an essential understanding of information sys-
tems and information technology. Although several experts suggested other,

TABLE 6.2. The core disciplines of public health informatics

Sciences Management Skills

Computer science Knowledge representation
skills

Technology management
Database management
Network management

Information science Technical skillsInformation management

Behavioral science Personnel management People skills
Communication skills
Interpersonal skills

Organizational
science

Organizational manage-
ment
Transition (change) man-
agement

Facilitation skills
Leadership skills

Management science Resource management
Program management
Project management
Process management

Management skills
Planning skills
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more specific knowledge areas—standards, evaluation or outcomes assess-
ment, Web design, hardware, and software—most emphasized the acquisition
of comprehensive understanding as more vital.

Further analysis of the interview results revealed that all the knowledge
areas can be collapsed into four main knowledge domains, as shown in Table
6.3. We will briefly define and discuss the nature of each of these domains.

Organization and Systems Management
This domain includes the competencies needed to manage projects, programs,
and organizational and technology systems. For example, it includes the
competencies discussed by Kitch and Yasnoff in Chapters 7 and 8—the abil-
ity to assess business processes in public health, the ability to manage infor-
mation technology personnel, and the ability to manage information
technology projects. It also includes such competencies as managing organi-
zational change (see Chapter 9).

Information Systems
This domain contains the competencies needed to design, develop, imple-
ment, and evaluate information systems. It essentially includes tasks such as
identification of the appropriateness of using information technology to solve
the public health problem being addressed, examination of the needs of us-
ers, and integration into existing systems. It also includes the ability to exer-
cise knowledge of data standards (see Chapter 11) and to evaluate the
effectiveness of a system, once it is implemented (see Chapter 12).

Information Technology
This third domain differs from the information systems domain in that the
emphasis of information technology is on the hardware and software aspects—
the computers, networks, communication technology, software applications,
etc. It includes the technology used to complete a task, whereas information
systems are overall methods and technology used to complete the task or
solve the problem.

TABLE 6.3. The knowledge domains of public health informatics

Domain I Domain II Domain III Domain IV

Organization and
systems manage-
ment

Information systems Information technology Public health
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Public Health
This domain concentrates on the acquisition and exercise of knowledge in
the five core public health disciplines: (1) behavioral sciences, (2) biostatis-
tics, (3) environmental health, (4) epidemiology, and (5) health services. With-
out knowledge of these disciplines, a public health informatician is unlikely
to be able to apply systems and technology effectively to support public
health practice. In particular, the experts emphasized that public health
informaticians must possess more than a knowledge of informatics: they must
also possess a knowledge of the disciplines within which all public health
practitioners function.

Public Health Informatics Competencies
for Public Health Practitioners

The knowledge domains we have discussed set the stage for the next step in
our process—determining the critical competencies, skills, and knowledge
within those knowledge domains for both public health informaticians and
for public health practitioners. We will begin with a focus on public health
informatics for public health practitioners.

Friede et al. provided an early definition of public health informatics that
includes several competencies associated with the application of information
science and technology to public health practice and research.6 These authors
suggested the definition should include developing innovative ways to use
inexpensive and powerful computers, on-line databases, and the capacity for
universal connection of people and computers, together with multimedia com-
munications, to support the mission of disease prevention and health promo-
tion. Among the skills and knowledge needed to perform the functions of
public health informatics are:

• Skills and knowledge in computer science, together with competency in
the use of computers, as a means of developing innovative ways to apply
computers to public health practice

• Skills and knowledge in information systems management and technology
in order to implement effective database design and development

• Skills and knowledge in information science sufficient to develop a
universal connection among people, computers, and multimedia
communications

• Currency in the theories and skills related to the five core areas of public
health and the information resources available within these core public
health areas

The question here is why are these skills important for public health practitio-
ners? One major reason for obtaining and maintaining these skills and the associ-
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ated knowledge is that public health information resources are rapidly expand-
ing, both for public health practitioners and for consumers.7 Besides knowing
how to access, store, and share information, the knowledgeable public health
practitioner also must contribute to consumer health networks and participate in
consumer health bulletin boards and mailing list servers (e.g., LISTSERV) as
means of helping to keep information accurate and current. As the general public
becomes more knowledgeable about personal information technology, a compe-
tent public health practitioner will need to use this electronic connection to
promote the core functions of public health—assessment, policy development,
and assurance. Secondly, practitioners who understand how to use information
technology effectively and who can implement its potential will be innovators in
the delivery of public health delivery systems.8

Competencies
Before we continue discussing competencies, we need to ask the question:
what is a competency? Although the term competency has been defined dif-
ferently by nearly everyone who has developed competencies, three terms are
usually included: (1) knowledge, (2) skill, and (3) attitudes or values. In this
chapter, we discuss both core competencies and other competencies. Here,
core competency is defined as the fundamental knowledge, ability, or skill for
the specific subject of public health informatics. The “core” part of the term
indicates that it the basis from which additional competencies—a subset of
core skills and knowledge—are derived by the individual to perform a spe-
cific task. A specific competency indicates a mastery of the knowledge and
skills to perform a specific task; such a competency is often used to measure
performance, or outcomes. The focus here is on the broader competencies that
would be common throughout all public health organizations.

To determine the importance of the identified competencies, a Web-based
Delphi survey—an iterative questionnaire that refined opinion—was adminis-
tered to a larger group of experts, including those who had participated in the
interview. The survey elicited judgments about the critical (or highest priority)
and the important (second highest priority) competencies and skills and knowl-
edge for public health informaticians and for public health practitioners.

Critical and Important Competencies
for Public Health Practitioners

The surveyed experts suggested that public health practitioners need only a
moderate level of knowledge of public health informatics. Table 6.4 provides
a listing of the informatics competencies that the experts believed a public
health practitioner should possess.

Although the experts did not view any of these competencies as critical for
a public health practitioner, they saw the ability to use resource management
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skills and knowledge to provide efficient support for public health informa-
tion systems as important. Equally important was the ability of the practitio-
ner to apply information management knowledge and skills to support public
health efforts.

Of moderate importance were such competencies as a public health
practitioner’s ability to apply project management skills and knowledge to
the development of public health information systems; to apply change man-
agement skills within a public health organization; to know how to plan,
design, and develop the right kinds of information systems; to understand
how to implement and evaluate public health information systems; and to
develop/adopt information technology in public health.

Thus, the survey results clearly indicate that there should be no effort to
transform public health practitioners into informatics specialists. Rather, the

Apply skills and knowledge about information technology hardware to assist in the
development and adoption of appropriate information technology in public health.

TABLE 6.4. Delphi survey opinion of informatics experts about informatics competen-
cies required of public health practitioners

Demonstrate skills and knowledge to plan, design, and develop information systems that
meet the needs of public health practice and research to create effective and efficient
public health systems.

Use resource management skills and knowledge to provide efficient support for public
health information systems.

Apply information management knowledge and skills to support public health efforts.

Moderately important competencies

Apply project management skills and knowledge to develop public health information
systems.

Use change management skills and knowledge to encourage adaptation of current meth-
ods and adoption of new methods of information management.

Apply public health science theories, principles, and methods when developing public
health information systems.

Use information systems skills and knowledge in the implementation of public health
systems.

Use information systems skills and knowledge to evaluate implemented public health
information systems.

Important competencies

Apply skills and knowledge about operating systems, software, and applications when
developing or consulting on a public health information system.
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aim should be for public health practitioners to be knowledgeable in infor-
mation systems and information technology, so that they can be effective
managers and users of these resources.

In fact, the specific skills and knowledge that experts regarded as critical for
public health practitioners include those that one would expect them to possess
if they were involved in public health, even if no information systems were
involved. Table 6.5 lists these critical skills and the associated knowledge.

The critical items include leadership; political aptitude; knowledge of the
theory, principles, and methods of public health core disciplines; and good
communication skills. Among these items, there are only two information
technology–related items: (1) practitioners should be able to search the Web
to find public health information, and (2) practitioners should be able to use
presentation and communication applications. In summary, the experts indi-
cated that the emphasis for public health practitioners in the field of
informatics should be on the basics, or literacy, in informatics, computers,
and information.

Use different Web browsers and search engines to effectively find public health informa-
tion.

TABLE 6.5. Critical skills and knowledge for public health practitioners

Identify, participate in, and be sensitive to office, local, state, and federal politics.

Develop strategic plans that reflect future needs of public health and information technol-
ogy.

Apply leadership and advocacy skills within all levels of the public health system.

Demonstrate good communication skills to interact with a variety of technical and health
professionals interpersonally, in public speaking and through writing.

Identify situations when public health and technical experts should be asked for advice.

Maintain security, privacy, and confidentiality of personal and public health information
within local and enterprise systems.

Use presentation applications (e.g., PowerPoint) and communication applications (e.g.,
e-mail, mailing list servers such as LISTSERV) to effectively communicate.

Critical Skills and Knowledge

Apply biostatistics theory and methods.

Apply environmental and occupational health theory, principles, legislation, and meth-
ods.

Apply health service administration theory, methods, principles, and models.

Apply epidemiology theory and methods.
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Critical and Important Competencies
for Public Health Informaticians

The public health informatician must possess numerous critical informatics
competencies and several important competencies. Table 6.6 provides a list-
ing of the competencies that the experts believed a public health informatician
should possess.

Interestingly, the critical competencies predominately are from the man-
agement domain, Domain I, organization and systems management. Compe-
tencies from the technology knowledge domains (Domain II, information

Apply skills and knowledge about information technology hardware to assist in the
development and adoption of appropriate information technology in public health.

TABLE 6.6. Competencies necessary for public health informaticians

Demonstrate skills and knowledge to plan, design, and develop information systems that
meet the needs of public health practice and research to create effective and efficient
public health systems.

Apply project management skills and knowledge to develop public health information
systems.

Use change management skills and knowledge to encourage adaptation of current meth-
ods and adoption of new methods of information management.

Apply information management knowledge and skills to support public health efforts.

Apply basic information systems and information systems theory to create effective and
efficient public health systems.

Use information system skills and knowledge in the implementation of public health
information systems.

Use information system skills and knowledge to evaluate implemented public health
information systems.

Critical competencies

Apply skills and knowledge about operating systems, software, and applications when
developing or consulting on a public health information system.

Important competencies

Apply skills and knowledge to develop software for unique public health needs.

Use resource management skills and knowledge to provide efficient support for public
health information systems.

Apply public health science theories, principles, and methods when developing and
implementing information systems.
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systems; and Domain III, information technology) are secondary. The critical
competencies include project management skills, change management skills,
planning and design skills, implementation and evaluation skills, and con-
sultation skills. It is important to note that many of these critical competen-
cies are related to general management skills, rather than to any specific
knowledge of technology. In short, the experts viewed those higher-level
skills as considerably more important for a public health informatician than
the development of purely technical expertise. The important competencies
for public health informaticians include the ability to exercise resource man-
agement skills and the ability to apply skills and knowledge in the develop-
ment of software for unique public health needs.

This opinion strongly reinforces an underlying fact: Public health
informaticians are the managers, designers, developers, implementers, and
evaluators of public health information systems. They are not merely better
database builders. Although databases are important to the practice of public
health, the people who create and populate  them are not necessarily en-
gaged in informatics; rather, they are using information science and computer
science skills and knowledge. Public health informaticians work at a consid-
erably broader and more encompassing level, emphasizing overall manage-
ment of the system. They have competencies in all four of the knowledge
domains.

Providing Educational and Skill-Building Experiences
for Public Health Practitioners and Informaticians

How can public health provide the educational and skill-building experi-
ences that both public health informaticians and public health practitioners
need? Clearly, public health informaticians and public health practitioners
could obtain informatics education at schools of public health. However, for
public health practitioners, it is impractical to leave full-time employment to
enroll in a school or graduate program of public health. Public health man-
agement, however, can open other avenues of informatics training for practi-
tioners. These avenues include continuing education programs and in-service
courses.

Continuing Education Programs
The most effective method to reach public health practitioners in need of
education in public health informatics is continuing education programs.
Many schools and graduate programs in public health offer continuing edu-
cation programs. These can take the form of evening courses at a school,
courses taught by faculty at a public health work site, and even distance
education courses. Delivery of these educational programs can be accom-
plished in a variety of ways. Such programs can take the form of regular
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college courses, short seminars, or nontraditional courses, including Web-
based courses, teleconferences, or self-instructional media programs.

In any case, such programs and courses need to focus on the critical and
important public health informatics skills and knowledge. They will also
require organizational support and sponsorship from the organizations to
which public health participants belong. Such sponsorship of education and
training in public health informatics is critical if public health is to meet
current and future challenges.

In-Service Courses
In-service courses are another way that public health organizations can meet
the needs of public health practitioners for education and training in
informatics. Such courses may be offered individually, focusing on specific
topics related to critical and important competencies, or as part of a series. In
larger public health organizations, an employee with advanced public health
informatics knowledge and competencies could teach the courses. Such in-
service courses could serve not only to develop an understanding of the
principles of public health informatics, but they could also develop indi-
viduals who in turn can help co-workers to learn how to use and manage
information systems and technology. The internal support network created
by this sharing of knowledge may be invaluable for increasing the skill level
of public health practitioners and the improvement of public health practice.

Schools and Graduate Programs of Public Health

In schools and graduate programs of public health, the differences in training
between informaticians and public health practitioners can be expressed at three
different levels: (1) introductory informatics training that every master of public
health (MPH) or master of science in public health (MSPH) student receives prior
to graduation; (2) advanced training for those who have a public health disci-
pline, but want to increase their informatics skills and knowledge; and (3)
informatician training that focuses on the all of the informatics competencies.

Introductory Training
At this level, the emphasis should be on an understanding of (1) what
informatics is, (2) computer literacy, (3) information literacy, (4) basic infor-
mation management, and (5) basic software programs.

Advanced Training
Advanced training would include some of the competencies, skills, and knowl-
edge found to be critical and important for public health informaticians (see
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Table 6.6). This level would emphasize the organizational and system man-
agement competencies in informatics. This training could not occur in the
confines of one course. A series of courses would need to be developed to
support this level of learning.

Informatician Training
Informatician training should be made available to MPH/MSPH students who
want to pursue professional careers in public health informatics. Courses
should focus on all the competencies and the skills and knowledge that are
critical and important for public health informaticians. This level of training
would need a series or track of courses specifically designed to produce com-
petent public health informaticians.

Faculty
Who would teach these courses? Most graduate programs and schools of
public health currently offering courses in public health informatics have
only enough resources to offer an overview course or courses that cover only
some of the needed competencies.9 At this point in the development of the
discipline, there are very few faculty who have the training and background
in public health informatics to teach the courses needed for advanced train-
ing of public health informaticians. Partnerships with other disciplines,
informatics professionals, or other public health schools or programs may be
a solution to this problem.

Academic Residence
Where should this training for public health informaticians and advanced
training for public health practitioners take place? One argument is that an
informatician is first and foremost an informatician and is only secondarily a
public health professional. According to this argument, public health
informaticians should be trained in established health informatics programs.
The supplemental public health theory and experiences could be acquired at
a school or graduate program of public health. Until there is a cadre of faculty
in public health who have the background to teach public health informatics
in the work place, this model of academic residence may be the most realistic.
For some graduate programs in public health with limited faculty and stu-
dents, this may always be the realistic model.

The argument for housing the public health informatics track in the schools
and graduate programs of public health is based on the idea that public health
informatics is an integral component of public health. If public health activi-
ties truly are based on the use of information, it is especially important for
public health faculty and students in schools and graduate programs of pub-
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lic health to have exposure to the models, theories, and activities of the
faculty and students in the informatics department. Collaboration on research
projects would push the innovative envelope for public health informatics.
Furthermore, it would be an avenue to encourage other public health faculty
and students to participate in public health informatics research.

Conclusion

The challenge facing public health informatics is educating the public health
workforce in the knowledge domains that are the framework for public health
informatics. This chapter is an initial step. It sets forth baseline, or broad,
informatics competencies that public health practitioners and public health
informaticians, respectively, need to possess. Efforts to further test and im-
prove these competencies need to be made. Clearly, the experts think that
public health practitioners should have, at a minimum, competency, or basic
literacy, in computers, information, and technology. For public health
informaticians, competency must include a host of management-related skills,
not merely specialization in technology. These skills include project man-
agement skills and knowledge, change management skills and knowledge,
and skills in planning, designing, and developing information systems.

The next step is to create educational experiences that are easily acces-
sible for practitioners and informaticians. Public health schools and graduate
programs, professional organizations, public health agencies, and private in-
dustry need to collaborate in developing educational programs that provide
practitioners opportunities to increase their informatics skills without leav-
ing their jobs. The academic experiences of MPH/MSPH students need to
provide informatics competencies either through existing courses or the de-
velopment of an informatics track. The experiences for the public health
informatician could come from specialized tracks within schools and gradu-
ate programs of public health or from other sources.

For both groups, attaining and maintaining these skills is crucial if public
health is to address future challenges. In addition, addressing these chal-
lenges will require the leadership in public health to recognize the need for
these skills—indeed, for public health informatics—and to provide the nec-
essary training for employees to acquire them.

Questions for Review

1. Explain why experts assert that the emphasis in public health informatics
should be on methods, rather than on specific software applications or
technology. Why isn’t an understanding of software or technology enough?

2. The experts indicated that they thought management-related competencies
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were important and critical to both practitioners and informaticians. In
what sense can it be said that management skills are more important than
technical skills in public health informatics?

3. Why are leadership and advocacy skills critical to public health
practitioners in the area of public health informatics?

4. Briefly delineate the key differences between the critical informatics
competencies for a public health practitioner and the critical informatics
competencies for a public health informatician.

5. What benefit would public health practice derive from the inclusion of
public health informatics in the established public health curriculum?

6. List and describe at least two possible methods that could be used to
increase informatics competency in the public health workforce.

7. Differentiate among a) introductory training, b) advanced training, and c)
informatician training in public health education. To which level should
every public health professional be exposed?
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Learning Objectives

After studying this chapter, you should be able to:

• Explain why an information system project must begin with a thorough
analysis of the business process the project is to support, and list four
questions a project manager should ask in this analysis.

• Explain why the typical hierarchical organizational structure limits the
understanding of business processes in an organization, and describe the
nature of the additional parallel structure in a public health organization
that further hinders process understanding.

• List the elements that a model for public health informatics should possess
and the linkages that an information system should provide for federal,
state, and local public health organizations.

• List the three options for selection of an information system project strategy,
and describe the nature of the consideration that an information system
project manager should give to each.

• Explain why a sound requirements definition for a new information system
is crucial, and describe the steps that a project manager should take in
developing the requirements definition.

• List and discuss seven questions that an information system project manager
should be able to answer in applying creative thought to process
reengineering.

• Explain why using the strategy of comparing a vendor’s product to the
organization’s needs is superior to a strategy of comparing one vendor to
another in evaluating vendor responses to a request for proposal.

• Identify the three goals associated with information systems effectiveness
auditing and the work activities associated with each.

• List and describe the principles of effective cost estimating for an
information system project, and explain why (1) preparing estimates for
many elements is likely to produce a more accurate project cost estimate



than preparing estimates for only one or two elements, and (2) a project
cost estimate becomes progressively more accurate as an information system
project proceeds.

• Differentiate between direct and indirect benefits of an information system
project, and list at least seven ways that an effectively developed and
implemented information system can provide value to an organization
other than monetary value.

• Discuss the principles involved in determining when an information system
project is completed, and explain why effort and completion are not directly
correlated for such a project.

• List and discuss five questions that an information system project manager
can ask in determining the completeness status of stages in an information
system project.

Overview

How does one go about managing an information system development project,
and how can the value of such a project be assessed? This chapter provides
some answers to this dual question. Effective information system project
management begins with an assessment, and sometimes a reengineering, of
the business process or processes that a new system will support. Effective
project management also requires use of a comprehensive public health
informatics model that recognizes an emphasis on business processes rather
than on programs and employs both horizontal and vertical integration. Only
after the process analysis and possible reengineering does a project manager
choose a strategy for the project implementation.

Introduction

Information systems development in private industry has gone through a
number of stages over the past 30 years. In many respects, the use of informa-
tion systems in public health has traveled only about half that distance and
lags behind other medical disciplines, as Patrick O’Carroll indicates in Chap-
ter 1. True, public health uses modern hardware and communications tech-
nology extensively, but the application of informatics for the purpose of
improving productivity and business practices is piecemeal and spotty at
best. In contrast, private industry has used key discoveries in the application
of information systems within business environments made in the late 1980s
and popularized in academic and consulting circles in the 1990s. These dis-
coveries, often marketed under the guise of business process analysis or
reengineering, produced a wave of information system integration and ex-
pansion in private industry.
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The principles derived from this private sector activity are also critical to
the application of informatics in public health. Understanding these prin-
ciples and how they apply to public health begins with an understanding of
business processes and the need to analyze those processes carefully before
undertaking an information system project. After all, as Marion Ball has
pointed out in Chapter 3, the value of informatics is in part derived from the
opportunity to examine and modify work processes.

In this chapter, we will define and discuss the nature of business processes
in public health and the way in which organizational structure needs to sup-
port and reflect those processes in the development of a public health infor-
mation system. We will next present an overall model for public health
informatics. We will then proceed to discuss the nature and methodology of
information system projects, including coverage of how to define require-
ments for such a project, how to reengineer processes as part of the project
activity, how to evaluate and select vendors, the steps involved in develop-
ment and implementation, and how to conduct post-auditing. After discuss-
ing cost estimation for an information system project, we will conclude the
chapter with coverage of how to define the benefits to be derived from the
project, how to assess the project’s value, and how to establish a conceptual
framework for management of information system project activities.

Business Processes

We begin with the definition of a business process. The term itself suggests a
process that is in some way associated with a business activity, as opposed to
some other framework, such as a chemical process. Within the context of
a business framework, the published literature associated with the concept
of business process reengineering has defined a business process in several
ways:

• “A process is a structured, measured set of activities designed to produce a
specified output for a particular customer or market. It implies a strong
emphasis on how work is done within an organization, in contrast to a
product focus’s emphasis on what.”1

• “A business process is a series of steps designed to produce a product or
service. A process can be seen as a ‘value chain.’ By its contribution to the
creation or delivery of a product or service, each step in a process should
add value to the preceding steps. Processes are the way in which work gets
done within organizations.”2

• “A business process is a collection of activities that takes one or more
kinds of inputs and creates an output that is of value to the customer.”3

All these definitions are fairly consistent in terms of a basic definition, but
each emphasizes a slightly different aspect because of the author’s particular
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emphasis in defining business process reengineering or improvement. Dav-
enport, for example, links reengineering to its roots in industrial engineering,
thus emphasizing task flow and the analysis of work activities.1 Rummler and
Brache are also interested in task flow, but from the perspective of managing
hand-offs from one organizational unit to another.2 In fact, the subtitle of
their book is How to Manage the White Space on the Organization Chart.
Finally, Hammer and Champy emphasize the goal or result obtained from the
performance of a business process.3

We believe that in its most basic and complete form, a business process can
be defined as a collection of tasks that are performed for the purpose of achiev-
ing some specific set of business purposes or objectives. Each execution of
the task set is triggered or initiated by one or more initiators that cause the set
of tasks to be executed. Just as every kid has set dominos or blocks on end in
a line, then knocked the first one over in such a way as to hit the next, setting
off a chain reaction until all the dominos have tumbled, the initiator
transaction(s) set in motion the execution of the tasks in the process until all
have been performed and the business objective has been achieved. In es-
sence, a business process can be defined by use of the diagram in Figure 7.1.

The diagram suggests that if we are to define a business process totally,
there are four basic things we need to understand. They are encapsulated in
the following questions:

1. What are the tasks in the task set that defines the business process? (shown
as tasks 1 through N in Figure 7.1.) In this context, a task is defined as a
continuous work activity that a single individual or a group can perform
without interruption or without the need for additional inputs once the
task has begun. In a sense, it is the equivalent of the activity that occurs
between the “In” and “Out” baskets on a desk.

FIGURE 7.1. Defining a business process.
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2. How are the tasks related in execution? In most business processes, the
task set constitutes a network of activities with many parallel and branching
paths. The relation of the tasks to one another is as important as the
identification of the task set, inasmuch as the tasks are never simply
performed as a random set of actions. In fact, the definition is incomplete
if the objective is simply to identify the tasks involved. Further, for any
single execution of the process, only a subset of the tasks may be required,
depending on the characteristics of the initiator transactions. However,
over the course of a large number of executions of the process, all the
tasks will be performed in conjunction with at least one execution. In
essence, if a task was never required to be executed in conjunction with
one or more cases, it would not be a part of the given business process.

3. How is the process initiated? Each of the trigger mechanisms must be
identified and defined in terms of the way in which they trigger the
execution of the process defined.

4. What is the goal/objective associated with the performance of the process?
In essence, the result of the last task to be performed constitutes a definition
of the goal or objective of the process. If not, then there would have to be
other, subsequent tasks to be performed to complete the work required
under the definition of the process.

We must obtain answers to all four of these questions to have a full under-
standing of the business process to be supported by information systems
technology. The absence of any of the four component answers will preclude
a proper analysis and hinder subsequent attempts to support the work.

Assessment of Business Processes

In public health, it is common to use the Institute of Medicine’s model of
assessment, policy development, and assurance as a guide. It is important to
note that how one goes about business process assessment is itself a business
process. There are certain key initiators, a number of assessment tasks, and
certain objectives the analysis should achieve. Generally, assessment is asso-
ciated with having data available. In fact, the assumption is that the more
data we have, the better the assessment. How do we know? Obviously, the
process should be more than simply collecting and tabulating data.

But where and how do we find the answers to the questions we have pre-
sented? Are they readily evident in the way in which we traditionally think
about organizations and the way in which work is accomplished? Private
business has discovered that they in fact are not. In general, we in public
health have not even asked the questions.

We must begin the exploration of process assessment with the topic of
organizational structure, for business processes are tied to organizational
structure.
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Organizational Structure and Business Processes
Much has been written about the modern business organization and its ori-
gins. Basically, the management concept of span of control—focusing on the
desirable number of subordinates that a superior can manage effectively—
has caused organizations to evolve along vertical lines, with most organiza-
tion charts looking like hierarchy diagrams branching from the top to the
bottom. A typical organization chart highlights reporting structure and might
look like Figure 7.2.

One can clearly see the “chain of command” associated with any position
in the chart. A person holding a specific job within the organization can
quickly determine the reporting structure. It follows that it is important for
any manager to understand and oversee the work performed by the portion of
the structure reporting to him. It is also important for that manager to under-
stand something about the way in which work is done and the decisions that
are made in the portion of the organization above him. For example, the
individual occupying position A2 needs to be aware of the work processes
and activities undertaken by positions A3, A4, and A5, who report to him. At
the same time, position A2 needs to be concerned with the decisions made
and the work performed by the person holding position A, to whom A2 re-
ports. This kind of orientation automatically produces a specific focus within
each distinct branch structure in an organization. Who is to the left or the
right of you in the chart quickly becomes irrelevant; it is who is below and
above that counts.

Such a hierarchical structure, then, is analogous to the use of blinders on a
horse. Blinders were used on horses back in carriage days to prevent the
horses from seeing what was to the left or right of them. These devices pre-

FIGURE 7.2. Reporting structure in a traditional organization chart.
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vented the horses from being spooked or distracted by anything not immedi-
ately in front of them. It was the job of the carriage driver to see to the left or
right of the path of travel. It was the horse’s job to concentrate on pulling the
carriage down the path indicated by the driver. The reins were the medium by
which the directions for the course of travel were communicated to the horses
as well as the mechanism by which the horses were controlled. A one-horse
carriage required that a driver hold two reins. Add a horse, and the driver held
two more reins. This reality set a practical limit on the number of horses one
could use to pull a carriage or a wagon. Expert drivers could sort out eight
pairs of reins in their hands and still send individual signals to each horse.
But that became about the practical limit, or the maximum span of control.
After that, adding horses became a liability, rather than an asset. Traditional
organizational theory, concentrating on span of control, produces the same
result, as illustrated by the following modification to the organization de-
picted in Figure 7.2. This modification is presented in Figure 7.3.

The vertical orientation produced by the concept of span of control natu-
rally led to the evolution of horizontal “blinders,” shown as walls in Figure
7.3. In this modified structure, it was not an individual’s job to be concerned
with what went on in command structures next to him, let alone to be con-
cerned with activities of some remote corner of the organization. The indi-
vidual was to concentrate instead on responding to the commands coming to
him or her via the “reins” as these commands were passed down through the
organization by the “drivers,” who have the responsibility for looking out to
the right and the left.4 The horizontal “blinders,” or barriers, are sometimes
referred to as producing a “silo effect.” Most silos, epitomized on the grand

FIGURE 7.3. The evolution of horizontal “blinders” in the organizational structure: the
silo effect.
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scale by the giant grain elevators that dot the landscape in farming regions of
the country, have thick, strong concrete walls in order to contain the high
vertical pile of grain, where the weight of the pile produces tremendous out-
ward pressure at the bottom. In Figure 7.3, these walls or barriers are repre-
sented by the vertical lines delimiting each major branch of the organizational
structure. This organizational structure carries a distinct message regarding
what is important. What is important is not what is going on in the neighbor-
ing department. Rather, the organizational structure effectively concentrates
the energies and efforts of the occupants of each box by providing a vertical
orientation. Obviously, there is merit in this orientation, just as there was
merit in using blinders on a horse. There are, for example, fewer distractions,
fewer opportunities to digress from the goals and direction of the organiza-
tion, and fewer opportunities to panic or become overly concerned with some-
thing out of one’s jurisdiction or beyond one’s span of control.

Although this compartmentalized orientation is useful for controlling work,
it tends to run counter to an employee acquiring a good understanding of how
work actually gets done in the organization. This fact brings us back to the
original issue regarding how the four questions posed in the definition of a
business process can be answered within the context of an organization. Quite
simply, understanding the relationship of work tasks associated with the
achievement of goals and objectives for a given business process requires a
horizontal, rather than a vertical, perspective. The reason is that the flow of
work cuts across the vertical silos, requiring a radically different perspective
for analyzing the flow of that work. Figure 7.4 illustrates the way that the
work flow of a business process penetrates the silo walls.

FIGURE 7.4. Business process work flow and the compartmentalized organizational
structure.
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Given that a business process is defined as a set of interrelated tasks per-
formed in a specific sequence, and that these tasks are performed by a variety
of entities within the organization, the typical organizational structure of a
company mitigates against any given manager having a sound understanding
of an entire business process, let alone control over it. In fact, because each
manager has control over and a focus on only a subset of the process activi-
ties, the way in which a process evolves within an organization tends to have
some distinct characteristics:

• Change in the process instituted by one participant may produce
unexpected problems in other work tasks, inasmuch as the manager
initiating the change likely has an imperfect view of the entire task set
associated with the process. This fact practically prevents the natural
occurrence of any sweeping modernization of a business process. Yet when
managers associated with a business process get together and start
developing a good framework and an understanding of the entire business
process, we are always amazed at the number of suggestions for
improvement that arise simply because these managers start to understand
each other’s area of responsibility. We are often tempted to ask the question
“Don’t you people ever talk to each other?”

• Second, and as a by-product of the first point, any natural evolution of a
business process tends to be limited to independent efforts to improve
performance within a given manager’s span of control. This micro-
optimization may make a single area of responsibility within the process
more efficient, but often the same effort expended from a more global
perspective produces considerably greater impact on the overall process.
Traditionally, information systems development efforts have concentrated
on meeting the needs of individual or small subsets of managers, and the
systems have been built within their boundaries, thus creating systems to
support portions of processes controlled by specific “user sponsors”.
Interestingly, the information engineering data modeling efforts of the
1980s was supposed to overcome this system isolation problem by
modeling the data requirements for the whole organization before building
any one particular component. However, the overconcentration on data
rather than on business process modeling severely limited the effectiveness
of these efforts. In fact, efforts now seem to have shifted to trying to create
appropriate technology for tying these systems and their databases together
in a cohesive manner. The data warehouse movement is at least partially
fueled by this need. These topics, loosely knit together under the title of
“integration,” are very popular as we enter the 21st century.

• Third, within each manager’s span of control, there is a tendency to add work
to the process flow. One major reason for this phenomenon is that there is a
tendency to overcompensate for any work errors or procedural omissions that
occur in executing a process. For example, if someone makes a mistake and
the research indicates that the mistake occurred because the particular situation
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was not well covered in the existing work procedures, the suggested remedial
action inevitably includes the modification of an existing work task or the
addition of one or more additional tasks to the work flow. Often, these
recommendations focus on making sure the “expert” who, if consulted, would
have realized that a mistake was being made now becomes a regular part of the
review routing in the work flow. Thus, processes tend to expand like an
overgrown bush, with occasional pruning done by one or more of the process
managers. Further, if a task is eliminated from a process, one runs the risk that
it was eliminated because of a lack of memory of the reason that the task was
added in the first place, thus making managers less inclined to eliminate tasks.
Finally, as the business rules change, certain tasks may become obsolete, but
rarely are these tasks eliminated from the process as a natural by-product of the
business rule change. Rather, the natural tendency is for processes to grow in
complexity over time, instead of evolving naturally to fit the current, ever-
changing business environment.

• Fourth, as a generalization of the third point, it seems that any time there is
a doubt about the adequacy of the existing process task set, the tendency is
to add more tasks until the doubt disappears.

• Fifth, most organizations do not have an effective mechanism for
determining when a task is no longer required. Good managers will be able
to identify irrelevant tasks in their own units when an organization is
making major changes in the way work is done in an organization. However,
such managers have jurisdiction over only their own units; their insight
will not apply to analysis of tasks performed by other units.

Thus, business processes tend to be static, to become more complex over
time, and to have no natural mechanism for remaining relevant to the way in
which business should be conducted today. At some point, every task identi-
fied as a part of a business process made sense when it became a part of the
definition of the process. In most cases, however, processes change over time,
but the process change does not always result in task set change.

What does it mean that process flow occurs horizontally through an orga-
nization? In the literature of business process reengineering, one of the base
criteria for identifying a process as a candidate for reengineering is that the
process must involve multiple departments or organizational entities within
the company. Further, many have estimated that the typical organization has
no more than 30 or 40 business processes. In a recent study done for a major
meat processing company, 13 business processes associated with the procure-
ment, slaughter, processing, and sale of pork products were identified. All of
these processes involved many departments within the organization. Typical
order processing, for example, normally involves sales, customer service, ac-
counting, credit, engineering, and manufacturing or inventory management.
When one actually starts tracing the set of tasks associated with a business
process through an organization, the horizontal orientation becomes obvi-
ous. Figure 7.5 illustrates the typical horizontal flow.
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This is the same organization chart we have been using, with a mythical
process flow overlaid on it. The arrows represent the “flow” of the process. We
will define flow in more detail in a minute, but first note several relevant
points that Figure 7.5 attempts to illustrate:

• First, there are organizational entities from all four major organizational
structures involved in the illustration.

• Second, the flow will never be in a single direction, nor will it contain any
logic as it relates to the organization chart. Primarily, this feature reflects
the fact that organization charts are rarely constructed with process flow in
mind.

• Third, in certain instances, there are multiple arrows pointing to and/or
away from a given entity. One cannot make the assumption that all the
work required to be done by a given entity will be done in a contiguous
fashion. That is, the flow may visit the given entity numerous times, with
intermediate work required elsewhere before the next segment of the work
can be performed by the given entity.

• Finally, and most important, there are a number of arrows pointing beyond
the limits of the organization chart and connecting the organization to a
number of “business partners.” A typical business process, if properly
described, will contain tasks performed by organizations other than the
one being examined. We refer to these participants in the business process
as external entities. During the performance of a process, there may be
multiple points at which these external entities play an important role. For
example, customers initiate most customer-facing processes (a customer is

FIGURE 7.5. Typical horizontal work flow of a business process.
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an external entity), and the achievement of the goals or objectives of such
processes normally requires an interaction with the customer as the final
step in the process work flow. In addition, many other interactions with the
customer occur between the initiation and the completion of a process.

Business Processes and Public Health
The organizational structure of public health is remarkably similar to the
vertical organizational structure of private business. Simply replace the word
department with program. Figure 7.6 depicts the typical organizational struc-
ture of a public health department.

As a result of a rigid enforcement of the silo effect, many health departments
today cannot even calculate the number of unduplicated clients being served.
Instead, it is much easier to get a simple count of participants in each program.
Employees become even more uncomfortable when a discussion turns to out-
come analysis. Does participation in prenatal care and WIC (Women, Infants and
Children program) produce better birth outcomes than participation in one or the
other program? It should, but the statistical data to prove it is hard to come by, for
obvious reasons. Ideally, the business process should be defined to include all
aspects of improving birth outcomes, and the various program activities should
be viewed as an integrated whole. The rigidity of the silo walls, however, helps
make such a comprehensive view difficult.

FIGURE 7.6. Typical organizational structure of a public health department.
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The situation is even worse in public health than in private business be-
cause of the overall organizational structure of public health in the United
States. The silos do not stop at the health department level. Rather, Figure 7.7
reflects another public health reality.

In private industry, the three levels roughly equate to plant, division, and
corporate, rather than local, state, and federal (mainly the Centers for Disease
Control and Prevention [CDC]). In addition, there is a “parallel” structure across
the three layers in public health that does not generally exist in private industry.
There are program offices (or their equivalents) at each level in the structure.
Thus, there are essentially two lines of authority. For example, not only does the
WIC director at the local level report to the local department director, but he or
she also has to be accountable to the WIC program office at the state level, and to
a certain extent to US Department of Agriculture. Thus, it is no wonder that this
structure (reflecting programmatic funding) tends to produce programmatic-ori-
ented information systems. In most instances, these software products reflect the
need for reporting up through the structure. They rarely reflect the business pro-
cess needs at the local level within individual silos, let alone begin to address the
needs of a horizontal, or client-centered, perspective.

FIGURE 7.7. Hierarchical and parallel structures in the public health organization.
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This analysis is not intended to place blame. However, it is obvious that
programmatic funding from Congress has produced an orientation toward
programmatic organizational structure in public health. Thus, WIC informa-
tion systems tend to be separate from public health program systems because
of differences in funding sources, not because they deal with distinctly differ-
ent client populations (there is at least a 70% overlap, in our opinion).

An Overall Model for Public Health Informatics

A simple analysis of the nature of the current public health organizational
structure and the nature of public health business processes leads to the con-
clusion that an overall conceptual framework for public health informatics
should include the following elements:

1. Emphasis on business processes rather than programs
2. Horizontal integration across program boundaries
3. Vertical integration across local, state, and CDC levels, so that the system

applications recognize and account for the differences in business process
tasks performed at each level

4. Recognition of the need for standardized data exchange between the local
and state layers, and between state and CDC layers

In Kansas, these framework elements have led to the conceptual model for
the development of public health information systems shown in Figure 7.8.

The recently developed CDC model structure is similar. In the Kansas
model, the blank building blocks recognize the fact that at this point (as of
mid-2002),  we do not even know the names of all the items that ought to be
included, let alone the definitions of all the business processes involved in
public health. Still, these models are useful as a framework within which to
make individual information system project decisions.

The Turning Point Collaborative on Excellence in Information Systems, a
project started in mid-2000, is pursuing another way of conceptualizing pub-
lic health information system needs. Over the next two years, the collabora-
tive is hoping to develop a three-dimension application matrix by use of the
structure appearing as Figure 7.9.

The work of the collaborative is intended to identify the set of information
system applications required to support (1) public health business processes
(the application framework), (2) associated ideal data architecture models,
and (3) existing systems that meet best-practice criteria associated with the
data architectures and application framework. In private business, these rela-
tionships are fairly well known for any industry, and a full set of applications
exists. In public health, we do not even know which pieces exist today, let
alone understand which pieces are missing. However, from a public health
informatics practice standpoint, it is useful to think of any application in
terms of these three dimensions.
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With these principles and conceptual frameworks in mind, we are now in a
better position to start a more specific discussion of information system
projects.

FIGURE 7.8. The Kansas Conceptual Model for public health information systems.
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Strategies for Information System Projects

Although we have talked a great deal already about information systems, we
have not yet introduced the topic of information system projects. However, it
should be readily evident by now that an information system project is under-
taken to provide support for a business process. Often, people believe that the
information system is itself the end objective. In fact, it is never more than a
support mechanism. Thus, information system projects should be defined as
efforts to enhance the support of task performance within a business process.
Another way of stating it is that the organization will be better equipped to
meet the given business process’s goals and objectives and perform the pro-
cess tasks more efficiently due to the new information system support mecha-
nism.

In this context, enhanced support of business process tasks can be defined
in three general categories. First, and most common, the project is undertaken
to replace outdated information system support. Second, it can be initiated to
expand and/or upgrade an existing support system. Such expansion or up-
grading is normally achieved through the purchase of additional modules in
a vendor-supplied system, or through in-house or contractor development of
custom code. Third, support of business process tasks through information
system projects can occur in situations in which no current information sys-
tem technology support is utilized in association with an existing or pro-
posed business process or task set. Projects in each of the three categories

FIGURE 7.9. The three-dimensional application matrix of the Turning Point Collaborative
on Excellence in Information Systems. (Source: Adapted from Turning Point Infotech
Collaborative.)



130 Part II. The Science of Public Health Informatics

have different characteristics and management concerns that will be discussed
later.

In addition to direct task support, an information system project should
include consideration of the associated communication layer or layers as
depicted on the Kansas conceptual model. If at the CDC level, the system
should include consideration of the communication layer between CDC and
the state level. If at the state level, both the local–state and the state–CDC
communication layers should be considered. If at the local level, the project
must include the communication layer with the state. This segment of the
project must address the need for moving data sets up or down in a standard-
ized format and within a Health Insurance Portability and Accountability Act
(HIPAA)-compliant manner. As John Christiansen has pointed out in Chapter
4, the final regulation for HIPAA applies to all levels of public health prac-
tice, making compliance with HIPAA in the movement of data critical. In
general, it should be CDC’s responsibility to create the standardized formats
for data communication.5

There are three distinct strategies that can be employed for an information
system project. The primary decision is whether to purchase an existing software
package or to develop the application internally. This is generally described as
the “build/buy decision.” Within the context of this decision, there are several
strategies that can be employed. The specific strategy choice depends on the
organization’s resources and capabilities in the area of information system devel-
opment and implementation. Organizations with low skill levels may be forced
to purchase an existing software package or contract out all the work, whereas
organizations with high resource and capability levels may choose to perform all
project activities in house. Even in these situations, the organization may choose
to contract for some or all of the project activities. These strategies are reflected
in the flowchart shown in Figure 7.10.

The two decision boxes denote the three basic options. The first major
break is determining whether to build the system with internal information
system development resources (or contractors) or to buy an existing system in
the commercial marketplace. Building the system with existing resources is
often called creation of a “custom” system. In many senses, this option is
parallel to hiring a mechanic to build a car to one’s exact specifications,
rather than buying a commercially manufactured model from one of many
automobile dealers. Certain consequences follow from this decision. First, it
may be difficult in the future to find a mechanic to repair or modify the car if
the mechanic hired to build it is not around any more. Finding the willing
mechanic, however, is not the only potential consequence. An owner may be
very dissatisfied with the cost associated with the repairs. In the same way,
custom code generally costs more to create and maintain than purchasing a
commercial software product. Second, there is no way to determine whether
the car really meets the prospective owner’s needs until after it is built. If it
does not meet those needs, then the owner must start modifying it. Custom
software projects often suffer significant cost overruns for the same reason.
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With a negotiated purchase of a commercial software product, it is possible to
determine the estimated total cost of a project much more accurately.

The second decision box is a subset of the decision to purchase. The two
options are (a) installing the system as is without any modification, and (b)

FIGURE 7.10. Flowchart of alternative strategies for an information system project.
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having the vendor modify or expand the package to include more of the
buyer’s requirements. The purchased product may not meet all desirable speci-
fications. If the vendor is willing, one can choose to have the commercial
product modified, a process that generally results in a customized system
once it is installed, even if the vendor provides the modifications. Such modi-
fications will, of course, cost more than simply purchasing the existing prod-
uct, unless the buyer can convince the vendor that inclusion of the additional
requirements would make the product much better. In the latter case, the
modifications would become part of the vendor’s offering, and the buyer is
not stuck with a custom system that will cost more to maintain. If the buyer
modifies the system, the buyer can forget any vendor warranties or help.
Further, the buyer will likely be unable to load vendor upgrades and enhance-
ments. In other words, the buyer will have converted to a build strategy for the
remainder of the life of the system.

A decision-maker should always explore the buy options first, even if the
decision-maker has access to information system development expertise within
the organization. However, exploration of the buy options may result in the
conclusion that there are no appropriate solutions meeting the requirements
definition in the marketplace. At that point, the only option will be to build
the support. If so, the decision maker needs to determine whether any other
public health entity has built a system for support of a similar business pro-
cess. If the decision maker finds any custom solutions, then he or she needs to
conduct what is commonly called in the private sector “industrial tourism”
by visiting one or more sites before starting the project, taking along techni-
cal people to gather information on how to design the system based on the
other organization’s experience.

Specific System Development Project Steps

Making the buy, build, or buy/modify choice affects the project content,
tasks, cost estimating, and management. However, the general project steps
must be performed regardless of the chosen implementation strategy. Each of
the activities are described below.

System Planning
The term system planning simply relates to the process by which a manager
decides to undertake a given information system project. Obviously, one
wants to make the decision based on assessment of need and benefit, as well
as the estimated cost. At the same time, one needs to minimize the amount of
work expended (i.e., cost incurred) defining the project before the decision
has been made as to whether or not to do the project. In many instances,
elements of the cost/benefit analysis discussed later in this chapter are used
in the planning process.
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Requirements Definition
Defining the requirements for a new system is the most important step in any
information system project. The reasons are many, but the key lies in the fact
that any information system project is basically an analytical process; if you
don’t get the requirements correctly defined, the resultant system will not
meet your needs. Systems analysis work is really not much different from
many other disciplines involving analysis. Are you good at working jigsaw
puzzles? We are convinced that good strategies for working jigsaw puzzles
are similar to good strategies for definition and design of business applica-
tion systems requirements. Both have to do with building logical frameworks
that then lead an analyst through the rest of the process. Developing a re-
quirements definition is best done through a process similar to that used to
put a jigsaw puzzle together. How do you solve a jigsaw puzzle? If you think
about it awhile, you will discover that there is an almost universally accepted
way of approaching the problem. In general, the process is broken out into the
following sequential steps:

1. Sort out all the pieces with straight edges
2. Find the four corner pieces
3. Working out from the corners, assemble the outer edge of the puzzle
4. Look at the picture of the puzzle on the box cover (unless you are an

expert and are convinced that technique is cheating) and gather pieces
relating to some theme or color near the edge of the puzzle

5. Assemble the gathered pieces into subassemblies
6. Connect the subassemblies to the outer framework
7. Repeat steps 4 through 6 until the puzzle is completely filled in and no

pieces remain

The analytical process here is one of building a framework and then pro-
gressively filling in the details. The edge pieces define the boundary or limit
of the puzzle. Once that boundary is established, all the remaining pieces fit
within this boundary, and the interior pieces are grouped into subsets for
further analysis. Compare this to simply picking up a piece at a time and
looking for one that connects to it. Which approach is better?

Good approaches to systems design do the same thing. They set a bound-
ary, subset the problem, and solve each problem subset until the design is
completed. A requirements definition should define the business process to
be supported by the proposed information system project (the framework).
This definition should include the identification of the tasks associated with
the business process. From this information, the way in which the informa-
tion system will support the performance of the task can be defined. Nor-
mally, the way in which the system will support each task is defined as the
data set (screen, report, etc.) required by the user to perform the task. In es-
sence, a requirements definition establishes the framework or boundary for
the project. All the subsequent project activities are associated with “filling
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in the pieces” inside the boundaries. Each subsequent step in the project
should be formulated according to the requirements definition and the strat-
egy (buy, build, buy/modify) chosen for the project.

Obviously, a key objective of the requirements definition process is the
delineation of the project scope. Traditionally, scope has been difficult to
establish, or constrain, because projects tend to grow and expand during the
development process. Because of this phenomenon, a requirements defini-
tion should specifically address the issue of scope. Delineating the scope of a
project is not a single activity, but a progression of activities that define and
refine the project scope. It starts with a broad definition, but that definition
tightens as the requirements definition unfolds.

In essence, the first, broad scope statement is embodied in the problem state-
ment developed as a part of the project proposal in system planning. This “loose-
bounded” scope implies that project activities and resultant system development
efforts will have an identifiable relationship with the problem statement.

The next activity in defining the scope of the project limits the project bound-
ary to the business process tasks delineated as candidates for system support.

Finally, the identification of the output set required to support the speci-
fied business process tasks within the user domain sets the scope in terms of
system capability. If this scope is too large to handle within the context of a
single project, it can be segmented into logical phases that will lead to further
reduction in scope—down to one or more of the phases delineated.

Thus, by the time the requirements definition is complete, the system scope
will be specifically delineated. It will be stated in terms of the system capabil-
ity to be designed, programmed, and implemented. Later in this chapter, we
will argue that benefit is determined by the impact of the output set on the
business process involved. Thus, the activity undertaken to define the scope
in a requirements definition aligns with the determination of cost/benefit and
is critical for the management of data processing system development activi-
ties.

A project manager may have also thought of better ways to organize the
work while working through the requirements definition. Such thinking con-
stitutes business process engineering. Just how should the organization
achieve the process objectives? Why and how should the new set of business
tasks be different from those currently performed? Development of the new
vision is a creative process. How one engages in this creative process is the
subject of a divergence of expert opinion.

For example, Thomas Davenport, in his book Process Innovation,6 cites
the need for a “clean slate” as the starting point in the creative process and
emphasizes the use of brainstorming techniques as an effective means of
surfacing creative process designs.

Mike Hammer correctly points out that “at the heart of reengineering is the
notion of discontinuous thinking—of recognizing and breaking away from
the outdated rules and fundamental assumptions that underlie operations.”7

He has postulated a number of principles that can be applied to the creative
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process of reengineering. Each of these principles is based on insights into
how the current task set evolved within the organization over time. Applica-
tion of Hammer’s principles can lead to improvement in the required tasks.
For example, applying his principle of capturing information only once and
at its source leads to the elimination of tasks associated with the manual
recording of the data and later capture of the data in the company’s database.
These tasks would be replaced by immediate data capture and the elimination
of the paperwork previously required. However, application of design prin-
ciples generally leads to streamlining the process tasks, rather than a radical
change in the definition of the way in which the process objectives are
achieved. Streamlining existing processes can be a useful result, but it falls
short of the real potential of reengineering. Our experience indicates that one
can take an even more formal approach that helps trigger the formulation of
creative ideas and process task alternatives.

The core issue involved in process reengineering is whether one can stimu-
late and direct the creative thinking process. After all, to start with a blank
slate in a brainstorming environment provides little framework for directing
the effort towards a feasible creative solution, and it provides very little
stimulus for creative thinking. Exceptionally creative people might succeed
in this environment, but people generally have been frustrated in blank-slate
sessions, either because they lack creativity or because they dislike the lack
of a specific structure or framework in which to work.

On the other hand, too much structure will prevent radical solutions from
evolving. Examination of existing task sets within the context of design rules
can have the effect of channeling the effort into streamlining an existing
environment, producing incremental improvement instead of radical change.

Most task sets used in business environments have evolved over time to
meet the needs of the organization. Often, the specific tasks were never inten-
tionally designed; rather, they were defined within the boundaries of an exist-
ing paradigm or within principles stating the way in which the process
objective(s) ought to be achieved. For example, in a famous Ford Motor Com-
pany accounts payable example, the task set was constructed around the gen-
erally accepted principle that payment would be made after receipt of an
invoice. The principle underlying the process had a great deal to do with the
way in which the task set evolved over the years at Ford. The new vision in
this case, on the other hand, replaced the underlying principle with a new
one: Payment will be made after receipt of the goods. As a result, the task set
required to support the process objective of payment changed dramatically.

We believe that a different reengineering strategy from either a blank slate
or the application of design principles can unlock the door to a new vision. In
essence, understanding the way in which the current task set achieves the
process objective(s) is the starting point for discovery of a new vision. In this
way, one can use the knowledge gained to identify the underlying paradigms
or principles that controlled the development of the task set and the relation-
ship of each task to another. The problem with past methods of approaching
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reengineering has been that underlying paradigms or principles consist of
accepted models of how to perform specific functions, structural constraints
that prevented or forced the task set to evolve the way it did, and standard
accepted principles regarding the way in which business should be conducted.
Many of these paradigms, principles, and structural restraints are no longer
valid in a modern business environment as a result of the intrusion of informa-
tion systems technology. Examining these potential roadblocks to creative
thinking is a necessary first step in reengineering processes. Once these un-
derlying forces have been identified, the reengineering team can examine
each one for validity in the current environment.

For example, in a paper-based environment, the document being processed
was in essence a database, and each task basically added new information that
was required in order for a subsequent task to be performed. Further, only one task
could normally be performed at a time, because the database was integrated with
the document being processed (it was contained on it.) Thus, it was natural to
perform the task set in sequence. Once the sequential nature of such a process is
recognized, the need for it can be challenged in a world where on-line, interactive
information systems provide a new definition of the database as well as of the
term document. It is in this sense that information systems technology becomes a
key enabler of business process reengineering.

But what kinds of questions will lead to the identification of the underly-
ing paradigms, principles, and structural restraints driving the current task
set? We have developed a set of questions that represent perspectives, or
angles, with which to examine the current task set for the purpose of identify-
ing the underlying factors driving the organization of the task set. These
perspectives are, in essence, keys that unlock the door to a new vision. They
lead to a challenge of the underlying factors and set in place a framework for
exploring alternative models for the achievement of the process objectives.
Rather than leading to a reorganizing or streamlining of the task set (which
would not be all bad), they lead to an opportunity for controlled, directed
creativity in process reengineering.

We have found it useful to ask a series of seven questions about the tasks in
the current environment as a means of identifying the underlying factors
driving the organization of the work. These questions represent perspectives
with which to evaluate the task set. Many of them relate directly to basic work
design principles but are asked for the purpose of understanding the driving
factors behind the organization of the work. Once identified, each of these
factors can be challenged as to their validity. New visions evolve from the
exploration of replacement paradigms, principles, and structural restraints. In
many cases, the new vision is feasible only because of the application of
current information systems technology. In this sense, information systems
technology is a key enabler in the reengineering process. A brief discussion
of each question follows:

1. Can other subsequent tasks be performed parallel to this one? This question
is designed to attack the rationale behind sequential processing. In most
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environments modeled after a manual processing flow, the work is strung out
sequentially because of the need to pass the manual file information from one
location to another. Parallel processing based on subsets of the required data
(either through copying or providing the needed subset data via the
information system support) can lead to the creation of a new paradigm that
radically decreases the overall processing time.

2. Why can’t unconnected tasks performed by the same department be
grouped into a single task—what causes them to be separate? Many times,
for the purpose of work task verification, management control, and work
task specialization, logical units of work are broken into multiple separate
tasks. This question encourages a perspective that challenges the need for
work segmentation in a modern work environment.

3. Why is a given task required? Can it be combined with another task? Why is
it done this way? Many tasks may continue to be performed long after their
reason for existing has disappeared. They once contributed to the achievement
of one or more process objectives but are no longer relevant because of other
changes in the way in which the objectives are being achieved. Further, each
task should always be examined to determine whether the task structure is
based on old, inefficient assumptions regarding how the work must be
performed. Many of these assumptions, discovered within the context of a
single task, will explain a great deal about the overall organization of the
work and create challenge opportunities.

4. Why can’t the task be automated? Why must this task be performed
manually? Often, tasks are still performed manually because the tasks
providing input into the task are performed manually. Supporting previous
tasks through the computer system may make it feasible to automate a
subsequent activity, because the required data has now been captured as a
by-product of the support provided to a prior task. Further, changes in
technology may now invalidate previous assumptions about the economic
feasibility associated with computer support.

5. Could the task be performed in a different sequence, given current
information systems technology? Current capabilities of technology may
invalidate prior assumptions regarding the sequence in which work must
be performed. Many times, tasks are placed later in a sequential flow in
order to minimize the number of times rework is required, or because the
task takes too long to perform earlier in the task sequence.

6. Could a group of individual tasks be combined as a single task? Again,
this question attacks prior assumptions regarding the logical content of
individual work tasks. Are the prior assumptions still valid, or would
grouping tasks into a single work activity produce processing economies
or work enrichment?

7. Does everything have to be processed in the same manner? In many old
task environments, everything was processed through an environment in
the same way, because the group performing each task had to see every
item to determine whether action was required. Even if only 10% of the
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items required a performance of a given task, every item had to be passed
through the group to identify the subset requiring action. This question
suggests the possibility of creating multiple processing paths, each tailored
to the specific needs of a unique subset of the items. The information
system support can perform the logic checks required and route items to a
particular task area only if action is required.

Although applied to individual tasks, these questions are designed to ex-
plore the underlying factors controlling the way in which the process objec-
tives themselves are achieved within the business environment. Once
discovered, these factors can be challenged and replaced with new paradigms
that represent the heart of a new vision. The understanding of the controlling
factors provides a springboard for the creative process. Why do we still do it
this way? What are the operative factors in the current environment? What
new controlling factors should be substituted for the old? These questions
lead to the discovery of new and exciting visions for the way in which the
work can be performed. Once a vision has been formed, however, the support-
ing work environment must still be designed, tested, and implemented.

The Request for Proposal and the
Evaluation and Selection Processes
Why is a requirements definition relevant for all strategies, rather than just the
build strategy? Private industry discovered that if an organization is going to
purchase, rather than build, the system support, there are only two basic strategies
in selecting a product. First, the request for proposal (RFP) can be based on
comparing one vendor to another, along with a comparison of the products.
Second, the RFP can be based on comparing a vendor’s product with the
organization’s needs, as delineated by the requirements definition. Companies
that chose the first strategy often found that when they tried to implement the
selected product, it really did not meet their specific requirements. Those choos-
ing the second strategy were able to hold the vendor responsible for meeting all
the company requirements stated in the RFP. In essence, trying to select a product
based on external comparisons rather than on the organization’s own require-
ments is the best way to set a project up for failure.

Thus, the RFP process should reflect the system requirements stated in the
requirements definition document. Of course, that document can add all the
usual specifications about vendor stability, client references, pricing, etc.,
but the key to effective evaluation and selection of bids must be the degree to
which the vendor’s bid meets the organization’s needs.

The Remainder of the Project Steps
If a project manager has chosen to build an information system, the systems
group or contractor should be able to describe the methodology to be used for
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the design, program, program test, system test, installation, conversion, and
training stages of the project. This information should be in writing, and the
approach to project management should be built around it. One reason for
getting deliverables in writing is that many vendors use an impressive-look-
ing methodology when they begin a project; later, the project often degener-
ates into chaos when a vendor gets into difficulty. The project manager and
the vendor should be able to agree on “deliverables” from each step of the
methodology. The project manager should get samples of each and hold the
vendor accountable for actually producing complete sets of deliverables for
every step of the process. These methodology steps are generally known as
“phases” in information systems parlance, and ideally they should be linked
to a concept of phase-limited commitment that will be described in the cost
discussion later in this chapter.

Design is the stage that involves translating the requirements definition
into program specifications. This translation should include detailed mock-
ups of each screen and report, as well as specification of the system naviga-
tion (the ways in which a user can move from one screen to another). In
addition, this phase includes the specification for any hardware and network
requirements, as well as the deployment configuration or architecture (Web-
based, client-server, local-area network [LAN], wide-area network [WAN], etc.).
However, designers should not be permitted get carried away in trying to
design the perfect system. After all, only implemented systems are of use to
the organization; a great design never implemented is worse than no design
at all! These comments apply to the determine modifications phase in the buy
and modify strategy flowchart as well.

Programming, program test, system test, and installation work should all
be done in accordance with the methodology agreed upon with the contractor
or information services staff. There are a number of different, equally valid
strategies for performing these phases. The key for the project manager is
understanding the approach selected, and then making sure it is followed
throughout the project.

In an information system project, it is impossible to overestimate the need
for training. Initial training must be carefully worked out and provided. De-
pending upon the complexity of the system being installed, it may be neces-
sary to relieve the users from their regular responsibilities in order to concentrate
on learning the new system. It is also necessary to give careful attention to
help-desk support. In many organizations, informal networks of “super users”
evolve that help others gain proficiency in a system. Regardless of the train-
ing delivery method to be used, a project manager should make sure that the
vendor or information system staff has worked out a thorough training pro-
gram.

Finally, conversion and start-up must be carefully planned. Conversion
from an old system to the new system may be a major undertaking. A project
manager should push for trial conversions, whereby the data can be verified



140 Part II. The Science of Public Health Informatics

for accuracy against the output of the existing system. Many people stress the
need for parallel operation of the old and new systems. This activity, however,
places considerable strain on the organization, because it essentially means
doubling the workload. As information systems support becomes more com-
prehensive and complex, parallel operation becomes more difficult. When
pressed to perform parallel operation, a project manager should try to suggest
installing the new system in a single department or group before organiza-
tion-wide roll out as an alternate option.

Project Post-Auditing

The typical system user employs only a fraction of the functionality of a
system, and, in fact, usually attempts to perform new tasks within the context
of the subset with which he or she is already familiar. The reason lies in human
nature. Most of us prefer the familiar to the unknown. We will take the famil-
iar, longer route of travel in lieu of the new “shortcut.” We convince ourselves
that we don’t have time right now to learn the “shortcut,” but will certainly
try it out sometime in the future. For most of us, the future never arrives. With
information system usage, familiarity leads to essentially exclusive use of a
subset of the available functionality. Familiarity and comfort are linked. Us-
age reinforces itself in that people will go out of their way to solve new
problems within the context of what they already know. In fact, even when
shown that there is a better, easier way, they will persist in using the familiar
path unless there is considerable reinforcement of the new way.

This human tendency to stay with the familiar and the comfortable can be
illustrated by a simple example. Think of the word processing software you
use. Do you use all the functionality? Have you reached a level of proficiency
(comfort) where you can “figure out” how to do almost any task within the
portion of the software functionality you understand? Would you intention-
ally look for a new way to do some task? If you answered no–yes–no to these
three questions, you are in the majority.

The same tendency exists with regard to using a newly installed system,
and it runs counter to the opportunity that a system presents for deriving
greater productivity from a system at very low cost. In other words, even
though the project is “completed,” there is still the need to make sure it is
being utilized properly. The following paragraphs outline an analytical ap-
proach to increasing system utilization and efficiency. We have coined the
term information systems effectiveness auditing to describe this process.

Information Systems Effectiveness Auditing
There are three goals associated with information systems effectiveness au-
diting. These goals are to:
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1. Identify changes in procedures, system usage, and user job tasks
(descriptions) that will produce incremental productivity gains and match
the intent of the initial project, particularly if the users have reverted to
old ways.

2. Evaluate the overall system usage to identify (a) potential changes in
system functionality provided (available to) specific users, (b) additional
training needs, and (c) requirements for increased system access within
the user environment.

3. Assure optimal usage of existing information system technology as a
prerequisite to introduction of new technology into the operational
environment.

Accomplishing these objectives requires the following three major work ac-
tivities:

1. Evaluate the extent to which the information systems technology supports
users in the accomplishment of their various tasks and responsibilities.
This work activity will:
a.  Evaluate the degree to which the system outputs are integrated into

the tasks rather than simply overlaid on them
b.  Evaluate the extent to which secondary actions are required to make

system outputs useful to the users—the extent to which the user must
“recast” the data outside the system in order to make it useful

c.  Evaluate the appropriateness of system functionality available to each
user

2. Determine the efficiency with which the system is being used. Tasks within
this work activity include:
a.  Evaluating the general level of user proficiency
b.  Evaluating data input efficiency and accuracy
c.  Evaluating the adequacy of hardware (terminals and printers) available

to the users
3. Determine the extent to which the system supports the entire spectrum of

user activity. This is an evaluation of the system’s breadth in relation to
the user environment and the need for functional support. This work activity
will include:
a.  Determining whether the system supports all tasks that could

reasonable be supported by the information systems technology
b.  Determining whether the system provides cohesive, integrated usage

across the spectrum of user activities
c.  Evaluating the degree of dependence on system files. Have users

adopted the computer records as the official record, or do they continue
to maintain other files outside the system?

Even a nonprofessional can often come up with some very good ideas about
how to further enhance the value of information system support to the organiza-
tion. In essence, the old adage that “if all you have is a hammer, then everything
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starts to look like a nail” is true. In information systems, the parallel is that users
may try to continue to do their tasks the same way they always did them and will
be very creative at forcing the new system to support old habits.

Cost Estimating

As Marion Ball points out in Chapter 3, the value of information technology
is a function of service, quality, and cost. In this section, we will also point
out that value is possible even if the benefit of a system cannot be quantified.

An information system should add value to the organization, but deter-
mining that value is difficult. The assessment of an information system’s
value begins with the topic of cost. Obviously, it is impossible to know the
exact cost of a system until the development project is completed and all the
bills are paid. Even purchasing an existing system may result in an initial
cost estimate that is considerably lower than the final cost, because potential
modifications and other factors may drive the final cost up.

Much as initial estimates for building a house are likely to prove inaccu-
rate by the time construction is completed, the actual cost of an information
system project at the proposal stage cannot be estimated with certainty. The
first estimate is likely to vary from the actual cost by as much as plus or minus
40%. Usually, a project manager must base the initial estimate on some set of
macro parameters, because there is not enough information about the actual
work required to make a closer estimate. Thus, at the project proposal stage, a
project estimate of $100 really means that the actual cost will probably be in
the range of $60 to $140. Because of the potential for the actual cost to vary
so much, it is a major mistake to interpret the estimate as an actual, specific
cost; in such a case, the actual cost may turn out to be $140, and management
will interpret that cost as an “overrun,” when in actuality it may have been a
tremendous bargain for the results produced. A good project manager will add
a “contingency” to the base estimate in order to position the estimate closer
to the $140 cost. The contingency should be visible, rather than buried in the
estimate; in other words, the base estimate should include a $40 contingency
as a line item in the estimate, rather than merely stating the estimate as $140.
In this way, a project manager will be able to alert others to the fact that the
initial estimate cannot possibly have a high degree of accuracy.

In addition, a project manager should prepare estimates by aggregating
estimates for specific elements of the project. After all, probability theory
suggests that an estimate prepared from 10 factors, each of which might have
a plus or minus range of 40%, will have greater overall accuracy than an
estimate prepared from two factors with the same accuracy range, simply
because overestimates in some factors are likely to be offset by underesti-
mates in other factors. The more factors used, the higher the probability that
the aggregate estimate will be more accurate than the accuracy associated
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with each factor. Further on in this section, we will present a “template” that
should be helpful in identifying the factors to use in the preparation of an
information system project’s cost estimate.

The estimate should also be updated after completion of each phase of an
information system project. As the project progresses, the estimate will be-
come more concrete. There will be fewer and fewer unknowns. For example,
after 50% of the project work is completed, a project manager will know 50%
of the actual cost. In fact, once even the requirements definition phase is
completed, the accuracy of the estimate should increase dramatically. In some
situations, in fact, it is a good strategy to fund the requirements definition
phase separate from the overall project. In other words, the organization
should make a “phase-limited” commitment to expend the necessary money
to complete the requirements definition and only then make the project fund-
ing decision on the basis of the estimate prepared as a part of the requirements
definition final report. We have seen organizations fund the requirements
definition work as an overhead cost center, thus eliminating it as a project
cost. In such a case, project budgets are prepared on the basis of the require-
ments definition results. A summary of these estimation guidelines for more
accurate cost estimations for information system projects follows:

1. Use and state as a separate item a contingency figure that explicitly
recognizes that an estimate can vary as much as plus or minus 40%.

2. The project cost estimate should be an aggregate of estimates for specific
elements of the project, each explicitly stating a contingency figure.

3. The greater the number of project element cost estimates included in the
total project cost estimate, the greater the likelihood that the project cost
estimate will be accurate.

4. Update the project cost estimate after completion of each stage of the
information system project. Recognize that as project completion
progresses, the cost estimate for the project will become increasingly more
reliable.

Managing the cost estimate is one of the key project management activi-
ties. It consists of looking forward from the present to modify or impact in-
complete activities as necessary. Such a forward look may mean seeking
alternative solutions for implementation tasks according to current knowl-
edge of the project details, reducing system scope, or utilizing a portion of
the contingency fund to cover unavoidable cost overruns on specific activi-
ties or changes.

Key estimate elements must align with the proposed project phases from
requirements definition to implementation. The buy, build, or buy and modify
strategy chosen should drive the overall structure. Further, the organizational
resources available will have an impact on the estimate tasks, and such re-
sources should be consulted and utilized to establish the specific line items



of an estimate in each phase. For example, if an organization will have an in-
house systems help desk, this help group should provide input into user
training needs. In short, the project manager should not prepare the estimate
in isolation; rather, the estimate should be a joint effort of the project stake-
holders. As the project progresses, individual line items can be further subdi-
vided as project details are defined. For example, after work on the design
phase, it may be possible to break programming efforts out into categories
such as modification to existing programs, database construction, screen pro-
gramming, report programming, etc., under the general line item category
called programming. In addition, we have included a category of non-phase-
specific costs that must be included in the estimate in the following table,
presented as Table 7.1. This table also includes certain costs that are not
specific to any project phase.

Other costs unique to a particular project must also be included. As the
project progresses, a project manager moves from summary line items to more
detailed line items for larger cost items. Generally, use of a spreadsheet pack-
age will enable a project manager to present comparisons and changes in the
estimate more easily and accurately.

Defining Benefits of an Information System Project

Private industry uses a number of ways to calculate value that have an impact
on cost/benefit or return on investment calculations. We believe the impact of
application software goes far beyond the typical traditional considerations;
this impact adds both direct and indirect value not normally included in the
calculations. Further, in public health, there are some unique indirect ben-
efits that must be considered because of public health’s unique mission and
purpose.

Just as cost is likely to be the first question asked of a project manager,
benefit is likely to be the second. From the very beginning, management is
going to want to know the benefits to be derived from the expenditure of
money on the proposed project. Just as with cost estimating, the first calcula-
tion of a proposed project’s benefit will not be correct. However, this initial
estimated benefit should nevertheless be more accurate than the initial cost
calculation. This is so because projects are undertaken as a result of organiza-
tional needs, which often can be articulated specifically; those needs are
associated with a fault in the existing way in which a business process is
supported, or because no support is being supplied at all. Correcting a fault in
existing support or supplying support lends itself to calculation of a benefit.

Still, the calculation of a system’s benefit can be significantly improved
after the completion of the requirements definition. The requirements defini-
tion will delineate the way in which the fault will be corrected or new support
provided where none existed before. In addition, the requirements definition
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TABLE 7.1. A template for estimating the costs of an information system project

Category Item Item Definition

Requirements definition

Consultants Hiring of outside experts to help perform
the requirements definition work

Facilitators Retain the services of group facilitator(s) to
aid in the requirements gathering activity

Staff Personnel assigned to work on the require-
ments

Travel Cost for visiting other organizations (“in-
dustrial tourism”)

Miscellaneous Miscellaneous expenses

Design

Consultants Hiring of outside experts to help perform
the system design activities

Training Train staff to use new tools or databases

Staff Personnel assigned to work on the design

Travel Travel for off-site training

Miscellaneous Miscellaneous expenses

Programming

Consultants Hiring of outside programmers to assist in
the system programming

Training Train staff to use new tools and languages

Staff Travel for off-site training

Travel Personnel assigned to work on the program-
ming

Program testing

Staff Personnel assigned to test the programming

System testing

Staff Personnel assigned to work on the system
integration testing

Other staff Nonprogramming personnel utilized to aid
in testing

Installation

Consultants Outside resources hired to install system soft-
ware (operating system, etc.)

Staff Personnel assigned to install system and ap-
plication software

Travel Travel costs if installation must be done at
multiple sites

Training Consultants Outside resources for training (could be
vendor-supplied)

Staff Training provided by in-house trainers (in-
clude t ime for training the trainers and
preparation of training materials)



Consultants Outside resources to assist in reviews

External factors

Staff New system may create increased demand
from external users, thus increasing need for
support staff and program staff (increased
flow of information may create imperative
to act, e.g., collecting surveillance data)

Hardware Same issue as staff increases

Contingency May want to break out by hardware, soft-
ware, etc.

Travel Travel costs if training must be done at mul-
tiple sites

Conversion and start-up

Programmers Development of conversion programs to
convert database files to new system

Staff Trainers and others to support “first” day
operation

Travel Travel costs if installation must be done at
multiple sites

TABLE 7.1. (Cont.) A template for estimating the costs of an information system project

Category Item Item Definition

Consultants Outside resources to assist/write RFP

Materials RFP documents

Staff RFP preparation and pre-bid activities

Travel Travel costs for visiting vendors and users

Miscellaneous Postage and other expenses

RFP preparation

Evaluation and selection

Staff Personnel assigned to perform evaluation
and demonstrations

Travel Travel to vendor reference user sites

Other costs not specific
to phases

Project manager Cost of project management staff

Hardware Additions to company hardware configura-
tion (computers, printers, communications,
etc.)

Software Operating system software, etc.

Presentations Communications with stakeholders and team
meetings

Marketing Project materials and promotional pieces

Special costs associated with periodic man-
agement reviews and progress reporting

Reviews
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process can uncover other opportunities for benefits not previously articu-
lated. In many cases, a slight expansion in the scope of the project can pro-
duce incremental benefits far in excess of the incremental cost. Thus, an
important element of the scoping task in the requirements definition is to
explore the work tasks on the project boundary for incremental benefit. In
many instances, in fact, the case for the project’s benefit is weak precisely
because of inadequate effort in the requirements definition task.

As indicated earlier, the process of streamlining the task set may shift work
from one area to another. Although there will be a net gain overall, the work
may increase in some areas. It is helpful to document these shifts as a part of
the benefit analysis in order to justify the increased overall benefit to be
derived. For example, increasing the work associated with client check-in to
require current verification of Medicaid and Medicare IDs may reduce the
need to process rejected claim submittals.

Not only might a well-constructed requirements definition shift work within
the organization, but it is also possible that it will shift work to or from
external partners. For example, automation of immunization records in such a
way that school nurses could have direct access to them might reduce the pre-
school rush to obtain immunization records from a health department. The
new system might allow a school nurse to look up the records and print out
the certifications at the school site. Obviously, such a change will reduce the
workload at the health department and increase it in the schools. The trade-
off will have to be evaluated to determine the net benefit. At the same time,
the nurses might get used to using the system and increase the overall trans-
action load, forcing the health department to increase server capacity and
thus increasing costs for the health department. Additional costs may come
about when other partners have to initiate their own information system
projects in order to interface with the new system. For example, a project to
institute Health Level 7 standards for transmission of immunization data to
other registries may force one or more of the other registries to rewrite their
interfaces in order to continue to receive data from the new system.

Thus, the benefit calculation must go far beyond monetary items within
the organization. The calculation should include the following categories in
order to measure the impact of an application software project adequately:

• Impact derived from revisions to the business process task set. Good systems
design results in changes to the way in which the business functions that
are being supported are performed. Such changes may impact on benefit
by enabling the same staff to serve more clients faster and more efficiently.
In addition, these changes may allow a reallocation of staff resources and
even increase the ratio of service providers to support staff (a change in
this ratio of 10% would have a major cost benefit).

• Value acceleration. Value often accrues more quickly to the organization
when a new system is in operation. For example, a new user-friendly invoice
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presentation format might reduce client questions about monthly
statements and thus reduce the length of time from service provision to
receipt of payment.

• Value linking. The installation of the system may have ripple effects in
other areas of the organization, bringing benefit to operations outside the
immediate system support area. For example, the installation of a new,
more readily accessible immunization registry may be of considerable value
for immunization verification to the WIC or Child Care Licensure
programs, even though that was not the intent of the project.

• Value restructuring. Providing appropriate functional support may not
eliminate a given job, but may in fact cause the job content to change from
work that is of lower value to the organization to work that is of greater
value. For example, if the new system automates WIC appointments and
eliminates the need for the clerical support staff to track them manually,
the staff might be able to spend more time making sure the clients keep the
appointment, thus reducing no-shows and subsequent underutilization of
nursing staff.

• Innovation opportunity. Installation of the new system creates the
opportunity for enhancing the specific services being provided when it
enables higher quality, better outcomes, and other improvements. For
example, a department performing latent tuberculosis treatment services
might benefit from the inclusion of or reference to clinical treatment
guidelines embedded in the clinic support software.

• Strategic match. The project aids in achieving one or more strategic
objectives important to the organization. In public health, that could mean
increasing capacity to utilize the Institute of Medicine’s model of
Assessment, Policy Development, and Assurance through the provision of
community assessment information.

• Compliance enhancement. The project may enable the organization to be
compliant with one or more state, federal, or grant requirements. A prime
example in public health is projects oriented toward HIPAA security and
confidentiality requirements.

• Management information. The project contributes to management’s need
for information about its core activities.

• Operational efficiency. Utilization of new technology may reduce
infrastructure cost by eliminating high-cost maintenance of old technology
and by reducing staff time required to monitor and run a system. For
example, most workstation vendors now provide three-year warranty
agreements. The old computers being eliminated may be covered by rather
expensive maintenance agreements, and staff will probably spend far less
time troubleshooting the new network compared with the old one. In
addition, system availability (the percentage of time the system is usable)
may radically increase, impacting on overall productivity.

Measures of value can be stated in terms of both direct and indirect ben-
efit. Those with direct benefit can be translated directly into dollar savings or
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increased revenue. Those with indirect benefit cannot be directly tied to dol-
lar amounts, although from a business perspective they may be just as impor-
tant. For example, a project that primarily addresses compliance enhancement
may not be translated directly into dollars, but it may help avoid future law-
suits. Such intangible benefits have value to the organization, even if the
benefits cannot be translated to dollar amounts.

Because all benefits cannot be quantified as dollar amounts that offset the
cost of a project, there is never a simple formula for arriving at value. In the
calculation of the value of a system, it is best first to delineate potential
dollar savings that are direct offsets to the project cost estimate, followed by
statements of indirect benefit. A project manager should involve the stake-
holders in the indirect benefit assessment. Many stakeholders may even be
willing to assign a dollar value to the indirect benefits they believe will be of
value to them, and such stakeholders can become very active advocates for
the project as a result of these benefits.

The Project Management Framework

Although we have given hints about project management throughout this dis-
cussion, we have not delineated a conceptual framework for this important activ-
ity. There is a certain extent to which project management remains an art. There
are people who are intuitively good at it, and others who are not. However, our
experience indicates that having a good perspective or framework in which to
perform project management activities is one of the characteristics that distin-
guish good information system project managers. The framework presented in
the following paragraphs is specifically oriented toward information systems
projects and is not intended as a universal framework for all kinds of projects.

All our intuition and most of our experience have taught us that a direct
relationship exists between effort expended on a task and the completion of
the task. For example, when the lawn needs to be mowed, we know the accom-
plishment of the task basically involves the expenditure of a relatively known
amount of effort. The keys to getting it mowed are simply getting started
(often the most difficult part) and then exerting the required effort. When we
have expended all the required effort, we are done, and there is usually no
question about whether we are really done because the physical evidence (the
mowed lawn) allows us to conclude rationally that the task is complete. We
see a farmer harvesting a field and can estimate at a glance how close he is to
being done. In fact, if he tells us how long it has taken so far, our childhood
training in algebra allows us to calculate quite accurately when he will prob-
ably be done. We intuitively understand that in any task there is a direct
correlation between effort expended and percentage complete. Figure 7.11
illustrates our algebraic understanding of this concept.

Generally, all approaches to information systems work delineate specific
work tasks associated with each phase of a project. After all, even systems
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work is a business process. Any logical and workable approach to a software
project must be based on the establishment of a consistent, logical set of work
tasks.

Unfortunately, the delineation of tasks inevitably leads to the project man-
agement assumptions reflected in the Figure 7.11. The most basic of the as-
sumptions is that effort and completeness have a direct correlation. This subtle,
sometimes unconscious, conclusion shapes the way in which project manage-
ment often approaches software projects. Its influence often results in less
than optimal management results. Our experience indicates there is another,
more reasonable, set of assumptions that yield superior results with respect to
management of an information system project.

The need for this different set of assumptions can be illustrated by an
example of the difference between completing a fairly simple task and com-
pleting an information system project. In the case of mowing the lawn, comple-
tion provides objective evidence provided by a few questions. Did the mower
mow? Is the lawn edged adequately? Is the lawn cut evenly? From simple
observation, the mower can immediately conclude whether the task is com-
plete and whether it was done with sufficient quality to pass inspection. In
information systems project environments, on the other hand, it is more diffi-

FIGURE 7.11. A graphical illustration of the common perception of the relationship
between task completion and effort.

Effort
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cult to assess task completion, and in many instances the simple declaration
of completion carries the stamp of completion regardless of the actual state of
the task. Further, it is far more difficult to correlate expended effort with
percentage completion, particularly in the requirements definition and de-
sign phases.

In information system project management, a task is never really com-
pleted. There is always an opportunity for incremental improvement. Writing
a report is the same way; at some point you simply have to declare it com-
plete. Potentially, system development could go on forever. The real issue
with regard to task completion involves an assessment (or judgment) re-
garding the potential benefit to be derived from investing additional effort
in the task, and there is rarely a magical point at which one can pause and
know that the project is 100% complete in the same sense one can when
mowing a lawn. This conclusion leads to the rejection of Figure 7.11 as a
representation of an information system project task completion. Further,
because of the diverse nature of tasks in information system projects, there
is no one curve that adequately expresses the relationship between effort
and completion. However, one can describe the boundary curves, or enve-
lope, for the probable set of curves that would be representative of informa-
tion system project tasks. Most information system development tasks
consist of a conceptualization or an idea formulation state, followed by the

FIGURE 7.12. A graphical presentation of the relationship between effort and complete-
ness in an information system project—front end progresses rapidly.
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development of the necessary supporting detail. Figure 7.12 describes the
curve for a task in a situation in which the conceptualization stage advances
relatively rapidly, and rapid progress is reported at the front end of the task.
Progress generally slows when the concept has to be “fleshed out.” Notice
that the task is portrayed as never being absolutely 100% complete. In other
words, it would take an infinite amount of effort to achieve absolute perfec-
tion in the work product.

On the other hand, for certain other tasks, a great deal of conceptualization
work is required before the idea or answer becomes apparent, followed by the
development of the adequate detail support. Obviously, the amount and level
of detail will vary from task to task. Figure 7.13 reflects a curve where the
details are easy to develop after a great deal of conceptualization work.

However, in many cases the conceptualization-intense curve will be a mir-
ror opposite of Figure 7.12. Thus, the overall “boundary” set of curves would
look like Figure 7.14. The main point is that these curves illustrate the fallacy
in our intuitive belief that there is a direct correlation between effort and
completeness.

Figure 7.15 is the same curve as appears in Figure 7.14, but with some
additional information overlaid. It reflects the key issue in task management:

FIGURE 7.13. A graphical representation of the relationship between effort and comple-
tion in an information system project requiring a great deal of conceptualization work
followed by rapid detail support.
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At any given point in time during the execution of a task, the relevant ques-
tion must address the issue of whether an incremental investment of effort
(delta E) will produce a worthwhile gain (delta C). That is, when is enough,
enough?

The completeness question can be addressed in the following five specific
ways that constitute an evaluation of the status of a given task:

• How critical is the given task to the overall success of the given project?
There is general agreement that not all tasks are of equal importance in a
project. Further, the particular importance of a given task can vary from
project to project. It follows that more effort ought to be expended on the
more critical activities. In scheduling and project management theory, it
can be proven that only about 10% of the total number of activities will
have an impact on the length of the project. These activities are called the
critical path. In the same way, we believe that significantly less than 50%
of the tasks in a particular requirements definition will control the shape of
the end system. These tasks should be identified, and the project manager
should make sure that more effort is expended on them—i.e., make sure
that they come closer to being 100% complete—than on the noncritical
tasks.

• Is enough done so that the project manager can see how to do the next
task? Because tasks are sequentially related, and each task builds upon the

FIGURE 7.14. An alternative illustration of the relationship between effort and complete-
ness for a conceptualization-intense information system project.
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result of one or more previous tasks, a good way to evaluate a task’s
completion status is to ask whether it is possible to see clearly how to
approach the next task. If so, the benefit to be derived from the current task
has been obtained, and it may not serve any useful purpose to pursue it
further. For example, an initial task in requirements definition may be to
“map” the business process environment, identifying the key players and
the ways in which they interact. In this task, the goal is not to draw the
perfect representation of the environment in a form suitable for framing
and hanging in the boardroom.

• How vulnerable is the project manager if he or she has made a mistake or
left something out? Often, we are driven to perform excess work on a
task by the fear of leaving something out. Each task can be evaluated in
terms of whether the result will be set in concrete or whether it will impact
on the quality of the overall system. For example, identification of the
output set is extremely critical to the whole process; it requires a high
degree of completion. On the other hand, if the definitions of the business
process tasks not included in the system scope definition are not

FIGURE 7.15. An alternative illustration of the relationship between effort and complete-
ness for a conceptualization-intense information system project—additional informa-
tion overlaid.
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accurate, those definitions are not likely to have much impact on the overall
system quality.

• Will subsequent tasks tend to confirm the adequacy of the work done in
the current task? Many tasks in any approach to requirements definition
and design actually provide a certain level of confirmation regarding the
accuracy of the work done previously. In a good methodology, each step of
the process will logically build on the previous work. If the subsequent
task cannot be done because of lack of information from a previous task,
then there is a need for more work on the latter. Experienced analysts have
a good feel for when the work done in the current task is sufficient for
subsequent use.

• How easy would it be to add an element missed in the current task at a
later stage? Certain tasks are more “forgiving” than others. For example, if
the definition of a data element is wrong, the definition can be corrected
later without much impact on the design. However, failure to complete a
task associated with an important area of functionality that must be
supported for the system to be a success can create real problems later.

A project manager can use these questions to evaluate the work being done
in an information system support project and increase the level of confidence
that the project is proceeding at a reasonable pace.

However, if the project manager has a sense that the project is getting
bogged down, there is one additional strategy that can be employed. We call
it the Patton approach. After the D-Day landings in France, the allies found
the going very tough, sometimes measured one hedgerow at a time. General
Patton became impatient and devised a strategy of breaking through the en-
emy lines and seizing key strategic points with his tanks. Troops would then
mop up the territory between the strategic points they had captured and the
original battle line. A project manager can use the same principle whenever
there is an impression that a project is getting bogged down. He or she can
simply ask the project team to go to the next project steps and visualize what
the results of these steps should look like. Often, this procedure will clarify
the remaining work associated with the current tasks that are bogged down by
providing focus for the remaining work in a sequential set of steps.

Summary and Conclusions

From community assessment to disease surveillance to operating immuniza-
tion clinics, an information system project manager in public health must
understand the underlying business process to be addressed by the project.
Technical resources function best when they have a sound understanding of
how a project manager wishes to organize the work associated with the busi-
ness process as the starting point in an information system project. This un-
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derstanding is derived from the requirements definition process, which must
include representatives from staff who are actually involved in performing
the public health tasks, from information system technical resources who will
be building the support, and from the project manager.

It logically follows that the cost and benefit analysis used to derive an
understanding of the project’s value to the organization is built on the busi-
ness process definition derived in the requirements definition. And although
there are no magic formulas in informatics, the purpose of this chapter has
been to present a framework for management of an informatics project and
guidelines for estimating its value.

Questions for Review

Read the following short case and answer the questions that are based on it.
An information systems officer with considerable experience in informa-

tion system project management in private industry has recently joined the
staff of the public health department of State X. She has been asked to manage
an information system project by which the department will significantly
change the process by which it captures data related to sexually transmitted
diseases (STDs) from county health departments and both public-sector and
private-sector medical providers. At present, county health departments trans-
mit this information in various ways. Some counties provide the department
with paper forms containing the data; others use either personal or minicom-
puters to provide the department with the data electronically, either through
tapes mailed to the department or through direct transmission via modem.

Under the present system for capturing STD data, workers in one unit of the
STD Division enter all data from paper forms into the department’s STD sys-
tem. Data transmitted by computer is checked and then posted in the same
system by another unit of the STD Division. The STD Division head is re-
sponsible for developing reports on the month’s STD activity and transmit-
ting those reports to the Bureau of Disease Control and Intervention, to which
the STD Division reports. The Bureau of Disease Control and Intervention
reviews these reports and then provides trend analysis reports to the
department’s chief administrator.

Last year, the legislature of State X enacted a law that all STD data report-
ing and processing will be automated. The law applies to both private and
public health providers, to county health departments, and to the public health
department of State X. The project that the newly hired information systems
officer is expected to manage will result in a system that requires all data-
reporting entities to provide STD data to the state health department in the
form of computer data that are captured automatically. The new system will
fully automate the production of monthly reports and trend reports.

1. If the organizational structure of the public health department of State X
is typical, explain why the new information systems officer is likely to



7. Assessing the Value of Information Systems 157

find analysis of the STD data collection and reporting process more difficult
than the analysis of a process in a private organization.

2. What are the challenges inherent in interviewing process participants
about the nature of the current process? Why are personnel in the STD
Division likely to have an incomplete picture of the entire process?

3. To what extent will the new system be required to emphasize vertical
integration? Horizontal integration?

4. Assume that three vendors have produced and marketed systems that
accomplish most, but not all, of the goals that the new system is expected
to meet. How should the new information systems officer evaluate the
competing systems, as provided in response to the request for proposal?
Should the officer explore in-house system development first? Why or
why not? In the event that she finds one of the three vendor systems easily
modifiable, how should she approach the modification?

5. How should the new information officer go about developing the
requirements definition for the project? What activities should precede
the development of the requirements definition document?

6. What reengineering of the process will the new system necessitate,
assuming the system is developed to meet the goal established by the
legislature?

7. Explain why training in the use of the new system will be essential.
8. How should the new information officer develop the estimated cost for the

new system? What principles should she follow?
9. Explain why project post-auditing will be necessary after the new system

is completed and installed. If you were the heading the system development
project, what behaviors of users would you be analyzing closely?

10. What direct benefits to the public health department can be expected from
the new system? What are the likely indirect benefits?

11. Is there any cost or work shifting involved in this project?
12. Identify any value restructuring that is likely to arise from the new system.
13. Explain why the effort devoted to this project is unlikely to be proportional

to the degree of its completion?
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Learning Objectives

After studying this chapter, you should be able to:

• Explain why information technology (IT) projects are especially
challenging to manage.

• List the criteria by which an IT project manager can identify computer
expertise in candidates for project positions and what general expertise is
indicated by degrees and certification.

• Identify at least three job attractions other than pay that a public health
project manager can provide in competing with the private sector for
candidates for IT positions.

• Define the ideal composition of a good IT project team and of an IT project
steering committee, and explain the roles of (a) company management, (b)
users, and (c) IT technical staff in an IT project that is likely to succeed.

• List the skills that an IT project manager should exercise in managing a
project.

• Explain rapid prototyping as a tool in IT project management and its
advantages.

• Explain why a manager of an IT project often encounters political opposition
within the company, and identify strategies that a project manager can use
to minimize the effect.

• Define the roles that consultants should and should not play in an IT
project, and list potential sources of qualified consultants.

• Explain why it is important for an IT project manager to include the input
of users at every stage in an IT project.

Overview

Managing information technology (IT) personnel and projects is a challeng-
ing undertaking. A public health manager charged with developing and imple-
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menting a new information system must identify and recruit technical staff
and consultants possessing the right kinds of educational qualifications and
experience. In addition, the project manager must organize the technical team
and use effective strategies for communication with every stakeholder, in-
cluding company management, users of the proposed new system, and IT
personnel assigned to the project. Along the way, the project manager must
secure appropriate funding, analyze current processes, identify user needs,
manage the expectations of every stakeholder, address the inevitable politi-
cal opposition, analyze processes to be affected by the new system, determine
the appropriate technology to be employed, and educate management about
the costs of the proposed new system. Although IT projects have a history of
very high failure rates, there are strategies that a project manager can use to
help insure project success. Through use of such tools as rapid prototyping, a
project manager can identify user needs and involve users from the beginning
in the project. Through a careful review of business processes, a project man-
ager can define the appropriate technology to be applied. Finally, through
knowing and recognizing the characteristics of successful and unsuccessful
IT projects, a project manager can minimize the probability that the IT project
will fail.

Introduction

Imagine that you are operating a successful health insurance company. One of
your board members, a dentist with considerable experience in operating an
imaging system in his office, approaches you with the observation that your
company seems to be involved in excessive paperwork. He points out that by
digitizing all the paperwork, as he does in his office, your company could realize
significant improvements in productivity and work flow. It strikes you as a great
idea, and you and your board decide to put this man with experience in using an
imaging system in charge of a project to develop an imaging system suitable for
your company. Now imagine yourself a while later, writing off $100 million in
system development expenses, with no implemented system to show for such a
massive investment. It turns out that the dentist/board member had no experience
in managing large-scale system development, and therefore he was unable to
organize and implement such a complex project successfully.

A fable? No, this disaster really happened. The company was a large, well-
known health insurance company in the United States. The company and the
dentist/board member will remain nameless here. The experience remains a
classic illustration of what can happen when the wrong people are hired to
manage an IT project, and it emphasizes the importance of project manage-
ment skills in developing and implementing systems based on technology.

In this chapter, we will review some of the most important issues in manag-
ing IT projects and personnel. Project management, of course, is a discipline
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unto itself. Many books are devoted exclusively to this single topic. Clearly,
one chapter is insufficient to explore all aspects of this complex field, but we
hope to emphasize some of the more important aspects with respect to man-
agement of IT projects.

IT projects represent a special challenge within project management. Un-
like other projects, such as those involving construction, it is often difficult
to see concrete progress in IT projects. Also, it is difficult to separate IT
projects from other aspects of the operation of the organization. That quality
alone makes IT projects different from others. For example, in a space-plan-
ning project, general-purpose office space can be constructed without regard
to the specific work being performed in each office. Such is not the case with
information systems, which can affect numerous offices and departments.
Finally, IT projects are different from many other types of projects because
they are always political; organizational challenges occur because of the
inevitable shift in power through changes in access to information.

This chapter is divided into two major sections: managing personnel and
managing projects. The personnel section deals with issues concerning hir-
ing, retaining, and organizing technical personnel. The management section
reviews key strategies for maximizing the probability of project success; it
specifically highlights many pitfalls that an IT manager should avoid. Al-
though there is no substitute for experience when it comes to managing IT
projects, this chapter should provide you with a basic framework for approach-
ing this very challenging management task.

Managing IT Personnel

Successful IT projects depend greatly on a project head’s ability to identify and
select the right people to work on the project, to communicate with technical
people, to hire consultants appropriately, and to organize technical teams.

Identifying Computer Expertise

It is a fundamental principle that IT projects require the identification and
selection of the right people to perform the work. The identification process
necessarily requires a manager to determine whether candidates for project
team positions have the right computer expertise.

One key problem managers have in recognizing computer expertise is that
the technology is relatively new. Contrast this situation with automobile
technology, which is now over a century old. In automobile technology, there
is widespread familiarity with the differences between an inexperienced driver,
an experienced driver, a race car driver, a weekend mechanic, and an engine
designer for a major automobile manufacturer. No one would consider it rea-
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sonable to ask an experienced driver to design a new internal combustion
engine. However, the equivalent is often attempted in the computer world.
Asking an experienced user with no credible expertise to design and manage
a complex information system is just as likely to result in failure as an auto-
mobile manufacturer’s asking a driver to design an engine. The health insur-
ance imaging system disaster discussed at the beginning of this chapter
highlights the folly of relying on users of systems to manage the develop-
ment of an IT system. IT projects require the core members of the project team
to possess solid credentials in computer science.

But what are the key factors to look for in identifying computer expertise?
First, there is education. There are now many undergraduate and graduate

programs in computer science awarding bachelor’s, master’s, and doctoral de-
grees. But it is necessary for a manager to know what these various degrees
signify about the computer expertise of individuals. Someone with a bachelor’s
degree in computer science can be expected to have programming skills, some
knowledge of database design, and some experience with project tools. A candi-
date possessing a master’s degree in computer science will have completed at
least one major IT project. However, that master’s project may have been an
individual project rather than a team effort, so a manager must still determine
whether the candidate has project team skills. A doctorate in computer science
indicates the degree holder’s development of a significant new approach to solv-
ing a computer science problem. Typically, at this level, the focus is on research
rather than on implementing systems. There are also numerous certifications
available from vendors with respect to specific products and systems. A manager
should inquire about relevant certification when hiring a network manager and
give preference to any candidates who have achieved it.

The most important qualification for technical personnel, of course, is experi-
ence. It is critical to assess whether the experience is related directly to the current
task. A candidate who has previously done exactly what a manager is now trying
to do (and has been successful) is clearly most desirable. In addition, a manager
should be familiar with the different roles to be performed in a project and select
the appropriate personnel to fill those roles. For example, a programmer typi-
cally receives specific instructions about what needs to be developed and writes
the code. An analyst determines what programs need to be written and generates
the instructions for the programmer. A system designer develops the architecture
for the entire system, including the relationships of all the various parts and the
subsystems that are needed. The project manager orchestrates the entire team and
is responsible for supervising and coordinating all the activities. Of course, in
evaluating the qualifications of a candidate for an IT project team position, a
manager needs to understand what role is suitable for the experience represented
by an applicant.

As is always the case in selecting personnel, checking references is extremely
important. A manager needs to check as many references as possible, especially
those related to the relevant experience of the candidate. Although it is no easier
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with technical than with other personnel to get candid information from refer-
ences, it is possible to ascertain whether any systems that a candidate was in-
volved with became operational or not. Even if the direct supervisor of the
candidate is not available, the person currently responsible for the system that
was developed will often provide very useful comments about its effectiveness.

Table 8.1 summarizes the factors that an IT project manager should con-
sider in identifying computer expertise among candidates for IT positions.

Recruiting

Is no secret that the demand for computer personnel is so high that recruiting
them is a difficult task. As in every other field of expertise, offering competi-
tive compensation levels is extremely important in attracting high-quality
personnel. In fact, it is not unusual for the most qualified technical personnel
in a program to have a higher level of compensation than the program man-
ager. This is simply a matter of supply and demand—good technical folks are
very scarce. In the ideal world, a governmental public health organization

Should include inquiry about the success of projects
on which the candidate has worked

TABLE 8.1. Key factors to look for in identifying suitable computer expertise

Factor Relevant Characteristics

Education in computer science Bachelor’s level: possession of programming skills,
knowledge of database design, experience with
project tools

Master’s level: all skills of bachelor ’s level plus
completion of at least one major IT project

Doctoral level: all skills of master’s level plus de-
velopment of a significant new approach to solving
a computer science problem; primary emphasis is
on research

Certification: indicates possession of expertise with
regard to specific products and systems

Experience Should be related to current task

Should be relevant to role the candidate will per-
form on the project team

Should indicate cooperative service on a project
team

References Should be multiple
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would be able to offer market-level compensation for computer personnel. In
the real world, however, government agencies often find it very difficult to
match offers made by organizations in the private sector. Nevertheless, it is
worthwhile for a public health manager to expend substantial effort to con-
vince the public health agency to provide attractive compensation. After all,
although technical personnel are certainly costly, failed IT projects are orders
of magnitude more costly.

Luckily, compensation is not the only tool available to attract high-qual-
ity personnel. Other tools related to a candidate’s career development and
lifestyle are also extremely important. For example, a system designer may be
able to earn at an Internet start-up company twice what a public health orga-
nization is offering, but he or she may be required to work twice as many
hours at the start-up company. A public health agency manager’s ability to
offer a position involving fewer work hours may tip the scales in the system
designer’s decision. After all, many technical personnel are not workaholics,
and they would like to have a normal life that includes remaining closely
acquainted with their families.

Another advantage a manager may be able to offer a candidate is a desir-
able work environment. Nice office space, good equipment, and state-of-the-
art software and hardware tools can go a long way to attract good people.
Another important attraction is a manager’s willingness to maintain the cut-
ting-edge skills of personnel by providing time and funding for continuing
training. Of course, such training opportunities benefit both the technical
personnel and the organization.

Finally, public health can often provide more meaningful work than other
sectors of the economy. Much of what public health does is very appealing to
the altruistic side of job candidates. The combination of work that helps the
community, pleasant working conditions, and reasonable hours often can
provide an attractive enough package to offset below-market compensation.

Communication with Technical Personnel

To manage technical personnel effectively, a manager needs to be able to
communicate with them. IT, like most other specialized fields, has its own
peculiar jargon and vocabulary. It is important for a manager to be familiar
with the basic terminology of information systems. One of the most painless
ways to accomplish this familiarity is to read the computer trade literature.
Publications such as InfoWorld and Computer World regularly contain simple,
easy-to-understand explanations of technical terms. A side benefit of such
reading will be an increased awareness of trends in the information industry.

Is also important for a manager to avoid being intimidated by the expertise of
technical employees. Of course, he or she should be pleased that these employees
have extensive technical expertise; such skills are why they were hired. At the
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same time, it is important for a manager to insist on clear explanations of techni-
cal terms. Computer personnel should be able to explain what they are doing in
plain English. If a manager does not understand what he or she is being told and
cannot get a clear explanation, it is time to hire a consultant.

Hiring Consultants

Consultants are an important part of an IT team. When there is a very specific
issue or question that is beyond the expertise of an in-house staff, it is time to
strongly consider bringing in a consultant. Finding available consultants is
not terribly difficult: A manager can simply talk to other individuals who
have been involved in similar projects and have had similar problems that
were solved by the use of consultants. In addition, vendors of systems and
software will be able to refer a manager to potential consultants.

When a manager is hiring a consultant, it is important to interview poten-
tial consulting candidates just as carefully as a potential full-time staff hire.
The references provided should be checked carefully, and the check should
be extensive. When engaging a consultant, a manager should also be certain
that the tasks to be performed are well defined and understood in advance.
After all, the most effective consulting engagements are those in which a very
specific, thoroughly described problem is being addressed.

Organizing Technical Teams

Experience has shown that small interdisciplinary teams are the most effective
for handling IT projects. Such a team should represent a spectrum of organiza-
tional interests. It should include users, program staff, managers, and technical
personnel. In most cases, the management of an organization should lead the
team, but this does not mean that decisions should be unilateral. It is important
for a team manager to consider carefully the input of all team members, and
especially of potential users of the system to be developed. After all, it is espe-
cially important to have the support of users, because they will be the ultimate
consumers of any information system and the judges of its effectiveness.

Communication is probably the most important element in the success of
IT teams. A project team manager should utilize every means available to
facilitate communication. Holding regular meetings, making frequent e-mail
contact, issuing progress reports regularly, and locating team members in
close proximity to facilitate informal contact are all good communication
strategies. In addition, a team manager needs to document everything: When
an issue comes up during the development process, it is extremely helpful to
have good documentation of the process that has brought the team to that
particular issue.
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Managing IT Projects

IT projects are high-risk. In a 1994 study of over 8,000 large information system
development projects in the private sector and in government, the Standish Group
found that only 16.2% (one in six) of the projects were fully successful: on time,
on budget, and with all features implemented. More than half (52.7%) of the
projects were partially successful: the system was delivered, but was either over
budget, late, or missing expected features. Most important, 31.1% of the projects
were total failures: the project was canceled, and all the investment of time and
money was lost. A later (1998) study by the Standish Group found that although
there was some improvement in the portion of IT projects completed fully suc-
cessfully—to 26%—still, the overwhelming majority of IT projects were either
“challenged” or else complete failures.1 Needless to say, these are not encourag-
ing findings for information systems developers.

The largest known information system development failure to date was at
the Internal Revenue Service (IRS), where $3.5 billion in IT system invest-
ment was lost, according to congressional testimony by agency officials. The
IRS worked for a number of years to try to revamp its information systems,
and through a long series of mishaps aided by bureaucratic obstacles, ended
up with this massive disaster.

The government is not alone, however, in experiencing IT disasters. When
Sabre, the airline reservation system formerly owned by AMR Corporation, the
parent of American Airlines, teamed up with a major rental car firm and a major
hotel firm to create a unified air, hotel, and automobile reservations system, the
result was a $125 million loss and no system.2 This disaster, known as the CON-
FIRM Project, was the result of poor communications, mismanaged expectations,
and mismanagement. It is sobering to see such a failure from an organization that
clearly has such long-standing and high-level IT expertise.

The fact is that the current state of the art in IT project management does
not allow for development of information systems with a high probability of
success. The reason is that we really do not understand this activity well
enough to prescribe a set of techniques that will always be successful. As
might be expected, the expense and visibility of IT failures has prompted
extensive inquiries into the aspects that predispose a project to failure. By
learning about the factors that lead to success and failure, we should be able
to improve the odds of success.

In addition, a basic concept in IT projects is the “ triangle “ relationship of
the three key elements of time, features, and budget. You may remember from
high school geometry that triangles are rigid figures—one side cannot be
changed without affecting at least one of the other sides. It is this characteris-
tic of interrelationship that applies to the key elements in IT projects: Not
one of the elements of time, features, and budget of an IT project can be
changed without affecting another element. The central relationships of time,
features, and budget provide the context for all other discussions of IT project
management. Table 8.2 illustrates these relationships.
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Managing Expectations

Managing expectations is the most important skill for an IT project manager.
It is essential that an IT project manager promise only what can be delivered
and deliver what is promised on time. Of course, it is also important for a
project manager to be very cautious about making commitments. In particu-
lar, a project manager must educate higher management in the process of
system development, so that higher management will have reasonable expec-
tations about progress. This education process is both slow and expensive.

It is also very difficult for a project manager to predict how long the project
will take and how much it will cost, as we discussed in Chapter 7. One key
element in project management experience is developing an understanding
of what can be done and how fast it can be accomplished. An experienced
project manager can better estimate future progress and therefore do a better
job of managing expectations. One approach to this is “managing the esti-
mate”—conducting periodic iterative refinements of the time and budget
estimates for a project. The process of iterative refinement of a project’s time
and budget estimates is described in Chapter 7.

Involving Users

The other central element in successful IT project management is to engage
the users in the systems development processes. Involving users is a uniform
characteristic of successful information system development efforts, as Table
8.3 indicates.

It is important to give the users meaningful involvement from the incep-
tion of the project to its completion, for involvement of users not only serves
to solve real user problems, but it also fosters a sense of ownership of the

TABLE 8.2. The interrelationship of IT project time, features, and budget

Project Component Impact of Component Increase or Decrease

Time If increased, will increase budget and may allow increase in
system features

If decreased, will reduce budget but also reduce system features

If increased, will increase both project time and budget

If decreased, will reduce both project time and budget

Features

If increased, may increase features and reduce project time

If decreased, will increase project time and reduce system fea-
tures

Budget



168 Part II. The Science of Public Health Informatics

system by the ultimate users. Of course, it is also important for a project
manager to identify fully informed process users for involvement in a system
development project. It is a frequently made mistake to engage the supervi-
sors of the users, instead of the users themselves. Supervisors, although they
have a legitimate interest in IT projects affecting their subordinates, often are
not cognizant of the real problems and challenges in day-to-day work faced
by the front-line workers. In fact, to insure that all interested parties to an IT
project are involved, a project manager should consider establishing a steer-
ing committee for a project. This steering committee should be composed of
users, managers, and the system developers. All major decisions affecting the
project should be made by the steering committee. As in any group, there will
be some decisions made by a steering committee that are not unanimous;
however, a project manager needs to keep in mind that uniform opposition
from the users to any major decision greatly increases overall project risk.

Communicating Project Benefits

Throughout the development process, it is important to focus on delivering
real benefits to the real users. Often, systems are developed for the primary

Hard-working, focused staff

TABLE 8.3. IT project success factors according to a Standish Group survey of IT
executive managers

Project Success Factors Percentage of Responses

User involvement 15.9%

Executive management support 13.9%

Clear statement of requirements 13.0%

Proper planning 9.6%

Realistic expectations 8.2%

Smaller project milestones 7.7%

Competent staff 7.2%

Ownership 5.3%

Clear vision and objectives 2.9%

2.4%

Other 13.9%

Source: CHAOS, The Standish Group International, Inc., Copyright 1995. Available at:
http://standishgroup.com.
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purpose of collecting information for use by higher levels of management.
While there is nothing wrong with such a project goal, additional burdens
placed on the users solely for this purpose will not be welcome. In addition,
the perceived benefits of a new system should include improvement of the
work flow of users. A manager can help insure achievement of this benefit by
arranging for meaningful user participation in the project. In fact, participa-
tion itself should be structured as a user benefit. Rather than making project
participation an added burden on the users, management should arrange for
compensatory relief from regular day-to-day work in exchange for project
participation. Finally, providing for small benefits to the intended users early
in the project development cycle is extremely helpful in securing user par-
ticipation. Such benefits help establish the overall good intentions of the
development team and build trust in the user community that the real focus of
the project is on users.

Rapid Prototyping

One of the most effective methodologies for IT system development is rapid
prototyping. Rapid prototyping is the quick development of a nonfunctional
test version of the ultimate system for discussion and review by users. It is a
very effective mechanism for soliciting meaningful user input throughout the
development cycle.

When users are assembled and questioned about their information needs, it
is often very difficult for them to articulate those needs in a comprehensive
fashion. If a system were to be built based on only one such session with
users, inevitably the user reaction would be, “ Yes, that’s what we asked you
to build, but no, this really doesn’t meet our needs.” Such a reaction is not a
result of any inherent inability of users to communicate. Rather, it is a result
of the extreme complexity and high level of abstraction of information sys-
tem needs. Very few people can even visualize and articulate the details of an
entire information system that they know, much less the details of an informa-
tion system that has not yet been developed.

Rapid prototyping aids in the requirements specification process by pre-
senting users with a framework that captures the current level of understand-
ing of their needs. It is much easier for users (and others) to correct and amend
an existing framework than to develop a coherent description of their system
requirements. It is very rare for any individual to be able to articulate the
totality of a complex system from scratch. The rapid prototyping process
minimizes risk by making very small incremental investments in system de-
velopments to refine the requirements.

The traditional development process for information systems involves ini-
tial specification of requirements, design of the system, coding of the pro-
grams, testing of the programs, release of the system, and then maintenance.
Often, when this approach is used, the time delay between assessing the re-
quirements and delivering the system is so long that both user needs and
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technology have changed, and the resultant system is obsolete at its intro-
duction.

Rapid prototyping, on the other hand, starts with a quick overview of user
needs, with an initial prototype developed as quickly as possible. The project
manager then reviews the initial prototype with users and discusses needed
changes with them. The process is repeated, usually many times, until the
users are satisfied. Then, the final prototype can be used to build a working
system. Because that final prototype already implements a substantial por-
tion of the system, the remainder of the development process can usually be
concluded rapidly.

Why does rapid prototyping work? First, it maintains contact with users
throughout the process of system development. Second, it shortens the devel-
opment cycle, particularly the time between finishing analysis of require-
ments and delivering a working system. Third, and perhaps most importantly,
it reduces the conceptual difficulty of developing requirements of complex
and abstract information systems.

Use of rapid prototyping requires new and different tools and skills than
traditional system development methods. Prototyping tools are somewhat
different from standard development tools, inasmuch as the focus of rapid
prototyping is on presenting an “apparent” system to users, rather than a
complete working system. However, technical staff must be willing to de-
velop and discard many prototypes, a requirement that can be a problem with
technical personnel who have traditional “pride of authorship” in the code
that they write. In particular, technical staff must be willing to view the proto-
type as a communication tool with the users, rather than as a product. It is
important for a manager to emphasize that discarded prototypes are not
“wasted effort,” but rather the cost of important user feedback that will ulti-
mately save tremendous amounts of development time and effort.

Managing Political Challenges

As pointed out early in this chapter, IT projects are inherently political. They
cause shifts in power by creating shifts in access to information. They also
create changes in processes, often impacting process owners. Recognition
and management of political challenges is another important skill in success-
ful IT project development. Part of the challenge for a project manager is
overcoming the inertia—the desire to maintain the status quo—that is inher-
ent in organizations, particularly at the management level. Inertia is probably
the most difficult obstacle in implementation of new information systems.
Stakeholders in the status quo will inevitably oppose the new system, while
support for the new system from other quarters will be lukewarm at best. It is
important to understand who will benefit from a failure of the new system
development and to work to minimize the benefits of such failure to these
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individuals. Naturally, any change in business practices threatens the exist-
ing power structure. The employees who will lose power as a result of the new
system inevitably will work against it. Therefore, a project manager must
recognize, expect, and manage hidden agendas within the organization. One
very specific strategy that a project manager can use to gain acceptance of a
new system is to ensure job placement for any person whose position will be
adversely affected by the new system.

Securing Funding for an IT Project

Funding a new information system development is always a difficult issue. It
is very important to recognize that inadequate funding usually is a manifesta-
tion of political opposition within the organization. For this reason, it is very
unwise to pursue underfunded projects. Although it is tempting to try to
develop a badly needed system by extremely careful management of an inad-
equate budget, the reward is likely to be additional budget reductions and
imposition of other obstacles. A project manager should recognize that if the
decision makers holding the purse strings are not willing to pay for a new
system, they don’t really want it.

It is also important for a project manager to educate senior management
about the true costs of information systems, which are often unappreciated.
Also, strategic decisions about investing in information systems are difficult
for an organization’s top management to make.3 For example, when AMR
Corporation made the decision to build the Sabre airline reservation system,
the project was considered a huge risk and was widely opposed. At the time,
few, if any, would have predicted that this information system would prove
more profitable in the long run than American Airlines itself.

Managing Change Created by a New System

As Lorenzi and Riley point out in Chapter 9, IT projects create many changes—
changes that a project manager must manage. In fact, a key element in de-
ploying new information systems is changing employee behavior. For most
employees, change is extremely uncomfortable, even if it is for the better. The
more rapid the change, the more the discomfort increases. Recognition of
information system development as a process of change is a very helpful
paradigm. The implication of this process of change is that behavior modifi-
cation is a key part of system development. One of the most powerful tools for
behavior modification is intermittent positive reinforcement, which should
be used to help encourage the needed changes. Although using intermittent
positive reinforcement to gain acceptance of change may seem manipulative,
it really represents a legitimate change-management strategy needed to over-
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come the discomfort from the new procedures that will be required for use of
a new information system. At the same time, it is also important for a project
manager to respect the affinity that users have with the old system and the
“grieving” process for its loss.

Using Technology Appropriately

In the development of information systems, technology must be used appropri-
ately. It is important for a project manager to recognize that technology does not
solve all problems. It is easy to be overzealous in the application of technology-
based solutions; this tendency must be avoided. Sometimes a low-tech solution
to an organizational problem is more effective than applying sophisticated tech-
nology. A good example of a low-tech solution to an IT problem is the case study
comprising Chapter 32, which and describes the development of a paper-based
input system for private-provider immunization data.

A careful review of business processes helps to define where technology
can best be applied. As we emphasized in Chapter 7, examining existing
business processes is the starting point in information system design. Merely
automating inefficient processes is not a good business strategy. In fact, sim-
ply reengineering processes may eliminate the need for automation and re-
veal new and different information system needs. In short, it is absolutely
critical for system developers to understand the business processes that un-
derlie the need for an information system. There is no substitute for spending
time in the user environment trying to experience the existing system from
the user or customer viewpoint. For example, before addressing the informa-
tion systems needs for a clinic, it would be very helpful for a system devel-
oper to register as a patient and experience that clinic from the customer
viewpoint. In addition, time spent with the clinic’s staff observing and per-
haps participating in the actual work will prove very valuable.

Project Success and Failure

Over the years, studies have explored and identified factors associated with
success and failure of IT projects. Although in this chapter we have pointed
out many of the things that an IT project manager should do, we also need to
emphasize those things that a project manager should not do. In short, in this
section we choose to emphasize those strategies that lead to project failure.
By understanding how disasters are created, it is possible for a student of
public health informatics to effectively utilize this knowledge to maximize
the probability of IT project success.

There are both management and technical strategies for creating IT disas-
ters. We will review the management strategies first.
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Management Strategies That Promote Project Failure

1. Trust the vendor. This failure strategy involves selecting a single vendor
for all purchases and relying on that vendor for all IT advice. It also
includes ignoring standards and open systems. Another variant of this
approach is to purchase a system without a clear specification of its
application within the organization.

2. Delegate. In this failure strategy, responsibility for IT is fully delegated to
lower levels of management without providing for appropriate supervision
and control. Another approach to failure is to delegate operational
responsibility while retaining financial control. The use of separate groups
to purchase IT systems and manage them also contributes to project failure.
Finally, developing very rigid job specifications worsens the problem by
limiting personnel flexibility.

3. Impose rigid controls. Opportunities for achieving innovation and business
process reengineering can be markedly reduced by eliminating exploratory
work. In conjunction with this failure strategy, enforcement of absolute
conformity with current in-house standards will further limit creativity.
Other control approaches guaranteed to lead to project failure include
requiring justification for every computer system expenditure, no matter
how small, and eliminating any operational managers who take an
organization-wide view of system needs.

4. Divide and rule. The essence of this approach is to separate business and
IT functions and personnel, creating separate career tracks and reporting
lines. It is remarkable how pervasive this failure strategy has been. It is
possible to enhance this failure strategy by encouraging competition within
the organization, while discouraging collaboration. Also, maintaining
management ignorance of IT and refusing to fund IT continuing education
will enhance this tactic. Finally, providing inadequate compensation for
IT staff will help insure failure by making it extremely difficult to recruit
and retain high quality personnel.

5. Use IT as a tool for finance. This common failure strategy places IT under
the director of finance, who often has no IT background or experience.
The resources of IT are then primarily focused on financial control and
executive information systems. It is possible to enhance the failure-
promoting effects of this strategy by moving the corporate staff to a remote
site and the IT staff to a different remote site. The negative impact of such
separation on communications virtually insures project failure.

6. Use consultants inappropriately. Of course, the mere use of consultants is
in no way a project failure strategy. However, sole reliance on external
consultants for IT can be a serious problem, especially if the external
consultants are not familiar with the business of the organization. In this
failure strategy, use of the same consultants for providing general
management and IT advice eliminates a potential source of balance and
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independence in the approach to IT management. The effect of overreliance
on external consultants can be accentuated by eliminating any in-house
staff who have expertise in the areas of IT covered by the consultants.

7. Set rigid objectives. Another road to failure involves imposing rigid
quarterly financial performance objectives with required cost-benefit
analysis of all IT expenditures. The use of IT to support and reinforce
vertical patterns of management reporting will further enhance the effect.
Another component of this approach is avoiding detailed IT project
planning that supports general business objectives.

8. Control information. Communication is absolutely critical to project
success. Therefore, restricting contacts between departments, penalizing
criticism of IT systems, and avoiding discussions of failures or conflicting
views will greatly increase the probability of project failure. Minimizing
communication between management and staff will add to the problem.
Finally, overcentralization of IT operations and development can also
reduce needed communication between IT and operational staff and thus
contribute to project failures. This does not mean that centralization should
always be avoided. Some IT operations—for example, network
management—should be centralized.

9. Avoid user input. As we have emphasized earlier in this chapter, securing
meaningful user input is the most critical factor in project success. Therefore,
failure to consult with staff members who will use or be affected by new
systems is a sure road to project failure. Providing inadequate training for
users of the new IT system will also enhance the probability of a disaster.
Another mechanism for ensuring a lack of user cooperation is to announce (or
imply) that the goal of a new system is to automate all possible functions and
eliminate the maximum number of staff. Even if this indirectly appears to be
a system goal, although unannounced, it clearly will discourage the user
cooperation that is essential to project success.

Technical Strategies That Promote Project Failure
Next, we will discuss technical factors that can lead to project failure. It is
notable that there are not as many technical approaches as management strat-
egies that create IT disasters. This fact alone highlights the overriding impor-
tance of management in determining IT project success or failure.

1. Technical leadership. The probability of project failure can be greatly
increased by appointing a technical project leader with complete authority
and ensuring that the project team consists only of programmers. The
effect of this approach can be further accentuated by giving this technical
team complete financial and decision-making autonomy without any user
or management input.

2. Resources. Obviously, providing inadequate resources is a very effective
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strategy for causing project failure. In fact, it is probably the most common
strategy used by political opponents of projects. However, project failure can
also be promoted by providing whatever resources are requested without
appropriate controls. For example, an organization could provide the latest
state-of-the-art equipment, software, and tools without regard to the actual
needs of IT systems to be developed. The problem could be aggravated by
not involving managers or users in the resource allocation decisions, leaving
those decisions exclusively to the technical project team.

3. Planning. Planning is a key element in IT projects. However, too much
planning can contribute to project failure. Insisting on a complete
specification of a system in advance, including all deliverables, tasks,
and sub tasks, can be a failure-promoting strategy. This failure strategy
can be especially effective if no revisions are allowed as the project
progresses. Similarly, requiring strict adherence to a timetable completely
defined in advance also increases the probability of failure. On the other
hand, allowing continuous modification of requirements throughout the
project is also a dangerous strategy.

4. Avoiding feedback. This is the technical equivalent of the management
strategy of avoiding user input. Avoiding any discussion of technical issues
with users and not allowing the users to test system operational concepts
increases the likelihood of failure substantially. Of course, developing
complete working systems without user involvement and insisting on user
cooperation in the use of these new systems, even if the systems do not
benefit the users, will almost guarantee the failure of an IT project.

5. Technology. We deliberately mention the technology area last. Its potential
contribution to project failure is vastly overestimated; in fact, it is rarely
an issue. However, encouraging the development of custom software and
tools rather than the use of commercial packages; using the latest
technology, especially if it is unproven in operational systems; and
avoiding purchases of any capability that can be developed in-house are
definitely strategies that promote project failure.

Overall, the key reasons for project failure are mismatched expectations and
poor communication. Other common reasons for project failure include forcing
project delivery dates and assigning underskilled managers. Lack of high-level
business sponsorship and lack of a comprehensive but flexible plan also contrib-
ute to failure. Finally, a project may fail simply because it is the execution of a
bad idea that is not consistent with the operation of the business. It is important
to remember that IT is not the answer to every business problem.

Recognizing the Warning Signs of a Project in Trouble

As projects progress, it is important for a project manager to be aware of the
warning signs of projects in trouble. Given the relatively high probability of
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failure of IT projects, anyone managing IT projects is highly likely to be
involved in such a situation. By recognizing the warning signs, a project
manager can minimize the resultant failure costs.

The most important warning signs of failure are a lack of agreement on
goals and continuously changing requirements. Another key indicator is a
lack of a written project implementation plan. Other major danger signals
include a rapidly growing budget, repeated contract modifications, and de-
lays in major deliverables. Projects that have evolved to be managed solely
by contractor personnel also are likely to be in serious trouble.

On the other hand, successful projects have been found to consistently
exhibit a number of factors. Most prominent among these are extensive user
involvement and strong management support. Other strategies associated with
success are leadership by a skilled, experienced project manager and both a
clear requirements statement and a comprehensive, realistic work plan. Use of
sound development methodology, such as rapid prototyping, extensive test-
ing, and a thoughtful and detailed transition plan, including comprehensive
user training, are also characteristics of successful IT projects.

Conclusion

Successful management of IT projects is very difficult. There are seven im-
portant techniques for maximizing the probability of success that can be
learned from the hard-earned experience of others:

1. Start with clear goals supported by management
2. Be sure adequate time and resources are available
3. Involve users throughout the process
4. Use education and planning as change management tools
5. Use proven methods and technology, such as rapid prototyping
6. Minimize the increments of change
7. Use behavior modification

Although no management approach can guarantee IT project success, in-
telligent application of these principles will greatly increase your ability to
develop and deploy information systems effectively in public health organi-
zations.

Questions for Review

Read the following short case and answer the questions that are based on it.
Paula Mazzini has recently been hired to head the IT branch at the Depart-

ment of Public Health of State X. Members of the department have expressed
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concerns to Ms. Mazzini that the department has fallen well behind the pub-
lic health departments of other states in the application of technology to
public health activities, and they expect her to help lead the effort to auto-
mate the department’s functions.

There has been sharp disagreement among top managers regarding what
the priorities for new systems development should be. The politically ap-
pointed head of the department has expressed a preference for a decision-
support system that will provide reports about the department’s activities and
help to monitor progress in carrying out the department’s strategic plan. The
department’s powerful director of accounting and finance has argued strongly
for a new accounting system. The department’s director of information sys-
tems has insisted that the department should purchase and apply the most
advanced IT products available and use them for all systems that will be
developed, regardless of which system is developed first.

Top management has finally settled on development of a system for moni-
toring the incidence of contagious diseases in the state. The head of the
Department of Public Health has reluctantly agreed to this choice, although
she has shown little enthusiasm for the project. The same is true for the direc-
tor of accounting and finance, who has announced his intentions to monitor
the project’s expenditures closely. The choice, however, has been strongly
opposed by the chief of the Office of Contagious Diseases, who is comfort-
able with the existing manual system for collecting data about the incidence
of contagious diseases and also fears that automating his office’s functions
will cost the jobs of many of the office’s employees and possibly reduce the
scope and compensation of his own job.

Ms. Mazzini’s preliminary project plan calls for a project budget of $4.0
million, although she has warned that the actual cost of the new system could
vary significantly from this amount. The director of information systems has
cut this budget in half. He has also insisted that Ms. Mazzini prepare detailed
justifications for every project expenditure exceeding $10,000. Finally, he
has insisted that Ms. Mazzini purchase and adapt two commercial state-of-
the-art products and base the new system on them, although Ms. Mazzini has
pointed out that the technology needs cannot be determined until the system’s
requirements definition is completed.

The department’s director of accounting and finance works in an office almost
30 miles from the site where the new system will be built and installed. He does
not understand why Ms. Mazzini cannot commit in advance to a fixed budget for
the new project. He also insists that the compensation level for IT staff remain in
the lowest quartile for all IT workers in the combined private and public sectors,
pointing out that the department’s budget is very tight.

Ms. Mazzini inherited only four IT staff members when she accepted the
offer to lead the IT branch. She has received permission to hire two additional
system designers, four additional programmers, and two additional system
analysts to work on developing and testing the new system.
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Ms. Mazzini has been analyzing existing processes in the Office of Conta-
gious Diseases and is about to meet with users of the existing system.

1. Identify the political obstacles that Ms. Mazzini faces.
2. How should Ms. Mazzini proceed to deal with the budgeting constraints

that she faces?
3. How should Ms. Mazzini deal with the opposition of the chief of the

Office of Contagious Diseases to the new system?
4. Explain why Ms. Mazzini cannot commit to a firm budget at the outset of

the project.
5. How can Ms. Mazzini attract good candidates to the new IT positions, in

light of the fact that salaries are unlikely to be competitive with those
paid in the private sector?

6. What qualifications should Ms. Mazzini look for in candidates to fill the
new positions?

7. Assuming that employees in the Office of Contagious Diseases share their
director’s opposition to development of the new system, how can Ms.
Mazzini win their support for the new system?

8. How can Ms. Mazzini insure that the new system will meet user needs?
9. How should Ms. Mazzini form her project team? Should she use a steering

committee, and if so, what should be the composition of that committee?
10. Explain why the insistence of the director of information systems that Ms.

Mazzini base the new system on two commercial produces is both premature
and unwise.

11. What warning signs of project failure already exist?
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Learning Objectives

After studying this chapter, you should be able to:

• Describe the four types of organizational change and the impact of each on
levels of the public health organization.

• Describe the two types of resistance to change in an organization, and give
an example of each type.

• Differentiate between microchanges and megachanges as classifications
of the magnitude of changes.

• Identify the major tenets of small group theories and discuss the usefulness
of small group theories as tools in gaining employee buy-in to change
brought about by a new or significantly modified information system.

• Define field theory and discuss its usefulness in identifying conflicts about
change in a public health organization.

• Identify the tasks involved in the stages of (1) assessment, (2) feedback
and options, (3) strategy development, (4) implementation, and (5)
reassessment in the practical change management model.

Overview

Effective public health informatics requires a project manager to be as con-
scious of the attitudes and needs of employees as of technical determinations
associated with information technology in a public health organization. Bring-
ing informatics to bear on a public health organization necessarily involves
change in the way work gets done, and, in general, the natural tendency of
people is not always to welcome change. An implementer of an information
system must be aware of the types of change typical in an organization and of
the impact of those types on various levels of the organization. In addition, a
project manager needs to expect, identify, and deal with resistance to change.
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To do so, a project manager needs to be conscious of the magnitude of change
that a system will create. A knowledge and application of small group theo-
ries and field theory can be very useful to a project manager who wants to
secure employee commitment to changes resulting from a new or signifi-
cantly modified system. Finally, a change manager can greatly facilitate the
task of guiding employees toward the changes brought about by new systems
through involving employees in the changes by the use of practical change
management strategies.

Introduction

Effective management of public health informatics projects requires more than
making a technical determination of how information technology is to be ap-
plied to support an organization’s mission. It also requires, for example, an under-
standing of the employees who will be affected by a new system or a combination
of new systems and how they will react. In particular, it requires an understanding
that any new information system involves organizational change, perhaps one of
the most difficult areas of endeavor in public health management. As Kitch and
Yasnoff point out in Chapter 7, developing an effective new public health infor-
mation system inevitably involves assessing and making changes in business
processes with which employees have become comfortable. Imposing organiza-
tional changes, particularly in the form of process changes, challenges that com-
fort level. As a result, many employees will attempt to revert to previous, known
ways of completing work. The fact is that many employees are uncomfortable
with change and tend to resist it.

A classic example of resistance to the changes brought about by the imple-
mentation of public health informatics is the development and implementa-
tion of automated immunization registry systems by the Centers for Disease
Control and Prevention (CDC). Today’s levels of immunizations for preschool
children are very high. However, as many as a quarter of the nation’s children
still do not complete their basic immunization series on time. The societal
consequences of this lapse were directly illustrated in the late 1980s, when an
epidemic of 50,000 cases of measles resulted in some 11,000 hospitalizations
and the death of 130 children nationwide.1 Such problems motivated The
Robert Wood Johnson Foundation to launch the national All Kids Count
childhood immunization initiative in 1991. This program sought to identify
communities and states that were capable of developing immunization moni-
toring and follow-up systems to “improve and sustain access to immuniza-
tions for preschool children.”2

Despite this evidence of progress, however, estimates derived from the
National Immunization Survey by the Centers for Disease Control and
Prevention’s National Immunization Program (CDC/NIP) indicated that in
1995, approximately 25% of preschool-age children had not received at least
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one dose of the recommended series of vaccines.3 The failure to meet the
minimum levels of immunization for preschool-age children—90% coverage
for measles; diphtheria and tetanus toxoids and pertussis (DTP); polio; and
Haemophilus influenzae type b (Hib); and 70% coverage for hepatitis B—is
cause for serious concern.4 Such failures impose not only a public health risk
but also financial costs that are associated with diagnosing and treating the
illnesses. It is estimated that every dollar spent on measles, mumps, and ru-
bella vaccine can result in a saving of 21 dollars in future medical care costs.5

There were many strategies for addressing this issue, but comprehensive,
computer-based information systems, at the state or local level, to monitor
the immunization status of individual children and to trigger efforts to assist
children who are not being immunized was a key change strategy. Public
health people said that the information technology systems should be acces-
sible to, and involve the participation of, all immunization providers. The
systems should be used to facilitate service delivery through coordinated
outreach and follow-up measures. Finally, the systems should be used to de-
termine coverage rates for individual and institutional providers and to target
populations in need of more attention.1

While the CDC piloted automated immunization registry systems between
1979 and 1985, there was no organized extension of this concept until the
measles outbreaks in the early 1990s. Even when the extension did begin,
there was no consensus regarding the technology that should be used to sup-
port the registry systems, and the cost of starting and maintaining the systems
was relatively unknown. Imposition of a national standard was not permitted.
Grant applicants were allowed considerable latitude in the direction their
efforts would take, in the shape and scope of the immunization registries they
would develop, and in the technology they would use.

Why? Quite simply, the imposition of a uniform change—even of a change
that many healthcare providers agreed was necessary—is very difficult in
public health. Such a change disturbs old work processes and comfortable
ways of carrying out the public health mission. As an article concerning the
extension of the registry concept explains,

“This initiative illustrates how an idea that is simple in concept can be complex and
difficult in practice. The technology and protocols needed to develop registries may
be routine in some fields, but they were not easy in public health. The task was
complicated by the American system being built around a loose (and often ineffec-
tive) intersection of public- and private-sector responsibilities for child health care.
These sectors must cooperate in the process of monitoring a series of immunizations
for each child over a period of at least two years, during which child and family
names, child guardianship, and residences may change. The great data management
and technological challenges are compounded by the numerous providers using,
entering, and accessing the systems. Also, some groups are suspicious of computer-
ized monitoring of individuals, even for a good cause, and have occasionally object-
ed to immunization registries as invasion of privacy. This tension between the public
good and the individual rights of citizens is being played out in other, more publi-
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cized and generally more controversial arenas; it may continue to be an issue as the
registries reach full operation and if (or when) data linkages are instituted between
registries.”1.

Bringing change to public health’s established and complex systems is
difficult, but such change can be accomplished by application of techniques
for skillful change management in public health informatics.

In this chapter, we will discuss the principles of change management in
public health informatics. We will begin with a discussion of the four basic
types of organizational change. We will then point out how to recognize
organizational resistance to change and how to overcome it. In the course of
the discussion, we will discuss classic change theories. We will end the chap-
ter with a discussion of practical change management strategies and the pre-
sentation of a change management model that we believe is useful to the
public health informatics manager interested in implementing and gaining
organizational commitment to new systems.

Types of Change

Making the organizational change starts with understanding change and the
change process. Changes within an organization can often be identified as
one of four types, with the definite possibility of overlap between two or
more:

• Operational change: one or more changes in the way that the ongoing
operations of the business are conducted, such as the automation of a
particular area or process

• Strategic change: a change in the strategic business direction, such as
moving from an inpatient to an outpatient focus

• Cultural change: a change in the basic organizational philosophies by
which the business is conducted (e.g., implementing a continuous quality
improvement system)

• Political change: a change or changes in staffing or leadership occurring
primarily for political reasons of various types, such as those changes that
occur at top levels in government agencies at the patronage job levels

These four different types of change typically have their greatest impacts
at different levels of the organization. The following four figures illustrate
this point.6

Figure 9.1 shows that operational changes tend to have their greatest impact at
the lower levels of the organization, right on the firing line. Those working at the
upper levels may never notice changes that cause significant stress and turmoil to
those called upon to implement the changes in their work.
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Figure 9.2 illustrates that changes in the organization’s strategic direction
have potentially significant impact at all levels of the organization. Some
similar activities will continue despite the changes; the accountants will still
be doing financial reports, for example. Still, the nature and type of virtually
everyone’s work will be noticeably affected.

Figure 9.3 illustrates that cultural change typically affects all levels, but it
has the strongest impact on the middle levels. This phenomenon has occurred
countless times in recent years as organizations have introduced cultural

FIGURE 9.2. The impact of strategic changes by organizational level.

FIGURE 9.1. The relative impact of operational changes by organizational level.
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changes that stress values such as employee empowerment, open communica-
tions, etc. As a result of cultural change, the traditional roles of middle man-
agers have been changed completely. Mid-level management jobs now call
for new skills, attitudes, and behaviors. This transformation of the role of
middle managers explains why resistance to cultural change has often been
higher in the middle than at lower levels of the organization.

Figure 9.4 shows that the impact of political change is typically felt most
at the higher organizational levels. As the term implies, these changes are

FIGURE 9.4. Impact of political change by organizational level.

FIGURE 9.3. The relative impact of cultural change by organizational level.
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typically not made for results-oriented reasons but for reasons such as parti-
san politics or internal power struggles. When these changes occur in a rela-
tively bureaucratic organization—as they often do—the bottom layer of
employees often hardly notices the changes at the top. For such lower-level
employees, patients are seen and the floors are cleaned exactly the same as
before. After all, performance itself is not the basis of political change within
an organization; consequently, the ones who perform the work are not af-
fected that much by it.

In a public health organization, then, as in every other type of organiza-
tion, the impact of change depends upon (1) the type of change and (2) the
organizational level of employees. For example, the impact of an operational
change, such as the installation of a new system requiring a revision of busi-
ness processes, will fall most heavily on the lower level of workers who per-
form the affected operations. On the other hand, strategic changes hit all
organizational levels equally hard, whereas cultural changes most affect the
middle level of an organization. Finally, the impact of political change is
greatest on upper-level workers. Recognizing these principles, a public health
information manager engaged in the installation of a new system will need to
concentrate most on overcoming resistance from the operational employees
most affected by the changes that the new system brings. Dealing with resis-
tance to change is the subject of the next section of this chapter.

Resistance to Change

Someone once said that the only person who welcomes change is a wet baby. It
seems to be part of the human makeup to be most comfortable with the status quo
unless that status quo is inflicting discomfort. Even then, people will often resist
a specific change. This kind of resistance to a specific change is probably part of
the phenomenon known as the “devil you know is better than the devil you don’t
know.” Quite often, it is a shock for inexperienced managers to see subordinates
resist even a change that these subordinates requested.

Resistance Against What?
There can be countless reasons for resistance to change in a given situation,
and the term resistance to change is often used very broadly. In order to
clarify the term, it is necessary to differentiate between (a) resistance to a
particular change, and (b) resistance to the changer, that is, the individual
initiating the change.

In resistance to a particular change, the resistance is actually directed
against the changes in the system. For example, an employee might resist a
new system because the system eliminates his role as the gatekeeper of health
information or because the new system requires him to develop additional
computer skills to use it.
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In resistance to the changer, on the other hand, the resistance occurs because of
negative feelings toward the organization in general, toward specific units, to-
ward specific managers, or toward the change agent (the changer). For example,
an employee might resist a new system because he perceives that it will permit
the organization he has come to dislike to respond more promptly and effectively
to a public health emergency, or even because he perceives that a manager whom
he dislikes will become more important to the organization after the new system
is in operation. We can deplore the employee attitude that fosters such resistance
to change, but the fact is that employees are human beings with the capacity to
harbor and act on many complex emotions.

A public health organization must address both types of resistance, but
first it is critical for the organization to identify the primary type of resistance
it is facing.

Moreover, in introducing a new health informatics system, a project manager
must recognize the general organizational climate in which the system must
function. This climate is shaped both by the present state of organizational dy-
namics and by the previous history of informatics projects within the organiza-
tion. In general, a project manager should ask the following questions:

• What is the general organizational climate—positive or negative,
cooperative or adversarial, etc.?

• What has been the quality of the process used to implement previous
informatics systems?

• What has been the technical quality of the informatics systems previously
implemented?

Even project managers who are new to an organization inevitably inherit
to some degree the organizational climate and history. If that climate and
history are negative, the negative “baggage” can be a frustrating burden that
adds significantly to the challenge of successfully implementing a new sys-
tem. On the other hand, the ability to meet this type of challenge is a differen-
tiating factor for truly skilled implementers.

Intensity of Resistance
A skilled implementer of a new system must recognize that resistance can
differ significantly in intensity, from the trivial and relatively passive to the
ferocious. In addition, the very perception of resistance can vary widely from
one observer to another. One manager might perceive that an end user who
asks many questions about a new system is very interested and aggressively
seeking knowledge about it. Another manager might see the same person as a
troublemaker who should just “shut up and listen.”

It is a safe assumption that every significant health informatics implemen-
tation is going to encounter some resistance but that the intensity of the
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resistance will vary significantly within the organization. Experience has
shown that most employees are neutral-to-positive about a change. At the
same time, there is always a definite negative component to be managed. The
existence of some negativity about a change is not an atypical situation in an
organization with decent morale and a history of managing changes reason-
ably well. The challenge in such organizations is to use sound organizational
processes to overcome the negative factors. At the very least, this negative
component must be prevented from enlarging. Figure 9.5 depicts a situation
in which significant numbers of employees are initially neutral toward a pro-
posed systems change.

Figure 9.6, on the other hand, depicts a very different situation. Here, the
proposed change faces a strong negative bias that could arise from various
sources. Such a situation is unfortunately common, and it constitutes a strong
challenge for systems implementers.

If Figure 9.6 describes an implementer’s hell, Figure 9.7 depicts sheer
heaven. There is a high positive attitude toward the change, with only a low
portion of employees having feelings of resistance. If Figure 9.7 represents an
initial attitude toward the proposed change, then the organization has done a
lot of things right in the past. The general morale must be good, and the
aftertaste left by past systems implementations must be quite positive. We
can think of these figures—or an even more positive distribution—as our
goal. Obviously, if the initial attitude we face is something like Figure 9.6,
then our work is cut out for us.

Using Change Attitude Models

Merely identifying the types and levels of change that a systems implementer
faces will not solve the change management challenges encountered in imple-

FIGURE 9.5. An organization with a basically neutral attitude toward change

Very Negative Very PositiveNegative Neutral Positive
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menting health informatics systems. However, it is a first step in organizing
an implementer’s thinking about these challenges. Identifying and defining
the types and levels of prospective change adequately enables an implementer
to use more effectively the change management strategies described in the
final portion of this chapter.

Magnitudes of Change
Finally, a systems implementer should recognize that resistance is also a func-
tion of the magnitude of change6 that a new system will create.

One useful and simple classification scheme for designating the magni-
tude of change to be created by a new system is to use the two categories of
microchanges and megachanges. Without elaborate efforts to differentiate
between the two, we can define these categories as follows:

FIGURE 9.7. An organization with a basically positive attitude toward change

Very Negative Very PositiveNegative Neutral Positive

FIGURE 9.6. An organization with a basically negative attitude toward change

Very Negative Very PositiveNegative Neutral Positive
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• microchanges: differences in degree
• megachanges: differences in kind

As an example of a microchange, consider modifications, enhancements,
improvements, and upgrades to an existing system. Such changes are not
likely to affect the fundamental nature of the system, nor are they likely to
create major changes in existing processes.

On the other hand, a megachange might take the form of a completely new
system or a very major revision of an existing system. The changes that either
form of megachange would create would fundamentally alter the way work is
done.

Although this classification scheme is very simple, it works surprisingly
well in communicating within organizations about systems implementation.
At the same time, a systems implementer should remember that one person’s
microchange is another person’s megachange.

Classic Change Theories

The literature of change management provides two basic categories of change
management theory. These categories are small group theories and field theory.

Small-Group Theories
The primary group is one of the classical concepts of sociology, and many
sociological theories focus on small-group analysis and interaction process
analysis. These theories outline and delineate small-group behavior. Small-
group theories help us to understand not only how to make things more suc-
cessful, but also how to analyze problems when things go wrong. Bales
presented one practical application of small-group research in the Harvard
Business Review.7 In that article, Bales applies small group principles to run-
ning a meeting and makes the following suggestions:

• If possible, restrict committees to seven members.
• Place all members so that they can readily communicate with every other

member.
• Avoid committees as small as two or three if a perceived power problem

between members is likely to be critical.
• Select committee members who are likely to participate in varying degrees.

A group with all highly active participants or all lowly active participants
will be difficult to manage.

We have all seen small-group behavior at work. For example, a job candi-
date is interviewed by a number of people. Information is then collected from
the interviewers and shared with a search committee. The search committee
selects its top candidate and that person is hired. If the person hired does not
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work out, a member of the search committee may very well say, “I knew that
Mary would not work out, but I didn’t say anything because everyone seemed
to like her.”

Small-group behavior is also at work in employee discussions, reviews, and
debates about the introduction of new technology within an organization. If, for
instance, if a group opinion leader reveals negative sentiments about a product or
service, the group’s less-vocal employees will often not challenge those senti-
ments. For example, a medium-sized organization was selecting a local-area net-
work (LAN) system. While the senior leader wanted one system, some of the other
people not only had suggestions about, but also documentation of the superior
qualities of another system. During the meeting to decide which system to pur-
chase, the senior leader stated his views first and quite strongly. A couple of the
lower-level staff members started to confront the senior person; however, when
there was no support from any of the other people present, they did not express
their strong preferences for the other system. When the system finally arrived, the
senior leader’s initial enthusiasm had dwindled. He then confronted the other
members of the team as to why they had not made him aware of the shortcomings
of the system selected.

Such an example leads us to a change management principle: to manage
change effectively, it is imperative for change agents—the people who are
seeking to implement a change—to understand how people behave in groups,
and especially in small groups. It is especially necessary for the implementer
of a new system to identify and cultivate group opinion leaders and to en-
courage less vocal employees to contribute to discussions of proposed changes.

Field Theory
Kurt Lewin and his students are credited with combining theories from psy-
chology and sociology into field theory in social psychology.8 Lewin fo-
cused his attention on motivation and the motivational concepts that underlie
an individual’s behavior. Lewin believed that there is tension within a person
whenever a psychological need or an intention exists, and the tension is
released only when the need or intention is fulfilled. The tension may be
positive or negative. These concepts of positive and negative forms of ten-
sion were translated into a more refined understanding of conflict situations
and, in turn, into what Lewin called “force fields.”

Lewin indicated that there are three fundamental types of conflict:

1. The individual stands midway between two positive goals of approximately
equal strength. A classic metaphor is the donkey starving between two stacks
of hay because of the inability to choose. In information technology, if there
are two “good” systems to purchase or options to pursue, then we must be
willing to choose.

2. The individuals find themselves between two approximately equal
negative goals. Such a choice certainly has been a source of conflict within
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many organizations wishing to purchase or build health informatics
systems. A combination of the economics, the available technologies, the
organizational issues, etc., may well mean that the organization’s
informatics needs cannot be satisfied with either of the available products—
whether purchased or developed in-house. Thus, the decision makers must
make a choice of an information system that they know will not completely
meet their needs. Their choice will probably be the lesser of two evils.

3. The individual is exposed to opposing positive and negative forces. This
conflict is very common in health care organizations today, especially
regarding health informatics. It usually occurs between the systems users
and the information technology or the financial personnel.

As an example of field theory at work, one hospital decided to implement
a new computer system for its clinical laboratory. The hospital chief execu-
tive officer (CEO) decided on the maximum price for the system before the
planners began calculating system capabilities to meet user needs. The
hospital’s clinical laboratory was a very complex and busy organization.
Consequently, when the needs of the laboratory were fully outlined, the basic
hardware and software were more costly than originally budgeted by the CEO.
Faced with the positive (an automated laboratory system) and the negative
(an underpowered system because of finances), the members of the planning
group and the chief information officer (CIO)  recommended purchasing a
smaller-than-needed laboratory system. As soon as the system was opera-
tional, everyone was understandably upset with it. The system did not meet
the needs of the clinical laboratory, it did not meet the needs of the physi-
cians and nurses, and ultimately, it did not meet the needs of the total organi-
zation. The CEO blamed the head of the clinical laboratory, and eventually
that person was replaced. We wonder to this day if that CEO ever understood
his role in the creation of this disaster.

Another type of positive-negative conflict occurs frequently between a
clinical system’s end users and the needs of the total organization. In one
hospital, representatives from an obstetrics department did extensive research
on the type of clinical information system that would best meet the needs of
the department’s patients, especially because those patients visit clinicians
before, during, and after the birth of the child. On the basis of this research,
the department’s representatives selected a system (positive force) and then
presented their decision to their parent organization’s CIO. The hospital’s
information technology staff could not decide whether the system desired by
the obstetrics professionals would blend into the system that they were de-
signing for the total hospital. Therefore, instead of saying yes or no, the CIO
said nothing (negative force), greatly increasing stress levels within the orga-
nization.

All of these social science theories assist change management leaders in
understanding some of the underlying behavior issues as such leaders bring
health informatics technology into today’s complex health systems.
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What Do These Theories Mean
to Change Management?

People can easily be overwhelmed by change, especially within large organi-
zations where they may perceive they have little or no voice in or control
over the changes they perceive are descending upon them. The typical re-
sponse is fight or flight, not cooperation. Managers often interpret such hu-
man resistance to change as “stubbornness” or “not being on the team.” This
managerial reaction solves nothing in terms of reducing resistance to change
or gaining acceptance of it. Many managers do not accept that they are re-
garded as imposing “life-threatening” changes and establishing “no-win”
adversarial relationships between management and those below in the orga-
nization.

Small-group theory is highly applicable to change in public health orga-
nizations because of the way that medical environments are organized. The
care of the patient or the education of students entails many small groups.
These groups converse and share information and feelings, and strong opin-
ion leaders can sway others to their way of thinking relatively easily.

Kurt Lewin’s field theory is also very applicable to implementing changes
in public health organizations. It allows the diagramming of the types of
conflict situations commonly found in health care. A practical illustration of
Kurt Lewin’s original force field approach is shown in Table 9.1.

There are several critical points in this force field diagram:

• Every change, whether actual or proposed, is characterized primarily by
the goal or termination point intended as a result of the change. The goal
is often multiple and in series, such as a change intended to (1) implement
a new information system in order to (2) improve patient care.

• Every change creates effects upon people and existing systems, some
intended and some unintended.

• In most change processes, the forces operating will be either positive
(moving people to accept and cooperate with the change) or negative
(driving people to resist, fight, and work against either the change or its
manner of implementation.) These forces vary from “strong” to “weak,” as
represented in the table by the length of the arrow.

• Forces in the diagram are either real or imagined. For example, a negative
force in a particular situation might be “fear of facing retraining,” which,
in fact, is real—the change will require extensive retraining. But another
negative force might be “fear of layoff,” which, in fact, is mere rumor and
thus imaginary; however, these negative forces remain in effect, whether
real or imagined, so long as people perceive they might be true.

The conflicts of approach-avoidance that Lewin discusses are also preva-
lent in public health organizations. Typical questions pondered by employ-
ees facing a new system are, If I accept this new system, what will it mean to
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me and my job? Will I have a job? How will it change my role? Will this new
system lessen my role? The anxieties expressed by these questions are very
clear and very real to the people within the system. It is important to remem-
ber that one person’s microchanges are often another person’s megachanges.
As the system designers think they are making a minor change to enhance the
total system, an individual end user may see the change as a megachange and
resist it vehemently.

When a project implementer is designing the total “people” strategy for
any system, it is important to involve the people from the very beginning and
to understand clearly how groups function within the organization.

TABLE 9.1. Force field analysis of some of the typical change resistance comments

Negative Forces Positive Forces

Whose idea was this?

Nobody asked me.

More efficiency (cut labor costs)

I have my own way and I like it fine,
thank you.

Better patient care

Will we lose our jobs?

Reclassifications and more money

I like the people I work with. I don’t
want to work with new people.

New status for staff

Why didn’t they give us some decent
training?

�
�

�

�

�

�
�

�

�

�

�
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Practical Change Management Strategies

Change management is the process of assisting individuals and organiza-
tions to pass from an old way of doing things to a new way of doing things. A
change process should both begin and end with a visible acknowledgment or
celebration of the impending or just completed change.

Our culture is filled with empowering transitions. Our research indicates
that there is not one change management strategy that can be used in every
situation. Rather, it is essential for the change management leader to take the
time to know the desired state (the vision or goal) and the particular organiza-
tion and then to develop the appropriate strategies and plans to help facili-
tate the desired state.

Over the years, we have evolved a core model for the major process of
change management. There are many options within this model, but we be-
lieve that it is helpful for leaders to have an overview map in mind as they
begin to implement new information technology systems. The five-stage
model that has proven effective for reducing barriers to technology change
begins with an assessment and information-gathering phase.9

Assessment
The assessment phase of this model is the foundation for determining the organi-
zational and user knowledge and ownership of the health informatics system that
is under consideration. Ideally, this phase of the model begins even before the
planning for the technological implementation of the new system. The longer the
delay in beginning the assessment, the harder it will be to manage successfully
the change and to gain ultimate user ownership.

There are two parts to the assessment phase. The first is to inform all poten-
tially affected people, in writing, of the impending change. This written in-
formation need not be lengthy or elaborate, but it should alert everyone to the
changes in process.

The second part involves collecting information from those involved in
the change by the use of both surveys and interviews. The survey instrument
should be sent to randomly selected members of the affected group. One
person in 10 might be appropriate as a survey sample if the affected group is
large. Five to10 open-ended questions should assess the individuals’ current
perceptions of the potential changes, their issues of greatest concern about
these changes, and their suggestions to reduce those concerns. Recording and
analyzing the responders’ demographics will allow more in-depth analysis of
the concerns raised by these potentially affected people.

In the personal face-to-face interviews with randomly selected people at all
levels throughout the affected portions of the organization, it is important to
listen to the stories the people are telling and to assess their positive and negative
feelings about the proposed health informatics system. These interviews should
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help in ascertaining the current levels of positive and negative feelings; what
each person envisions the future will be, both with and without the new system;
what each interviewee could contribute to making that vision a reality; and how
the interviewee could contribute to the future success of the new system. These
interviews provide critical insights for the actual implementation plan. Often,
those people interviewed become advocates—and sometimes even champions—
of the new system, thus easing the change process considerably.

An alternative or supplement to the one-on-one interviews is focus-group
sessions. These sessions allow anywhere from five to seven people from across
the organization to share their feelings and ideas about the current system
and the new system.

Feedback and Options
The information obtained from surveys, interviews, and/or focus groups must
now be analyzed, integrated, and packaged for presentation to both top man-
agement and to those directly responsible for the technical implementation.
This is a key stage for understanding the strengths and weaknesses of the
current plans, for identifying the major organizational areas of both excite-
ment and resistance (positive and negative forces), for identifying the poten-
tial stumbling blocks, for understanding the vision the staff holds for the
future, and for reviewing the options suggested by the staff for making the
vision come true. If this stage occurs early enough in the process, data from
the assessment stage can be given to the new system developers for review.

In the model, this phase is important in order to establish that the organiza-
tion learns from the inputs of its staff and begins to act strategically in the
decision and implementation processes.

Strategy Development
This phase of the model allows those responsible for the change to use the
information collected to develop effective change strategies from an organi-
zational perspective. These strategies must focus on a visible, effective pro-
cess to “bring on board” the affected people within the organization. This
process could include newsletters, focus groups, discussions, one-on-one train-
ing, and confidential “hand-holding.” The latter can be especially important
for professionals such as physicians who may not wish to admit ignorance
and/or apprehension about the new system.

Implementation
This phase of our model refers to the implementation of the change manage-
ment strategies determined to be needed for the organization, not to the imple-
mentation of the new system. The implementation of the change strategies
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developed must begin before the actual implementation of the new system.
These behaviorally focused efforts consist of a series of steps, including in-
forming and working with the people involved in a systematic and timely
manner. This step-by-step progression toward the behavioral change desired
and the future goals is important to each individual’s acceptance of the new
system. This is an effective mechanism for tying together the new technology
implementation action plan with the behavioral strategies.

Reassessment
Six months after the new system is installed, the organization should conduct
a behavioral-effects data-gathering process. This stage resembles the initial
assessment stage—written surveys and one-on-one and/or focus-group inter-
views. Data gathered from this stage allow measurement of the acceptance of
the new system, providing the basis for fine-tuning. This process also serves
as input to the evaluation of the implementation process. It assures all the
participants that their inputs and concerns are still valued and sought, even
though the particular implementation has already occurred.

Conclusion

Change is difficult, but eventually it must occur. Successful stories of change
continue to grow. Some of the change is smooth and some of the change is
difficult, but nonetheless change is occurring in public health organizations.

It is not always easy to know exactly why a particular group resists change.
However, experience shows that an intelligent application of our basic five-
step change model—coupled with a sound technological implementation
plan—leads to more rapid and more productive introductions of technology
into organizations. The process can be expensive in terms of time and energy,
but the cost is nowhere near the cost of an expensive technical system that
never gains real user acceptance.

Perhaps most important, overall success in implementing change requires
an emotional commitment to success on the part of all involved. The employ-
ees must believe that the project is being done for the right reasons—namely,
to further the delivery of higher quality, more cost-effective health care. If
employees generally perceive that a project is aimed at just “saving a quick
buck” or at boosting someone’s ego or status, that project is doomed to fail.

Questions for Review

Answer the questions that follow this short case:
The Department of Public Health in State X is in the process of installing a

new system that will automate the collection of data related to stream pollu-
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tion caused by runoff from coal mines. In the past, this data has been col-
lected manually from handwritten reports submitted by public health asses-
sors who sample streams, then entered manually into the minicomputer housing
the department’s public health data. Under the new system, the state’s public
health assessors will need to learn to use laptop computers housing programs
that permit entry, collection, and transmission of data directly to the
department’s minicomputer. Personnel in the Data Assembly Unit of the
department’s Branch of Environmental Health will no longer enter data manu-
ally into the minicomputer, and department officers have not yet decided
what duties those personnel will be assigned to, once the new system has
been installed. The Chief of the Data Assembly Unit, Herman Wells, is a vocal
opponent of the new system. He is well liked and well respected by his staff.
Under the new system, Mr. Wells will no longer be responsible for assembling
reports on stream pollution related to coal mines, a major part of his job under
the old system; instead, these reports will be produced automatically under
the new system. Mr. Wells has become embittered about the failure of the
department to promote him after his many years of faithful service, and he
holds a grudge against his boss and the department’s officers; in fact, he
wants the department to fail in its efforts to control stream pollution so that
his arguments about how to effect the control will be justified. The Director,
Branch of Environmental Health, is Homer Farren. Mr. Farren also is con-
cerned about the new system; he fears that the automation will lessen his
influence with Mary Rory, Head of the Bureau of Health Planning and Statis-
tics, to whom he reports. Under the new system, Ms. Rory will no longer have
to rely on Mr. Farren for compilation and distribution of stream pollution
reports. Ms. Rory and other senior officers of the department view the new
system as a much-needed improvement that will speed the reporting of stream
pollution information and permit more effective action to prevent the pollu-
tion. They also see the new system as less expensive in the long run; it will
permit eventual reductions in staffing levels and salary expense.

The director of the new information system project is Hank Greenberg. Mr.
Greenberg has scheduled a meeting with all members of the Data Assembly
Unit, including its chief, in an effort to explain the advantages of the new
system and to gain employee buy-in. He fears that there will be strong resis-
tance to the change brought about by the new system, and he is especially
concerned about the influence that the unit’s chief, Herman Wells, will have
on the opinions of other members of the unit.

1. Identify the type(s) of change that the new system will create with respect
to (a) the public health assessors, (b) the staff of the Data Assembly Unit,
(c) Herman Wells, and (d) Homer Farren.

2. In which of these affected groups or individuals is resistance to the change
likely to be strongest?

3. Which of the groups or individuals likely will be least affected by the
change?
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4. Should Homer Farren’s resistance be classified as resistance to a particular
change or as resistance to the changer?

5. Where would Hank Greenberg likely encounter the greatest intensity of
resistance?

6. Describe the organizational climate into which the change will be
introduced.

7. Describe the magnitude of the change for each player in this situation.
8. Explain how Hank Greenberg can use small-group theory in dealing with

resistance to the change.
9. According to field theory, what are the positive and the negative forces in

this situation?
10. According to field theory, what is the fundamental type of conflict that

Hank Greenberg must deal with?
11. Explain how Mr. Greenberg can use the Practical Change Management

Strategies model to smooth the transition to the new system? How can he
use that model to address and minimize resistance he is likely to encounter
in meeting with the Data Assembly Unit?
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Learning Objectives

After studying this chapter, you should be able to:

• Explain why it is important both practically and legally for public health
organizations to maintain the confidentiality of information about
individuals and to avoid releasing aggregate data that could identify an
individual or a cohort.

• List and briefly describe the six principles of fair information practices.
• Describe a rule of thumb that can be used in determining the adequacy of

a denominator in the release of aggregate public health data.
• List and describe the steps that a public health organization should take in

establishing confidentiality agreements regarding health information.
• Describe at least four characteristics that a good password system should

have.
• Describe the features of (1) smart cards, (2) biometrics, and (3) cryptography

as computer security devices.
• Explain ways that public health organizations can prevent unauthorized

access to their Internet-based systems and guard against attacks by intruders.
• List and describe two ways by which a public health organization can

detect potential intruders of their systems.

Overview

Public health organizations need to protect the confidentiality of sensitive,
identifying information about individuals to maintain the willingness of in-
dividuals to disclose such information and to adhere to laws affecting the
handling of health information. Safeguarding the privacy, confidentiality,
and security of such information is an important undertaking. A public health
organization needs to adhere to the basic principles of fair information prac-
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tices, as incorporated into the Privacy Act of 1974, and to develop and en-
force confidentiality policies that govern the handling and release of public
health data. Among security measures that an organization can institute to
protect the integrity of information and guard against unauthorized access to
it are passwords, smart cards, biometrics, and cryptography. In addition, a
public health organization needs to be especially vigilant about potential
intrusions into its computer systems, and particularly of those systems that
rely or reside on the Internet. The use of proxy servers, session password
mechanisms, and firewalls can help guard against mischievous attacks from
the Internet, while intrusion detection measures can help an organization
detect efforts to compromise systems.

Introduction

The practice of public health requires that we have access to very sensitive,
identifying information about individuals. This type of information is essen-
tial if we are to perform our tasks of preventing and controlling the spread of
disease. Access to this information, however, requires a careful balancing of
the rights of individuals and the needs of the community. To date, public
health practice has an excellent record of protecting the confidentiality of
information obtained from and about individuals. This record helps maintain
the confidence of the community and insures the continued willingness of
individuals to disclose sensitive information to public health officials. Of-
ten, our ability to protect this information depends on statutory authority
that prohibits any access or use of such information by individuals or groups
who are outside the realm of public health.

We also have an obligation to disclose information about the health status
of the community and trends of disease. In meeting this obligation, we must
not compromise any individual’s identity in releasing statistical information
about the community. Avoiding indirect identification of individuals from
the use of aggregate statistics is a continuing challenge.

Finally, as information systems are more widely applied in public health,
the difficulties of protecting information increase. The public correctly per-
ceives that all information systems that provide improved access to data for
worthwhile and laudable purposes simultaneously increase opportunities for
misuse of information. However, there are many tools and techniques avail-
able to insure that the electronic information is used only for appropriate
purposes. Developers of public health information systems must be familiar
with the application of these techniques.

In this chapter, we will define and discuss the concepts of privacy, confi-
dentiality, and security as they relate to handling information about indi-
viduals in the practice of public health. We will briefly discuss the fair
information practices that should be used by public health officials in the
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handling of such confidential information and the policies and procedures
that public health organizations need to follow in this regard. We will con-
clude the chapter with a discussion of security arrangements that public health
organizations need to make in order to prevent unauthorized access to the
information.

Definitions

Terms such as privacy, confidentiality, and security often are subject to vary-
ing interpretations. In fact, they are often confused with one another. Before
proceeding further, we will define these key terms.

Privacy may be defined as the right of individuals to hold information
about themselves in secret, free from the knowledge of others. This definition
implies that private information has not been disclosed to any third party.

Confidentiality is the assurance that information about identifiable per-
sons, the release of which would constitute an invasion of privacy for any
individual, will not be disclosed without consent (except as allowed by law).
The exception for legal release of confidential data without an individual’s
consent may cause some concern until we realize that this exception implies
“community” consent. Confidential data should never be released without
consent—but community consent implies that the consent itself takes the
form of legal requirements. In this context, identifying information repre-
sents any information, including but not limited to demographic informa-
tion, that will identify or may reasonably lead to the identification of one or
more specific individuals.

Security relates to the mechanisms by which confidentiality policies are
implemented in computer systems, including provisions for access control,
integrity of data, and availability of systems. Because security is, in this
definition, dependent on and derived from confidentiality, it makes no sense
to ask information technology personnel to develop a security plan until and
unless the organization already has confidentiality policies in place.

A good analogy to the relationship between confidentiality and security is
an access control system for a large building. A locksmith can provide secu-
rity via excellent locks of various types to prevent and control entry to areas
throughout the building. However, it is the confidentiality policy that tells
the locksmith who gets the keys to which room. Without good confidentiality
policies, security cannot be effective.

Fair Information Practices

The basis for confidentiality policy in public health is “fair information prac-
tices,” a set of ideas defined in a 1973 study1 and incorporated into the federal
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Privacy Act of 1974, which has been discussed in Chapter 4. They represent a
set of principles that define the responsibilities of an organization that holds
confidential, identifying information about individuals. Although the Pri-
vacy Act applies only to federal agencies, the principles of fair information
practices form an excellent basis for the confidentiality policy of any public
health agency. The concept of fair information practices is built on the foun-
dation that confidential, identifying information collected by a public health
organization should possess the qualities of (1) relevance, (2) integrity, (3) a
written purpose, (4) a need-to-know access, (5) the capacity for correction,
and (6) consent of the individual or the community from whom the informa-
tion was obtained.

Relevance
All information collected about individuals should be necessary and relevant
to public health or be otherwise required by law. It is always tempting to
collect whatever information that is easily collected under the assumption
that it may be useful some day for something. However, the relevance prin-
ciple requires us to avoid gathering information under such an assumption.
The relevance principle recognizes that individuals are entitled to privacy;
the benefits of information collection must therefore outweigh any individual
privacy concerns. Another important aspect of information relevancy is that
the collection of information should not be overly burdensome, intrusive, or
coercive.

Integrity
Once information is collected, its integrity must be protected. The concept of
integrity therefore means that we must take reasonable measures to prevent
loss, interception, or misuse of the information. No unauthorized alteration or
destruction of information may be permitted.

Written Purpose
All information collected should be consistent with written public health
purposes and/or required by law. In practice, this concept means that every
database must have a written purpose or purposes, and the usage of informa-
tion in the database must be restricted to the stated purpose(s). A linkage of
multiple databases should be considered a new database requiring a new
written purpose.

Need-to-Know Access
All confidential Information should be accessible only on a need-to-know
basis, both internally and externally. Public health organizations should re-
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quire that all personnel sign confidentiality agreements at least annually.
Moreover, an employee’s access to confidential information should be termi-
nated when duties change and the employee no longer has a job-related need
to view the information. A public health organization should also prohibit an
employee’s disclosure of confidential information to someone who does not
have the need to know it. Such a re-disclosure policy is essential to prevent
loss of control of confidential information. After all, if such information is
disclosed to an appropriate person who is allowed re-disclose it to someone
else, it is no longer possible for the organization to enforce a confidentiality
policy. Finally, a public health organization should submit any information
it plans to disclose to an external entity for research purposes to an institu-
tional review board (IRB)—for both practical and legal reasons. As John
Christiansen points out in Chapter 4, the federal Health Insurance Portability
and Accountability Act (HIPAA) permits disclosure of identifying informa-
tion without an individual’s consent for research purposes, but the law spe-
cifically recognizes the role of an IRB in such disclosures.

Opportunity to Correct Errors
Individuals should have access to information about themselves and the abil-
ity to correct this information to the extent allowed by law. As John
Christiansen points out in Chapter 4, both the Privacy Act of 1974 and HIPAA
make provisions for individuals to access information about them and to
correct the information. Implicit in such provisions is the requirement that a
public health organization maintain a public list of all databases so that
individuals are aware that information about them may be in use. In fact, a
key principle of fair information practice  is that there must not be any secret
databases. A public list of databases should contain the name of the database,
a description of the information included, and a list of the information sources,
excluding confidential sources. A system must be in place to respond to in-
quiries regarding information held about an individual, and this system must
allow the individual to correct such information. As with credit reporting
data, disputed data must be marked to indicate that the individual in question
does not agree that the information is correct.

Consent
All information must be collected with the consent of the individual or else
the community to whom it pertains. As we have indicated, community con-
sent implies a legal basis that overrides the privacy interest of an individual.
The consent must be informed. In the absence of community consent, a public
health organization must disclose to an individual the purpose of the infor-
mation collection, the data protections in place, and the consequences of
withholding information, if any.
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Organizational Policies and Procedures to Ensure
Confidentiality of Information

It is essential for public health organizations to have appropriate confidentiality
policies and procedures in place. These policies must be sufficiently comprehen-
sive to encompass electronic information systems. Unfortunately, even today
many public health agencies either do not have such policies or else have poli-
cies that do not fully conform to the principles of fair information practices.2

Confidentiality policies for restricting release of data are essential to pre-
vent the inadvertent identification of individuals in the course of a release of
data. All data releases by a public health organization should be reviewed,
either manually or through use of an automatic computer-based approach. To
control the potential for indirect identification, an organization should give
special attention to the denominator of any count. For example, disclosing
that one person in a population of 1 million has a particular health condition
is not likely to result in the identification of that person. However, as the
denominator decreases, the possibility that a released statistic will allow iden-
tification through the use of other available information increases. There is
no absolutely secure cutoff for the size of the denominator. However, one rule
of thumb that has proved to be useful is that the denominator must be greater
than 50 in a population, or greater than 10 for a cohort. Table 10.1 provides
examples of this rule of thumb in action.

Insuring that all personnel are familiar with confidentiality policies is
essential. Confidentiality agreements signed upon employment and at least

TABLE 10.1. Examples of statistical denominators that are usually either adequate or
inadequate to prevent inadvertent identification of an individual or a cohort: Rule of
thumb method

Example Adequate or Inadequate?

A public health assessment presents data showing
that one person in a population of 50,000 has been
diagnosed with metallic mercury poisoning.

Adequate

A study of eight families living in a remote Alas-
kan village presents data showing that one of the
families has a head of household with a sexually
transmitted disease.

Inadequate

A study presents data showing that one person in a
population of 500,000 has a rare blood disorder.

Adequate

A table in a public health consultation presents data
showing that of 30 different groups using water
from 40 community wells, two groups have mem-
bers with elevated levels of lead in their blood.

Adequate
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annually thereafter should include the definition of confidential information
and indicate that such information is available on a need-to-know basis only
and should not be re-disclosed. The agreement should direct the employee to
ask his or her supervisor about any questions related to confidentiality. It
should also indicate that confidentiality breaches will result in disciplinary
action and that confidentiality must be maintained indefinitely.

Confidentiality agreements signed by data system administrators should con-
tain special provisions, inasmuch as data system administrators have access to
extensive confidential information because of their computer system responsi-
bilities. Such provisions should indicate that information is to be used only as
needed for administration of the computer systems and that access granted to
others should only be in accordance with established policies and procedures. If
possible, listed disciplinary actions for violations of the agreement by the data
system administrators should include the possibility of termination on the first
offense. If these individuals are not extremely sensitive to the issues of confiden-
tiality, the entire organization will be at risk.

Security

Once appropriate confidentiality policies are in place, security mechanisms to
ensure the enforcement of those policies must be established. These may be
divided into authentication, insuring that the identity of the user is confirmed;
data integrity, protecting information from of unauthorized alteration; and avail-
ability, preventing interference with system access for authorized users.

Authentication is at the heart of any security system. The choices regard-
ing what access is provided or denied depend entirely on correct identifica-
tion of the user. There are three basic methods to determine the identity of a
computer user: (1) what the user knows (password); (2) what the user has
(smart card); and (3) what the user is (biometrics).

Passwords
Passwords are by far the most common form of user authentication. Each user
has a specific (usually self-chosen) combination of characters known to him
or her and the system for use as a password. Entering this hopefully secret
combination of characters identifies the user.

However, passwords have many practical drawbacks. First, most people
choose very short dictionary words as passwords. A potential intruder may
easily guess such passwords. The length of a password is important, because
it determines the number of possible combinations. For example, a combina-
tion lock that opens with a single number is not nearly as secure as one with
three numbers. Just so, a longer password is more secure from such guessing
or the use of a trial and error method to determine a user’s password. It is also
very undesirable to use any dictionary words as a password, since many soft-
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ware packages exist that will simply try a dictionary’s words in an attempt to
gain unauthorized access.

Good passwords should be at least eight characters in length. They should
also have more than one word connected with one or more digits or special
characters. A good working model for passwords is “word1; word2.” Pass-
words should not contain any familiar numbers, names, or words; for ex-
ample, they should not consist of telephone numbers, birth dates, anniversary
dates, Social Security or driver’s license numbers, parts of a user’s name or
names of family members, or parts of a user’s address, city, home town, etc.
Passwords should never be written down anywhere—there is no security in an
excellent password written on a Post-ItTM note attached to a computer screen.

It is also important for a user to remember that if a password is entered over
a network, particularly on the Internet, that password will travel “in the clear”
unless it is entered on a secure page (such a page will have a closed lock or an
unbroken key in the lower left corner of the browser). Passwords sent in the
clear can easily be intercepted and used by hackers for unauthorized entry.

Finally, a password should have a short life. A user needs to change a
password every two or three months. After all, the longer a password is in
existence, the greater is the time frame by which a potential intruder can
attempt to guess it or otherwise discover its nature.

Listed below are some of the password requirements imposed by the Cen-
ters for Disease Control and Prevention (CDC) on users of its systems:

1. A passcode is required to be created to gain access to all agency information
technology systems.

2. The minimum allowable length for reusable passcodes is six characters.
3. Reusable passcodes must have a minimum effective life of at least one

day, but no more than 90 days; identical or similar passcode reuse is
prohibited for a minimum of 18 months.

4. Repeated unsuccessful attempts to login result in account suspension
(this is the most effective means to prevent automated attacks at guessing
passcodes for accounts).

5. Passcode sharing is prohibited.
6. Passcode content must be protected from disclosure to others and may not

be displayed on the screen or displayed at the desk environment where it
might be viewed.

7. Creating shortcuts for automatic entering of a passcode is prohibited.

Smart Cards
Smart cards are increasingly being used to improve the security of the authenti-
cation process. A smart card is a small device—the size of a credit card or even
smaller—that displays a random number that changes periodically (usually ev-
ery 60 seconds). The number displayed is included as part of the user password.
Therefore, a user must not only provide a memorized password, but also must
possess the smart card and enter a displayed number to gain access to a system.
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Even if this combined password is intercepted, it is not helpful to a potential
intruder, because its validity lasts no more than one minute. This type of im-
proved authentication is strongly recommended for system administration per-
sonnel, because improper access to an account provides total access to both the
system in question and perhaps the entire network.

The major disadvantages of smart cards are the possible inconvenience of
having them always available, their cost (about $50 each), and the overhead
of administration—keeping track of who has which smart card. Also, it is
necessary for the clocks of the central computer and the smart cards to be
synchronized to be sure both sides generate the same password. These chal-
lenges are not terribly difficult to overcome and, as a result, smart cards are
rapidly increasing in popularity. Such cards are currently used at CDC to
provide secure remote access to internal systems.

Biometrics
Probably the ultimate authentication is through biometrics: retinal scanning,
fingerprint scanning, or voice identification. Fingerprint scanning in particular
is now commercially available; it uses inexpensive devices (cost: approximately
$100) and provides reliable and repeatable results. In Chapter 1, Patrick O’Carroll
presents a scenario involving use of a thumbprint scanner now commercially
available as an authentication device. Eventually, as such fingerprint scanning
devices become built into computer keyboards, the use of this technique for
authentication is likely to become much more widespread.

Cryptography
Protecting data integrity goes beyond authentication. Information must also
be secure while in transit. Accomplishing this goal involves the use of cryp-
tography—encoding messages so that they are intelligible only to the proper
recipient. On a practical level, cryptography involves converting messages
composed of “plain text” into new messages readable only with a key pos-
sessed by a user. Cryptography is a substantial discipline in its own right, and
a complete description of it is beyond the scope of this text. Luckily, a work-
ing knowledge of very basic cryptography is more than adequate for its appli-
cation in information systems.

The two basic elements of cryptography are the key and the algorithm. The
key, analogous to a physical key used to open a lock, is a group of characters
or numbers used to encode or transform a message into a form designed to be
unreadable. The use of larger keys provides more security by making it diffi-
cult for a potential code breaker to test every possible combination of charac-
ters or numbers. At present, a key length of 128 bits is considered sufficient to
provide a very high level of security. However, as computer power increases,
key lengths will need to expand to ensure that a potential intruder’s testing
every possible combination remains impractical.
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The algorithm is the method or steps used to apply the key to the message,
producing an encoded result. Modern cryptography typically uses algorithms
that have been fully disclosed and are well known. This use of algorithms
allows standard devices and software to be available to perform encryption at
very low cost.

One cryptographic technique growing in popularity is public key cryptog-
raphy. With this technique, each user has both a public and private key. The
public key is typically published in widely available directories, much like
phone books. Anyone who desires to send a message to a person can encode it
by use of the public key. Decoding the message, however, requires use of the
private key, which is known only to the recipient. Therefore, anyone can send
a message that can be read only by the desired receiver.

This technique is most widely used with the RSA cryptography algorithm.
The RSA algorithm was invented in 1978 by Ron Rivest, Adi Shamir, and Leonard
Adleman. This cryptographic method, which recently was placed in the public
domain, requires a public key that is the product of multiplying two very large
numbers, while the private key consists of the two factors. The security of the
method depends on the difficulty of determining the factors of an extremely large
number. A user may increase the security of an encrypted message by utilizing
larger key sizes. Because the RSA algorithm is now in the public domain and can
be used without payment of royalties, its popularity is likely to increase.

More recently, a more complex algorithm has been proposed for use as a
federal standard. Called Rijndael (pronounced Rhine-doll), this data encryp-
tion formula was developed by Belgian cryptographers Joan Daemen of Pro-
ton World International and Vincent Rijmen of Katholieke Universiteit
Leuven.

When transmitting information over a network, especially a public net-
work like the Internet, a user should use encryption to prevent interception or
alteration of the data.

Systems Availability and Computer Security
Availability of systems is another important aspect of computer security. Sim-
ply denying access to unauthorized users is not sufficient. Information sys-
tems must also be available to those users who need them. Making the systems
available can be a difficult and challenging task, especially in the case of
systems on the Internet.

Recently, there have been a number of high-profile attacks on Web sites;
these attacks effectively paralyze affected sites by presenting an overwhelm-
ing number of requests for service. Known as “denial of service attacks,” they
are very difficult to defend against. Because even unauthorized users can
attempt to gain access to a system, a large number of such attempts can effec-
tively preclude usage by everyone.

In public health, this same type of scenario could occur in an emergency
situation. A public health crisis might result in an overwhelming number of
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legitimate public requests for service to public health Web sites. Such crisis-
level usage could effectively prevent use of the sites by public health offi-
cials and other emergency responders.

To address this problem, public health agencies must have a backup emer-
gency Internet connection through an alternate Internet service provider. Such
an arrangement allows emergency traffic to utilize this alternate channel.
Only official personnel should be informed of this backup address.

The overall solution to “denial of service” attacks will require some
changes to the Internet itself. Mechanisms will need to be developed to dis-
connect users who are rapidly generating huge numbers of repeated requests
for service. Because these attacks represent a major problem for all Internet
sites, it is highly likely that an effective preventive strategy will be devel-
oped soon. Meanwhile, designers of public health information systems must
provide alternate access paths that can be activated in emergencies.

Internet Security

As Marion Ball indicates in Chapter 3, the Internet has been a boon to the
development of public health information systems, because it provides a
common user interface and a communications protocol accessible with Internet
browser software. Information system developers, however, must understand
the basic principles of Internet security to utilize this new tool properly.

The first of these principles is that a computer is not necessarily protected
from malicious Web sites during the use of browser software. In particular, the
Java language can run programs that may potentially have harmful conse-
quences for a user’s computer. To deal with this potential problem, some
organizations have implemented “proxy servers” for Web browsing. The use
of a proxy server means that the browser software does not run on a user’s
machine, but rather on another, “proxy” machine. The user’s screen simply
duplicates the view of the screen of the proxy machine. In this configuration,
only the proxy machine is at risk from potentially harmful Java programs.

In the absence of a proxy server, the best strategy for gaining protection
from potential damage from Web sites is to be sure that key files have been
backed up. Of course, file backup is an essential part of computer usage in any
case, and it should be a regular habit. If a file contains information that is
important to a user or to an organization, then it is worth taking the time to
create a backup regularly. Ideally, such backups should be done every day.

A second principle is that a user should employ one of two basic mecha-
nisms currently in use to transmit and receive information in a secure fashion
from a Web site. Both mechanisms involve the establishment of a “session
password” used to encrypt information traveling back and forth between the
user and the Web site. The first of these mechanisms, S-HTTP or “secure http,”
creates secure envelopes for messages that are then transmitted to and from
the Web site. The other mechanism, “secure sockets layer” or SSL, creates a
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secure “pipe” between the user’s machine and the Web server; SSL is transpar-
ent to any application, not just to a Web browser.

Either of these security mechanisms will result in a high level of resistance
to message interception or alteration. Current Internet browsers have settings
for the length of keys for secure applications. A user should be certain that
key lengths are set to at least 128 bits. Browsers may initially be set for 40-bit
keys that are inadequate to provide good security. After a user connects to a
secure site, the security icon in the lower left-hand corner of the browser
(either a key or a lock) will be closed or whole, indicating that security is in
place. It is unwise to enter any sensitive information into a Web site unless
the page into which the information will be entered is secure.

A third principle to follow in insuring the integrity of computer systems
connected to the Internet is to use a firewall. In this context, firewalls have
nothing to do with preventing the spread of flames or smoke, but rather with
protecting computer systems from inappropriate access. A firewall is a sepa-
rate, dedicated computer system that filters the packets of information from
the Internet. Each packet of information has an indication of its source; there-
fore, a firewall can be programmed to intercept and discard packets from
inappropriate sources. This filtering process provides substantial protection
against access from inappropriate users. However, it is far from foolproof,
because it is possible for a hacker to create Internet packets that appear to
originate from a source other than the true sender.

A firewall can also limit the types of access provided to Internet users. It is
possible, for example, to remotely log on to another system on the Internet
and have access to some or all of the commands and information on that
system. A firewall can prevent requests for log-on from reaching any of the
systems inside the firewall. By configuring the firewall to allow only Web
access, an organization can attain a significant degree of protection.

To minimize the potential for attack on the firewall system itself, an orga-
nization should take certain precautions. These precautions include mount-
ing all disks as read only, so that a potential intruder cannot alter any
information. Eliminating all unnecessary commands and services and allow-
ing only a very small number of user accounts (that have very long and com-
plex passwords) also is helpful. Although the percentage of Internet users
trying to break into systems is quite small, the number of Internet users is so
large (over 100 million people) that it is inevitable that attempts to inappro-
priately access your systems will be made.

Intrusion Detection
Another important element in the security plan is intrusion detection. After
all, without a system in place to detect potential intruders, an organization
will never find any. It is important to look for unusual access patterns or
activities. There are two major types of evaluation techniques to permit an
organization to detect unusual access patterns and activities: statistical and
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rule-based. Statistical techniques look at patterns of usage. For example,
most systems have peaks of usage in mid-morning and mid-afternoon. A sud-
den surge of user activity in the middle of the night would therefore be highly
suspicious and would require investigation.

Rule-based intrusion detection involves the assessment of certain condi-
tions, the violation of which would indicate a possible problem. For example,
if seven users try to log in simultaneously under the same user account, such
an event would be highly likely to represent an organized attack. Most sys-
tems utilize the rule that a user account is locked after three failed attempts to
enter a password. This is a good example of rule-based intrusion detection.
Application of this rule makes it very difficult for a potential attacker to try
thousands of passwords to gain illicit entry into a system.

In short, it is wise to assume that all systems are subject to attempted
unauthorized use. An organization should plan accordingly. Above all, an
organization should not make the mistake of thinking that its systems are too
unimportant or uninteresting to potential hackers.

Conclusion

Computer security requires serious attention from knowledgeable personnel.
It is important to back up key files on a daily basis and to use strong encryp-
tion for transmitting or receiving sensitive data. Users should be required to
employ long passwords that are not dictionary words or other easy-to-guess
information. Computer network security, in particular, requires expertise in
authentication techniques, in encryption, and in deploying firewalls. Once
comprehensive confidentiality policies are in place, it is possible to develop
a security system to enforce those policies effectively.

Questions for Review

1. Briefly explain why community consent to release of public health
information overrides individual consent.

2. Differentiate between privacy, confidentiality, and security, as those terms
relate to public health information.

3. Assume that a public health employee has signed a confidentiality
agreement that incorporates a need-to-know provision and prohibits re-
disclosure of any information to which she gains access within her public
health organization’s systems. The agreement’s term of enforcement is
indefinite. Discuss the applicability of this agreement with regard to the
following situations, assuming the information she has accessed is relevant
to a project on which she is working:
a.  The employee discusses individual information she obtains with a

colleague working on the same project.
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b.  At lunch, the employee reveals the individual information to a friend
working in a commercial enterprise not affiliated with the public health
organization.

c.  During a weekend trip, the employee discusses the individual
information with her husband.

d.  After the employee leaves this job, she begins self-employment and
discusses the individual information with her best customers.

4. Robert Jameson, an epidemiologist for the Department of Public Health in
State X, was born on May 5, 1965. His wife Mary works for the department
as a sexually transmitted disease specialist. Mr. Jameson is about to change
the password he uses to access the department’s databases. Examine all
the password possibilities below and determine whether each is suitable
for use as a secure password. If the password is not suitable, explain why.
a.  Bob65
b.  Schlerx342
c.  050565
d.  MarySTD
e.  Rjameson0565
f. RJ1965

5. List the advantages and disadvantages of (1) smart cards and (2) biometrics
as authentication devices for users of public health information systems.

6. Differentiate between a key and an algorithm in an encryption system,
and explain the basic features of public key cryptography.

7. You are the principal data administrator in a public health department.
Your department operates systems on the Internet. Explain how you can
(1) guard against denial of service attacks, (2) protect computers from
malicious Web sites while organization employees are browsing the Web,
(3) ensure the integrity of your organization’s information systems from
external attack, and (4) detect efforts of intruders to gain access to your
organization’s systems.
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Learning Objectives

After studying this chapter, you should be able to:

• Explain the detrimental effects and costs of having redundant,
noncommunicating information systems in public health.

• Explain the nature of Health Level 7 as a major messaging standard for
hospital information systems.

• List the advantages and disadvantages of a public health agency’s using
(1) a local vocabulary and (2) a universal vocabulary for a system.

• Briefly define the nature of (1) splitters and (2) lumpers as data vocabularies.
• Define (1) flat, (2) relational, and (3) object-oriented data formats in terms

of the degree of complexity and usefulness of each.
• Explain what is meant by a context and an information architecture in the

electronic exchange of information.
• Identify and describe the steps in the typical process by which a standard

for data interchange is developed, and explain the roles of the American
National Standards Institute and the International Organization for
Standardization in standard setting.

• List at least three choices that a public health organization must make in
trying to fit a national standard to a local project.

• Explain the differences between naming standards, transmission protocol
standards, and software, and provide examples of each.

• Understand that many standards exist for different interrelated fields and
know where to go to learn more if needed.

Overview

Public health organizations have lagged far behind hospitals and laborato-
ries in adopting and implementing common data standards. Yet, public health
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in general must move to such common data standards if it is to fulfill its
mission effectively. Without common data standards, public health organiza-
tions cannot share and otherwise maximize the use of health information.
Such organizations must recognize, however, that replacing local vocabular-
ies and grammar with universal codes provides both advantages and disad-
vantages. A number of forces are driving public health organizations to adopt
and implement common data standards, including the provisions of the Health
Insurance Portability and Accountability Act (HIPAA). Changes in these stan-
dards will require public health organizations to make many choices—in the
nature of file formats, in the electronic exchange of data, and in the degree of
complexity of the formats. Fortunately for public health organizations, a num-
ber of national standard-setting bodies have developed uniform standards
that can be adopted and implemented, although choosing to adopt these
standards is usually a balancing act involving some painful choices. The
experience of the Washington State Department of Health in adopting and
implementing common data standards illustrates some of these choices.

Introduction

Previous chapters have discussed the fundamentals of developing and installing
effective and secure information systems in a public health environment. How-
ever, no matter how well designed and accepted an information system is, its
usefulness will be severely limited if it cannot communicate in a meaningful way
with other systems, both within and outside the organizational environment.
Without standards for the data that is to be housed and processed by a system, the
entire development and installation process will have been pointless.

Modern technological developments dictate that there be a common data
language in public health. With advances in technology such as the computer
and the Internet, the speed with which public health data can be collected,
analyzed, and exchanged has increased dramatically. At the same time, as
public health information activity gets faster and more complex, it becomes
even more critically important that the data are being coded and communi-
cated in a standard way. The development and use of data standards—a term
that indicates uniform use of common terms and common methods for sharing
data—will facilitate the efficient exchange of public health information.

The need for data standards in public health is not new. Even in the mid-19th
century, William Farr recognized the importance of using common terms in de-
veloping a classification system for monitoring mortality in England. That list of
terms led to the eventual development of the International Classification of
Diseases (ICD),1 now maintained by the World Health Organization (WHO). Farr
noted in the Appendix to the First Annual Report of the Registrar General that

The advantages of a uniform statistical nomenclature, however imperfect, are so
obvious, that it is surprising that no attention has been paid to its enforcement in bills
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of mortality. Each disease has in many instances been denoted by three of four terms,
and each term has been applied to as many different diseases; vague, inconvenient
names have been employed, or complications have been registered, instead of prima-
ry diseases. The nomenclature is of as much importance in this department of inquiry
as weights and measures in the physical sciences, and should be settled without
delay.2

The same need for uniform standards of nomenclature and classification
exists today. Everyone benefits from a common approach to representing and
exchanging public health data: those who collect it from outside sources,
those who enter it into computer systems, those who analyze it, those who
verify the findings, and those who communicate the information for use in
public health interventions.

In this chapter, we discuss many of the issues associated with using uni-
form data standards for the exchange of public health information. We will
begin with a short history of the challenges and developments in the ex-
change of health information. We will then define the context and meaning of
common data standard terminology by the use of an analogy to a verbal
conversation, including the use of a vocabulary and grammar. We will also
discuss some of the efforts of major organizations to provide some level of
standardization for data interchange between and among health organiza-
tions. Finally, by use of an actual short case history of one state health
department’s efforts to implement standards for data interchange, we will
conclude the chapter by pointing out some of the complexities and chal-
lenges involved in adopting data standards.

The Historical Overview of Data Standards
in Health: The Tower of Babel

Developing and using uniform data standards is a major challenge facing
public health agencies as they move toward more electronic and automatic
exchange of data. Fortunately, problems associated with collecting and com-
municating information are not unique to public health. The experiences of
hospitals and healthcare providers can offer direction to public health depart-
ments and federal agencies making decisions about data standards. A brief
history of efforts to integrate laboratory and hospital systems illustrates po-
tential solutions to similar challenges in public health.

In the not too distant past, laboratory workers manually recorded the re-
sults of lab tests in logbooks and on paper reports that were sent to the patient’s
chart. Over time, laboratory devices were developed that performed routine
tests automatically and provided the results on printed strips of paper. The
printed result often was stapled into a logbook, with copies provided to the
chart. These printouts were an improvement over handwritten results, but the
management of data stored on paper is inefficient. Many of the laboratory
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devices eventually were configured to provide results electronically. Each
device had its own unique format for communicating: The blood-testing ma-
chine spoke one language, the serum chemistry machine spoke another lan-
guage, and the specimen-tracking computer spoke yet another. A number of
laboratories took these electronic outputs and connected them to a central
computer. The subsequent set of communicating computers and devices be-
came known as a laboratory information system (LIS). The electronic connec-
tions for communicating between the instruments and the central computer,
called interfaces, made it possible to access all the lab data from the various
devices at a single computer terminal.

Interfaces greatly improved specimen tracking and the presentation of re-
sults; however, computer programmers had to undertake considerable work to
translate the unique outputs of each of the machines into a format the LIS
could understand. Laboratory directors were trying to build an integrated,
intercommunicating laboratory, but they found themselves deafened by a
cacophony of different languages. Adding a new device or purchasing a new
LIS required that each of the disparate data formats be translated for the new
device or system. This confusion in communication has been compared to the
description of the Tower of Babel in the Book of Genesis.3 During construc-
tion of that tower, the builders began to speak in different languages. The
inability of the builders to communicate in a common language made build-
ing the great tower impossible. To overcome the Tower of Babel in laborato-
ries by use of a common format for sharing the information, laboratories needed
a transmission protocol recognizable to all participating systems.

Recognizing the costs and inflexibility of the old approach, the makers of
lab devices and LIS developers came to agreement on standard electronic
formats for communicating.4,5,6 One common format was developed by a na-
tional developer of interfaces. Initially, interfaces were developed between
each of the systems: billing–laboratory, laboratory–admissions, admissions–
billing, and so on. Each interface was essentially unique; it could not be used
with another system. These interfaces allowed for efficient data sharing, but
they were time-consuming and expensive to develop and maintain, a fact that
was especially evident as hospitals added new systems requiring even more
interfaces. Programmers had to be brought back in to repeat the process of
developing interfaces to connect each of the old systems to any new system.

In short, hospitals, especially those attempting mergers with other hospitals,
found themselves in a similar situation as the laboratories, trying to connect more
and more systems, each with a unique set of codes and electronic formats. These
connections between systems were unique proprietary interfaces; they were not
based on any common communication standard. Eventually, forces related to
economy and effectiveness dictated that hospitals needed a common format for
system interfaces, and these forces prevailed.

Working together, developers of hospital information systems (HISs) gen-
erated a common format for sharing data. The major messaging standard that
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developed for this purpose was Health Level Seven (HL7).7 This standard has
become the choice for interfacing of clinical data for most institutions. HL7
defines the data elements being exchanged, the timing of the interchange,
and the format for multiple types of messages: orders, results, errors, services,
and many others. By using a common message for communicating between
disparate systems, hospitals can save a considerable amount of time and money
when building interfaces.8

The Tower of Babel in Public Health

There are numerous noncommunicating systems in public health, just as there
are such systems in hospitals and laboratory systems. City, county, and state
health departments often use different and incompatible systems for collect-
ing and analyzing data. Even different divisions within a single health de-
partment may have systems that cannot communicate with one another. In
addition, state health departments use different systems provided by federal
public health agencies. The reasons for the lack of compatibility vary. Com-
puter systems may have a particular design because of functional require-
ments—for instance, clinical case management of patients in an immunization
clinic. The systems may differ because of policy requirements within a health
department—for example, requirements that allow only certain kinds of soft-
ware to be installed and maintained by health department staff. The systems
may also differ because of external requirements from federally funded pro-
grams for disease control. Although these reasons may be justifiable, they
have contributed to a complex array of independent systems that have great
difficulty sharing information and that impose a great burden on those enter-
ing and providing maintenance of data.9 Some typical examples of the public
health Tower of Babel are:

• an immunization clinic system that tracks measles vaccinations but cannot
communicate with a public health lab system recording results from serum
measles antibody tests;

• a prenatal clinic system that cannot communicate with a birth registry
system; and

• a sexually transmitted disease monitoring system that cannot communicate
with a communicable disease reporting system to identify patients with
both hepatitis B and syphilis.

Even a casual examination of public health agencies will turn up other,
similar examples of incompatible systems.10 The net effect of relying on such
systems is that opportunities for processing information more effectively are
lost. For example, public health officials in charge of multiple public health
information systems find themselves with an abundance of data. Unfortu-
nately, these data cannot be easily combined. As a result, information of value
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to public health may be lost. This abundance of unusable data has been called
“data smog” by the author David Schenk.11 Schenk writes, “The character of
information has changed: as we have accrued more and more of it, informa-
tion has emerged not only as a currency, but also as a pollutant.” The chal-
lenge to public health is to insure that, as more and more data are collected,
these data generate more and more valuable information. Adhering to com-
mon data standards will help to meet that challenge.

Public health agencies have not fully capitalized on the value of common
data standards to the extent that hospitals and laboratories have. But even
while hospitals and laboratories have benefited from the implementation of
data standards for communicating between information systems, they still
need greater standardization. For public health as well as for such other insti-
tutions, the Health Insurance Portability and Accountability Act (HIPAA) holds
promise of increasing the pace at which common data standards are imple-
mented.12,13 In Chapter 4, John Christiansen has discussed the impact that
HIPAA will have on health information privacy. In addition, we need to point
out that one of the goals of HIPAA is to improve the efficiency and effective-
ness of health care through standardization of select shared electronic infor-
mation. This law, once fully implemented, will certainly impact the business
of health care by restructuring the way that health data are captured, transmit-
ted, stored, secured, and managed. Likewise, it will impact public health by
changes made to the source of most public health data. In turn, having a
greater understanding of available data standards and their potential uses
will allow public health to participate more fully in the information revolu-
tion occurring in health care and elsewhere.

Data Standards: A Figure of Speech

Public health agencies collect data in order to characterize, control, and pre-
vent disease. Critical to this activity is the efficient exchange of unambigu-
ous information. Such data become unambiguous by the use of a common
language. In fact, one way to describe data standards in public health infor-
mation exchange is to use the metaphor of a conversation. Like data stan-
dards, conversations use a vocabulary (i.e., a chosen set of words), require a
grammar (i.e., a way of structuring the words), and take place in a certain
context (i.e., a common setting for parties to exchange the words). Each of
these three conversational components is useful for discussing available data
standards and issues surrounding their implementation. Table 11.1 summa-
rizes the analogy we will be using.

Vocabulary
Words are essentially representations of things and activities. Words that get
used repeatedly are often coded, categorized, and cataloged in lists called
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vocabularies. In much the same way, health departments and hospitals main-
tain lists of codes that they use frequently—codes for counties, codes for
reportable conditions, disease codes for death records, codes for identifying
institutions, and reimbursement codes for common procedures that are per-
formed. In general, these lists of codes or vocabularies can be described by
how widely they are intended for use.

Local and Universal Vocabularies

Local vocabularies are usually defined for a specific purpose, often for a
specific, proprietary application. Universal vocabularies are designed for
broad use in disparate systems. For example, let’s say that a health department
needs a new system for recording information about licenses for water wells
in the state. To maintain a current license, each well owner must provide the
location of the well. The designers of the new licensing information system
must choose how they will code the different data collected. As an example,

TABLE 11.1. The equivalence of the components of data standards to a conversation

Conversational Component Data Standard Equivalent

Vocabulary: the words you choose
for a conversation

Vocabulary: the coded terms to represent data that
are being exchanged or stored

Local vocabulary: a specific, proprietary set of
terms that may limit data exchange

Universal vocabulary: a nationally recognized set
of terms maintained by others, which may have
limited applicability to specific local uses

Splitters: vocabularies that tease broad concepts
into atomic elements

Lumpers:  vocabularies that gather several con-
cepts into a single code

Grammar: the way you put the
words together for a conversation

Format: the order and structure of data for storing or
messaging

Storage formats: use of spreadsheet or database
files is a more static way to exchange data

Electronic messaging format: a more dynamic way
of exchanging data information using queries and
acknowledgments

Context: the environment where
you have a conversation

Information architecture: the designated infrastruc-
ture for supporting data exchange—software, hard-
ware, resources, staff needed for communication,
data security, confidentiality requirements, policy and
regulatory requirements, etc.
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let’s take the data collected about the county where the well is located. Should
the health department use the county codes from the old system (the local
codes) or should it adopt FIPS (Federal Information Processing Standards)
codes developed by the federal government (the universal codes)?14 The old
local codes are familiar to the data entry and data analysis staff and may make
it easier to compare information collected in the new system to historical
data. The new universal codes are not familiar to the staff, but having them in
the database will allow adjoining states to combine data to develop regional
statistics; they will also allow the water well information to be combined with
other data sets at the health department that use the federal county codes.

There are always trade-offs in choosing between local and universal codes.
For example, local codes are more easily updated or changed and can reflect
specific local needs; however, local codes require maintenance by health
department staff, and the use of local codes may impede rapid and efficient
sharing of information. Universal codes do allow for better sharing of infor-
mation, and the costs of maintaining them are borne by an outside agency.
However, it may be difficult to get new codes when they are needed, and
codes may not be available to represent all the information collected in a
particular system. Choosing between a locally defined vocabulary and a uni-
versal vocabulary is essentially choosing the level of direct control one has
over the codes in a system. In general, if the information is going to be com-
pared or combined with other sources of information, then the use of univer-
sal codes is warranted. Table 11.2 summarizes the advantages and
disadvantage of local and universal codes.

Splitters and Lumpers

Vocabularies can also be categorized by the degree to which the codes combine
multiple concepts into single representations. In other words, vocabularies can
be categorized as splitters, those that tend to tease concepts out into their more
atomic elements, and lumpers, those that tend to gather concepts into a single
code. Take, for example, the following narrative dictated by a pathologist evalu-
ating a surgical biopsy: “The gallbladder was enlarged and red with pus easily
expressed through the site of rupture.” In addition to sounding truly repulsive,
the narrative is also very difficult to represent with a single code. Translating that
narrative into a single code like “enlarged gallbladder” would miss all the gory
detail. Many newer anatomic pathology computer systems allow for these sepa-
rate terms to be stored by use of codes from the Systematized Nomenclature of
Medicine (SNOMED).15 SNOMED is an example of a splitter vocabulary, be-
cause it permits storage of each concept in the sample narrative. (Vocabularies
that function mainly to assign names to unique concepts, like SNOMED, are also
known as nomenclatures.) A coding specialist using SNOMED for coding the
gory gallbladder narrative into the computer system could choose separate codes
for selected terms—for instance: T-63000 (Gallbladder), M-71000 (Enlarged),
M-01780 (Erythematous), M-36880 (Purulent Discharge), and M-41611 (Rup-
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tured Abscess). These separate codes can be used later as search terms for catego-
rizing the data or for generating pathologic diagnoses. SNOMED version 3.5
contains 156,965 term codes in 12 separate lists of codes, or axes, containing
names for different things. Axes of particular interest to public health include
Living Organisms, Diseases and Diagnoses, Physiological Functions, and others.
Newer versions of SNOMED (e.g., SNOMED RT and SNOMED CT) additionally
contain relationships between the coded concepts as well as expanded clinical
terminology.

Lumper vocabularies, on the other hand, do not attempt to provide names
for all things and activities, but rather provide codes that combine multiple
concepts into a single code. Let’s take the following code for a laboratory test
as an example: “Enzyme Immunoassay of Serum for Hepatitis A Virus Anti-
body.” Here, the test code is actually a group of separate concepts that have
been put together. Those separate concepts are “Enzyme Immunoassay,” “Se-
rum,” “Hepatitis A Virus,”, and “Antibody.” A code to represent this collection
of concepts can be found in the lumper vocabulary Logical Observation Iden-
tifiers, Names, and Codes (LOINC) as “13951-9.”16,17 Because LOINC codes
are made up of known component concepts, the single code can be “ex-
ploded” to reveal the component parts. Thus, these lumper codes can serve as
a single, unambiguous, representation of a complex set of concepts and, at
the same time, the individual codes that make up the single code can be

TABLE 11.2. Advantages and disadvantages of using local and universal codes

Code Classification Advantages Disadvantages

Local • Familiar to data entry and
data analysis staff—no
training required

• More easily updated or
changed than universal
codes

• Permits more readily
comparisons of previously
collected data to current
data

• Requires maintenance by
local health staff

• May impede sharing of
information with other
organizations not using the
local code

Universal • Permits communication and
sharing of data with other
systems using universal
codes

• Updating is the responsibility
of the issuing organization and
not the users

• May be unfamiliar to local
staff—training may be
required

• Not as flexible or as subject
to updating as local codes

• May not be adaptable to
represent all information of
the local organization
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referenced and used for categorizing and routing the information. LOINC is
an example of a vocabulary that takes separate component concepts, such as
“serum” and “antibody,” and connects them. The process of putting those
components together is known as coordination. When codes are put together
by use of defined component concepts prior to the release of the vocabulary,
as is the case with LOINC, the codes are referred to as pre-coordinated. On the
other hand, when users create new codes after the release of a vocabulary, the
new codes are referred to as post-coordinated—that is, they have been put
together after the fact. SNOMED codes, for example, can be post-coordi-
nated. In general, if information is going to be compared or combined with
other sources of information, vocabularies of pre-coordinated terms may pro-
vide for the most efficient and unambiguous movement of data. In contrast,
the use of post-coordinated terms in such vocabularies may complicate the
data movement.

Some vocabularies can be classified as both splitters and lumpers. An example
of a vocabulary that has elements of both lumping and splitting is the Interna-
tional Classification of Diseases—Clinical Modification (ICD-CM).18 Now in
its ninth edition, this vocabulary has both atomic concepts like “fever” (780.6)
and more lumped concepts like “Hepatitis A virus infection without mention of
coma” (070.1). The ICD-CM differs from a nomenclature in that it is a classifica-
tion, a vocabulary that has organized its codes into defined categories. In a
classification, one can know that the code for “meningococcal encephalitis”
(036.1) is a type of “meningococcal infection” (036.0),  which itself is a type of
“other bacterial diseases” (030–041). In other words, there is a hierarchy of rela-
tionships among the coded concepts. Newer releases of SNOMED will provide
these kinds of relationships among its codes as well.

A number of additional “universal” vocabularies are available and useful
for public health activities:

• Current Procedural Terminology, Fourth Version (CPT4): codes and
descriptors to represent health services (www.ama-assn.org/ama/pub/
category/3113.html)

• National Drug Codes (NDC): a set of universal product identifiers for
human drugs (www.fda.gov/cder/ndc)

• International Classification of Diseases for Oncology (ICD-O): an
international coding tool for cancer registries maintained by WHO
(www.who.int)

• Unified Medical Language System (UMLS): an on-line tool analogous to a
thesaurus for linking concepts common across different health care–related
vocabularies (www.nlm.nih.gov/pubs/factsheets/umlskss.html)

Grammar
For any conversation to occur, two parties must choose a vocabulary that both
parties can understand. However, it is not enough to have only the words; rather,
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both parties also must choose a way to put the words together so that the parties
can understand each other. For instance, take the two following sentences:

“The disinfectant is contaminated by blood.”

“The blood is contaminated by disinfectant.”

Both sentences use the same words but mean very different things, depend-
ing on how they are arranged. To understand each other, both parties trying to
communicate about blood and disinfectant must agree on the following order
of words

“Thing being contaminated goes first; thing doing the contaminating is second.”

For communicating information in public health in an efficient and unam-
biguous way, the order and structure of the data are as important as the vo-
cabulary. A number of different formats (i.e., ways for structuring the data)
allow data to be exchanged between parties.

Storage and Message

Storage Formats

Imagine two ways of having a conversation. One occurs through sharing more
complete data collections such as written letters or diaries. Another is more
like a face-to-face communication. The former is an exchange of relatively
fixed information, whereas the latter is more dynamic—one question leading
to another, with short bursts of information moving back and forth. The same
alternatives can apply to the exchange of electronic information as well.

One alternative is that data can be stored in a structured, more fixed format, a
file, and that file can be given to someone else for use. Files are usually formatted
as either flat files (consisting of a table of rows and columns), or as a database file
(a table, or set of tables, with columns, rows, and an accompanying description of
the data with computer instructions for working with the data). There are many
different “standard” file formats. Many of these formats are de facto standards—
they have become standards through their frequent use, rather than through a
formal consensus process. Standards that are developed through a formal consen-
sus or regulated process are often referred to as de jure standards. Some common
de facto standards in use as file formats are listed below:

• Comma-delimited: a flat file format with file extension *.csv, where commas
are used to delimit, i.e., separate, the columns of a table; each row of the
file represents a new record.

• Tab-delimited: a flat file format often with file extension *.txt, similar to
comma-delimited, but tabs are used instead of commas.

• Microsoft® Excel: a proprietary database file format with file extension
*.xls, known as a spreadsheet, i.e., a single table of rows and columns with
some accompanying instructions for the computer to appropriately
manipulate the data.
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• Lotus® 1-2-3: a proprietary spreadsheet with file extension *.wk4.
• Borland® dBASE: a proprietary database format with file extension *.dbf.
• Microsoft® Access: a proprietary relational database format with file

extension *.mdb.
• SAS®: a proprietary statistical analysis tool and file format with file

extension *.ssd

If two parties are using the same file format to exchange information, they
will be able to update their data easily by importing the files. If they are not
using the same file format, then work will be required to change the format
into something that can be imported.

Differences in file formats can lead to delays in public health interven-
tions. For example, examine the following scenario: During an outbreak in-
vestigation, the Johnson County Health Department has chosen to store its
data in the database Borland dBASE. Monroe County Health Department has
started its own investigation as well, but has used the database Microsoft
Access to store the data. Realizing that a statewide outbreak is occurring, the
state health department begins coordinating the investigation and chooses to
store the data in Epi-Info, a database provided by the Centers for Disease
Control and Prevention (CDC), which uses a proprietary format different from
either of the de facto standards used by the counties.19 Each day, as new data
are shared with the state health department, time and energy have to be de-
voted to translating and reformatting the data in order to combine them into
a common, analyzable format.

In this situation, it is easy to see why use of a common file format would
speed the sharing of data among the two counties and the CDC. In general, if
data are to be exchanged in files, choosing a common file format for report-
ing, preferably a de facto standard, will lead to more efficient communication
of public health information.

Electronic Messaging Formats

Data can be shared by exchanging files, but data can also be shared in a more
dynamic way. A computer system can also “talk” with another, different kind
of computer system through electronic messaging.20 Such a more complex
electronic conversation is most commonly employed in hospitals and busi-
nesses where the importance of sharing data efficiently and unambiguously
may determine the life or death of a patient. Messaging, also called electronic
data interchange (EDI), requires much more technological infrastructure than
is needed for simply sharing data files; it requires a common set of questions
and responses that both communicating systems understand. Take immuniza-
tion registries as an example. The vaccine-preventable diseases section of the
Washington State Department of Health has developed a large database to
keep track of children’s immunization status in the state. Oregon also has
developed a health department registry database, but that database uses a
different database design. When a child has moved from one state to another,
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is there a way that one database could automatically communicate with the
other database to determine whether the child has any record of prior vaccina-
tions? The answer is yes—through the use of HL7 messages.21,22 By use of a
structured format, the different messages being shared between the two com-
puter systems simplistically might look like this:

Washington System: This is the Washington State System, talking to the
Oregon State System, requesting to know if you have
any children with the last name “Munoz” and first name
“Charlie”?

Oregon System: This is the Oregon State System and I have 3 children
with last name “Munoz” and first name “Charlie.”

Washington System: Do any of these children have a birth date of June 12,
1996?

Oregon System: Yes, one child has the birth date of June 12, 1996.
Please provide the immunization records for this child.

Oregon System: Hepatitis B vaccine at birth. Measles, Mumps, Rubella
at 15 months, etc.

Washington System:

As you can imagine, this kind of automated query and response method
requires a greater technological capability than does sharing files. However,
messaging can provide much faster communication than can occur with peri-
odic updating of databases. Additionally, the two-way conversation allows
for dynamic transfer of information.

There are two major standards for messaging health information in public
health: (1) HL7 and (2) X12, a national standard for exchanging business infor-
mation.23 HL7 standardizes the format and protocol for the electronic exchange
of data among healthcare computer application systems. The standard, essen-
tially a large document describing how to build specific electronic messages,
provides formats for numerous types of information exchanges, such as request-
ing a new room for a patient, reporting ultrasound results, ordering intravenous
fluids from the pharmacy, responding with an acknowledgment for further infor-
mation, etc. HL7 not only defines the sequence in the message for certain data
elements; it also defines the data types, the way certain kinds of data are struc-
tured, such as date/time (10/23/2000, 23/10/2000, etc.), name (Doe, John M.,
John M. Doe, etc.), phone (404-639-3311, +01(404) 639-3311), etc. HL7 cur-
rently can be used in public health for messaging between immunization regis-
tries22 and cancer registries,24 and for reporting results from emergency
departments25,26 and laboratories27,28 to public health agencies.

The focus of X12 messages is on business-to-business operations. The Ameri-
can National Standards Institute (ANSI) has approved both HL7 and X12 for
communicating clinical and administrative data, and it has approved X12 for
healthcare business transactions. The ANSI Accredited Standards Committee X12
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(ANSI ASC X12) has published more than 275 electronic message formats, called
transaction sets, for ordering, shipping, and invoicing products, as well as for
financial transactions for reimbursement and many other transaction types.23

One other important emerging standard for communicating health infor-
mation is XML, or eXtensible Markup Language.29 XML, and its cousin HTML
(HyperText Markup Language), are maintained by the World Wide Web Con-
sortium (W3C). Both XML and HTML use tags (e.g., <title>, <body>, <font>)
to define the presentation/layout of a Web page on the Internet. You can get a
good idea of what HTML looks like by choosing the “view source code”
option on your Web browser. While HTML has predefined tags, XML pro-
vides the capability of defining tags for specific messages. XML has two
major uses: (1) to provide structure and facilitate exchange of documents
over the Internet, and (2) to facilitate the exchange and transmission of data
between disparate applications and systems. Standard sets of XML tags have
been defined for some disciplines like mathematics and chemistry, but there
are no leading XML healthcare standards as yet. Version 3 of HL7 will be in
XML, and that version may emerge as a national standard for clinical mes-
sages. There are many other XML-related standards that help define the gram-
mar (Document Type Definition), interpretation of the data (Resource
Description Framework), and content/semantics of the data (Schemas) for
XML implementation. Further information about such developments can be
found at the W3C Web site, www.w3c.org.

Flat, Relational, and Object-Oriented Data Structures

One way to look at the “grammar” or format of data being exchanged is to
characterize it as either “storage” or “message,” as previously described. An-
other way to characterize the format is by its degree of complexity in the way
the data is structured. Generally, one can think of data as being formatted in at
least three levels of increasing complexity: flat, relational, and object-ori-
ented. Data can be both stored and messaged in any of these three hierarchies.

Flat Files

A flat file is basically a table for storing data. Columns are assigned for
different data elements such as “Last Name,” “Lab Test Name,” and “Result”.
Rows represent individual records, such as the event of a patient’s specimen
being tested in the laboratory. The file might look like the following:

Johnson RPR Reactive
Doe Culture N. meningitidis
Smith Hep A Virus Positive
Munoz Blood Lead 30

Some de facto standard flat files for messaging are the UB92 (i.e., HCFA-
1450) and the HCFA 1500, both used for Medicare insurance claims.30 A
format recognizable to communicable disease units in state health depart-
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ments is NETSS, the National Electronic Telecommunications System for
Surveillance: a flat file for sending reportable disease data to the CDC.31 Data
stored and messaged in a flat file may be easier to analyze and manipulate
than when the data are in other formats; however, it does not easily represent
the complex relationships and recurrences of data that are common in health
care.

Relational Files

On the other hand, a relational file is designed to capture both repeating and
related data elements. For instance, if patients are likely to have varying
numbers of tests and results, then there could be separate, but linked, parts of
the files for tests and results. Thus, a patient with several test results can be
represented as easily as a patient with only one test. Using a relational data-
base may be a more logical way to store public health data, because many
findings in public health are likely to recur. While data can be stored in a
relational database, relational structures can also be used for sending elec-
tronic messages. HL7 is an example of an electronic messaging format that
uses a relational structure. For instance, when a laboratory result is sent by
use of HL7, the message for a sexually transmitted disease screening panel
(simplified for this example) looks as follows:

MSH|^~\&||LABMED-SOUTHWEST^68D0896766^CLIA|...

PID|1||78893565||JOHNSON^JACK|...

OBR|1||05099409000|220738^STD SCREEN^L|...

OBX|1|CE|5292-8^RPR-SYPHILIS^LN||REACTIVE|...

OBX|2|CE|6487-3^GONORRHOEAE ANTIGEN^LN||NEGATIVE|...

OBX|3|CE|14468-3^CHLAMYDIA ANTIGEN^LN||NEGATIVE|...

In this HL7 relational message example, the “|” is the delimiter separating
the different data fields. The first segment, beginning with “MSH”, indicates
that a new message is being sent. For each message segment header (MSH),
there can be one or more patient identification (PID) segments—here there is
only one. For each PID, there can be one or more service request (OBR) seg-
ments—here there is only one. For each OBR, there can be one or more obser-
vation (OBX) segments—here there are three, one for each of the tests
performed in the STD panel.

The relational structure of HL7 allows electronic messaging of more complex
healthcare information more easily than does the use of flat files. In the same way,
a relational database (e.g., Microsoft Access) allows data to be stored in a more
complex way. In general, if you are going to be messaging or storing information
that recurs—for instance, multiple lab tests per visit, multiple addresses per pa-
tient, or multiple contacts per case—the use of a relational structure for storage
and messaging of data is warranted. Equally important, the use of a de facto or
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formal standard file format for storage or messaging will allow for more efficient
and unambiguous communication of information.

The Object-Oriented Approach

Finally, the most complex of the formats for storage and message is the ob-
ject-oriented approach. Objects are defined as independent, self-contained
data packets that contain not only the data, but also the instructions for
specific functions or procedures that can be performed with the data. Objects
are developed by use of object-oriented programming languages such as JAVA
and C++. Objects can be stored in an object database management system
(ODBMS) and can be shared through a variety of transmission protocols. One
architecture, in particular, the Common Object Request Broker Architecture
(CORBA), has defined a protocol for sharing healthcare data by the use of
objects; such data sharing is coordinated by CORBAmed.32 At present, there
are no widely implemented object-oriented standards directly applicable to
public health activities.

Context

We have used the metaphor of a conversation to demonstrate the importance of
standard vocabularies and formats in the electronic exchange of information. It is
important also to consider the context in which a conversation occurs; some
environments are simply better for communicating than others. While standards
for vocabulary and format can lead to more efficient information exchange, addi-
tional steps can be taken to standardize other important information system ele-
ments. These might include common methods for sending data securely over the
Internet, use of standard encryption algorithms for protecting patient confidenti-
ality, agreements on use of a common web application for entry of various sur-
veillance data, defining a set of interoperability requirements that all software
purchases must meet, and others. A description of these different elements that
together comprise the information system environment can be referred to as an
information architecture. As with vocabularies and formats, use of standards
throughout the architecture can improve the capture and communication of pub-
lic health information.

Currently in the United States, surveillance data for various diseases is
stored and communicated using disease-specific surveillance systems. For
example, sexually transmitted disease cases are managed and communicated
in a software tool that is unique and disconnected from other “stand-alone”
systems in health departments for other diseases such as tuberculosis, HIV/
AIDS, and childhood blood levels. As a part of efforts to integrate these dis-
parate surveillance systems, CDC has developed the National Electronic Dis-
eases Surveillance System (NEDSS). NEDSS, in one sense, is a response to the
“Tower of Babel” that currently exists in public health reporting by provid-
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ing the design of a common information architecture for sharing public health
findings. NEDSS describes the “vocabulary” for public health information
(i.e., the coded terms), the “grammar” for capturing and communicating the
information (i.e., the format and structure of databases and electronic mes-
sages), and several other elements necessary for an integrated environment
for public health surveillance information management. Standards are de-
fined for various architectural elements including an integrated data reposi-
tory, Web data entry, specific security methods, electronic messaging of health
care information, data presentation and analysis, and more. Further informa-
tion can be found at http://www.cdc.gov/.

It is important to remember that the choice of standards and elements in the
information architecture may require additional resources or more complex
software than older nonstandard systems. For example, the requirements in
software, resources, and staff needed to support XML messaging over a secure
internet connection with SNOMED codes and encrypted patient identifiers is
very different from the requirements for using a flat file with no universal
codes sent by mail on a floppy disk. As the complexity of the chosen stan-
dards within the information architecture increases, so will the complexity of
the infrastructure and needed resources to support the data exchange increase.
In general, when choosing data standards, public health agencies should ac-
count for the resources and infrastructure needed to support the full imple-
mentation of the standards in the information architecture so that the maximum
benefit can be achieved. More on this issue is discussed in the section titled
“Experience from the Field” later in this chapter.

Developing National Data Standards: Herding Cats

The development of data standards arises from a need to share data efficiently
and unambiguously. However, the formal process for creating national data
standards is not easy; it is much like trying to herd cats. Some organizations
and corporations have come to agreement on acceptable solutions; others
have not. The task of developing national data standards requires that acade-
micians, software vendors, federal agencies, and others, each with their own
agenda and investment of resources, must be brought together to develop a
common specification. Such a task requires patience, creativity, and perse-
verance to bring the participants together.

Standardizing Standardization
Standards exist for paper sizes, just as standards exist for data interchange.
We even have standards that define the thread width on a screw. However,
navigating the plethora of standards and identifying the numerous, diverse
areas requiring standardization can become a management nightmare unless
a standards process is defined. The standards process helps determine how
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potential standards can be properly identified, balloted, changed, and retired
in an iterative manner. Although the standards process may differ slightly
from one standards development organization (SDO) to another, the func-
tions of the standards process are similar. The steps that are typically in-
volved in the standards setting process are listed below:

1. Identify areas requiring standardization: The first step is to identify the
subject area of interest requiring standardization. For example, let us say that
a previously unknown virus has been discovered that causes fever and abnormal
movement in the arms and legs. Investigators have named this virus “Disco
Fever Virus” (DFV). Soon after its discovery, state and local health departments
identify the need to represent this concept in code sets for public health
reporting. Clinics and hospitals, on the other hand, need this concept
represented in code sets for reimbursement and billing purposes. In each case,
standardized codes are desired to represent DFV infection, keeping in mind
the different purposes, representations, and uses of these codes.

2. Determine whether standards exist for the area of interest: After querying
the UMLS and researching standard code sets, many of which are accessible
on the Internet, scientists determine that standard code sets such as ICD-9-
CM and SNOMED do not have a code for DFV infection. They could
generate a proprietary code to represent this concept in an internal
application or database. However, given the fact that the clinic uses ICD-
9-CM to represent a majority of infectious diseases, it would make sense
to inform the standards development organization of the need to include
and represent this concept in its coding classification scheme.

3. Submit a proposal: In most standards development organizations, a
technical committee or working group is responsible for the development
and submission of proposals for new or modified standards to the central
governing board. In this example, a proposal justifying the need to develop
a standard code for DFV infection would be submitted to the technical
committee for consideration. The content and format of these proposals
will vary from one standards development organization to another.

4. Discussion/Debate: Discussion and debate may occur at two levels. Discussion
will first occur at the technical committee level. The merits of the submitted
DFV infection proposal will be critiqued based on some form of evaluative
criteria or guidelines used by the committee. At the second level, if the topic
is of significant importance, the technical committee may recommend that
the central governing board facilitate discussion and debate of the proposal.
The central governing board, at the very least, will be involved in the final
decision-making process to determine whether the proposal will be endorsed
and incorporated into the standard.

5. Review Process/Incorporate Changes: Often, proposals are sent back to
the submitter with changes, suggestions, and requests for further
clarification. Submitters should expect each standards development
organization to have some process to review and edit proposals. Submitters
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should be prepared to make compromises and recommend alternative
solutions in order to achieve consensus. When the changes have been
agreed upon, the submitter incorporates these changes in the proposal.

6. Consensus/Final Vote: Once the technical committee has written up the
specifications for the proposed additions or change to the standard, the
proposal is described and balloted for approval by the central governing
board. To gain approval, some specified majority of the central governing
board must vote in favor of the items described in the proposal. Again,
keep in mind that the balloting protocol may vary from one standards
development organization to another.

In the example above, some negotiation has occurred between the
submitters of the proposal and members of the technical committee. Once a
consensus is reached, the governing board votes and approves the addition of
a standard code representation for DFV infection.

Obviously, this example has been simplified. In reality, each step in the
standards process requires significant effort, time, and understanding of the
standardization needs. However, there are distinct advantages for the public
health community to go through the standards process. Public health not
only benefits from having influenced the development of a standard, but it
also benefits from the experience and knowledge gained in the process. Equally
important, the relationships forged with standards development organiza-
tions will prove invaluable, especially if other standards proposals are sub-
mitted in the future. Finally, the same approach on a less complex scale can be
used to develop consensus solutions to communication problems in large
health departments and public health agencies.

The Standard Bearers
Two organizations serve as the coordinator of standards development activi-
ties. Under the umbrella of these two organizations, standards are developed
internally within technical committees and working groups or externally by
accredited standards development organizations. Participants in these orga-
nizations represent diverse government and industry organizations:

• American National Standards Institute (ANSI): A voluntary standards
organization that serves as the coordinator for national standards in the
United States and as the US member body to the International Organization
for Standards. ANSI accredits standards committees and provides an open
forum for interested parties to identify, plan, and agree on standards; it
does not itself develop standards. Standards are developed by SDOs. Some
examples of ANSI-accredited SDOs are HL7 and X12.33

• International Organization for Standardization (ISO): Founded in 1946
as one of the two major international nontreaty standards organizations,
ISO serves to coordinate and develop international voluntary consensus
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standards that facilitate world trade and contribute to public safety and
health. ANSI is the official US member body of ISO. There are numerous
technical committees, including one on Healthcare Informatics.34

A Balancing Act

We have described the different kinds of data standards that are available and
have attempted to show the benefits that standards can bring. It is also impor-
tant to describe the potential problems that can arise in trying to fit a national
standard to a local project. Choosing and implementing data standards is in
some respects a balancing act. Public health agencies have to consider a
number of possibly conflicting issues and determine how best to proceed.
Some of the common concerns are listed below, each as a spectrum from one
extreme to the other:

• Free Versus Costly: How much can you afford to spend on data standards?
Some code sets must be purchased, such as SNOMED and CPT4. There are
costs in purchasing the software or technical support to implement certain
solutions, such as electronic data interchange, code translations, secure
transmission over the Internet.

• Local Versus Universal: Are the codes you need in a standard vocabulary?
No standard code set will meet all the needs of most public health activities.
However, use of local codes will cause problems for data that will be shared
and compared with other sources of data.

• Home-Grown Versus Off-the-Shelf: Where will you get the tools to use the
data standards? As the complexity of the chosen data standards increases,
software tools will be needed to use those standards. Home-grown solutions
may save money but may be understood by only a single programmer. Off-
the-shelf products may be advertised as “plug and play” but may cost more
and may need to be “customized.”

• You Decide Now Versus All Decide Later: How much input do you seek
before choosing standards? Data standards allow for greater interoperability
and ease of data exchange. In choosing standards, you should have a clear
understanding of what data will need to be shared and with whom the data
will be exchanged. Figuring these out first may avoid an uninformed choice
as well as a delayed, “over-informed” committee decision.

Experience from the Field: The Washington
State Department of Health

Implementing standards is like implementing good nutritional practices. Most
American adults know what a healthy diet is, but most have not been able to
change the way they eat. In the same manner, there is general agreement about
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the value of data standards, but individuals and organizations find it hard to
change their daily practices to begin using them.

The Washington State Department of Health (WDOH) has been exploring
integration of its notifiable condition information systems through standard-
ization of data elements and data system architecture .The following are some
of the experiences WDOH has had and the lessons learned in the process.

Electronic Laboratory-Based Reporting
Washington’s initial foray into the world of standardization was the develop-
ment of an Electronic Laboratory-Based Reporting system (ELR). This sys-
tem allows clinical laboratories to submit mandatory notifiable condition
reports electronically to WDOH, which in turn transmits the reports to the
local health agency of the county where the patient resides.

Although simple in concept, ELR is impossible to implement without data
and transmission standards. Early in the planning process, WDOH decided against
mandating the use of proprietary standards and instead worked to understand
emerging universal data vocabularies and electronic transmission standards. Af-
ter extensive research, WDOH elected to implement ELR by using HL7 for the
transmission format and LOINC and SNOMED as data vocabularies.28 These de-
cisions are consistent with general trends in the clinical laboratory industry.
Ideally, they will allow automated, hands-off transmission of notifiable condi-
tion reports directly from laboratory information systems. This automated trans-
mission of the reports will reduce the burden of notifiable condition reporting on
the laboratories, decrease the amount of time necessary for public health agen-
cies to get reports, and improve overall data quality.

However, the decision to use national standards did not lead to quick and
easy implementation. WDOH soon learned that HL7, although considered a
“standard,” in fact is not used in the same way from one organization to the
next. Each clinical laboratory participating in the ELR system spent time
dissecting HL7 messages and reaching agreements about modifications needed
to meet the public health HL7 message criteria. This meant that in-house
information technology staff had to become very proficient in HL7. Althoug
the staff’s acquiring this proficiency was considered a good long-term invest-
ment, it added considerable time and cost to the ELR implementation.

Similarly, the decision to use LOINC and SNOMED required some serious
discussion and consideration of trade-offs. As previously discussed, LOINC
and SNOMED seem to be emerging national standards of choice for coding
clinical laboratory data sets. Some commercial laboratories are beginning to
move in this direction. The WDOH state public health laboratory has been
adopting these code sets. However, LOINC and SNOMED are not yet wide-
spread, and it will likely be a number of years before these standards are
applied in the majority of clinical laboratory settings. Further, there will al-
ways be laboratories that do not use national standards, but instead continue
to maintain their own internal code sets. Therefore, WDOH encourages the
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use of LOINC and SNOMED in notifiable condition reports, but recognizes
the need to have mechanisms built into ELR that will allow the translation of
proprietary standards into the accepted national standards. Ideally, that trans-
lation will occur at the originating laboratory, as the originating laboratory is
in the best position to interpret its internal codes against the national code
sets. As with HL7, this decision required the in-house epidemiology, informa-
tion technology, and laboratory staff to become well versed in national vo-
cabulary standards, again adding time and cost.

Disease Condition Database
Shortly after beginning work on ELR, WDOH began an effort to update the
regulatory framework that supported the notifiable condition reporting sys-
tem. As part of this effort, development began on an integrated database to
serve as a repository for notifiable condition data. At the same time, a review
of the existing paper-based reporting process was performed. All of these
activities needed to happen at the same time because they are all related, and
decisions affecting one part will affect the others. The rules dictate what
information gets collected and in what format. The paper-based forms also
dictate data format and therefore need to be consistent with the information
system that the data will be entered into.

Between the various state and local programs that require reporting from
laboratories, providers, or other entities, there were 51 different forms to be
filled out. Each form had a different format and different data definitions. One
form might ask for a patient’s date of birth, while another asked for the patient’s
age at the time of the visit. This situation was difficult for the individuals who
had to report information to public health; it also made it impossible to move
toward an integrated information system. WDOH identified the data elements
that were common to all reportable condition forms and sought agreement
from the various state programs and local health agencies about how each
data element will be defined and formatted. The data elements that proved to
be the best candidates for initial standardization were those related to basic
patient demographics (gender, race, address, age, etc.). WDOH was guided in
selection of these elements by standardization efforts at CDC.

Although these discussions allowed WDOH to identify common data ele-
ments and to move to simplified, unified reporting forms, there were some
difficult issues to overcome. Pragmatically speaking, data standards rarely
provide an immediate benefit to the programs that must implement them. The
benefits are more often seen in the long run, and they are generally accrued at
the agency rather than at the individual program level. Individual public
health programs find that their own proprietary standards work well for them,
and they are reluctant to go through the pain of making a change when they
will not see an immediate benefit.

Individual programs also often face the constraint of oversight from other
state or federal agencies, which may impose specific data standards as a con-
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dition of providing funding to the programs. These constraints must be con-
sidered when an organization attempts to implement universal data stan-
dards. National efforts at the CDC to move to common data standards may
help remove this historic obstacle.

Finally, it must be recognized that the brunt of implementing new data
standards generally falls on people who will not see any real benefit from the
change. Data entry clerks, laboratory analysts, and front-line program staff
are the ones who will have to deal with the immediate drudgery of learning
and implementing new codes sets. In general, these are not the people who
will be running analyses and writing reports from this data; therefore, they
may never come to understand the true value of implementing new, uniform
data standards. Public health organizations developing such implementation
plans must include these front-line staff in the planning as soon as possible
and must allow adequate training time.

Conclusions

Much of current public health activity has been affected by the emergence of
information technologies. Newer and faster ways to share data have impacted
critical functions like the monitoring of infectious conditions and the identi-
fication of risk factors for disease. As the speed and availability of data in-
creases, it becomes vitally important to use common methods for coding and
exchanging data to assure that information being shared is translated into
applied public health action. Public health practitioners must choose among
different standard vocabularies, data exchange formats, and software tools for
supporting implementation of data standards. Hospitals and laboratories have
realized a number of benefits from standardized approaches to integrating
information systems. Greater involvement at all levels of the public health
community in the development and use of data standards should be equally
beneficial to public health practice.

Questions for Review

Answer the questions at the end of the following short case:
The Office of Immunizations within the Bureau of Communicable Diseases in

the Department of Public Health of State X operates a proprietary immunization
registry. County public health agencies collect immunization data from private
and public health care providers. These agencies then transmit the data to the
Department of Public Health for entry to the state immunization registry.

There is no uniform data standard for use by the counties for collecting and
reporting immunization data. A few counties have developed a shared immu-
nization registry system. Most, however, operate home-grown systems. As a
result, a school nurse wanting to verify the immunization records of a child
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who has moved into a county from another county usually must submit a
paper form to the county in which the child received an immunization and
wait several weeks for verification.

To permit automated entry of immunization data from some of the larger
counties, information technology personnel within the state Office of Immu-
nizations have developed interfaces between the systems of those counties
and the state immunization registry system. However, most of the counties
report immunization data to the Office of Immunizations on a monthly basis,
using paper forms. Clerks within the Office of Immunization then enter the
data manually into the state registry. Because of the sheer volume of monthly
paper forms, there is usually a three-month backlog of immunization data, so
that the state immunization registry is almost never current.

The Department of Public Health, in consultation with the state legisla-
ture, is considering a proposal to automate the collection and entry of immu-
nization data statewide. This proposal would require both the Office of
Immunizations and all state counties to adopt and implement HL7 as an elec-
tronic messaging system to speed data collection and immunization verifica-
tion. Healthcare providers within each county would use the system to report
immunizations to the county public health agency. The county health agency
would then transmit the immunization data directly to the new immunization
registry of the state Office of Immunization. The process would completely
automate the collection and recording of immunization data. School nurses,
in turn, could obtain automated verification of immunization from all county
health departments via a relational database on a real-time basis.

1. What are the advantages of this proposed new system to (a) the Office of
Immunizations, (b) counties, (c) health care providers, and (d) school nurses?

2. Explain the disadvantages to each of these entities of adopting and
implementing the proposed HL7 system?

3. Which of the entities is least likely to observe a major benefit to be derived
from implementation of the proposed HL7 system? Why?

4. Assuming that the new system is implemented, what are the implications
for staff training by each of the entities in the system’s operations?

5. If the counties and the Office of Immunization have been able to modify
their current immunization systems to suit new applications, will this
opportunity continue with the adoption and implementation of the HL7
system? Explain.

6. What factors should the Department of Public Health and state legislators
consider in making a decision about mandating the adoption and
implementation of the proposed new system?
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Learning Objectives

After studying this chapter, you should be able to:

• Explain the purposes of an evaluation of an information system.
• Describe the typical phases of an evaluation and their purposes.
• Differentiate between formative and summative characteristics of an evaluation,

and explain why a sound evaluation needs to feature both characteristics.
• Explain why timeliness is important in an evaluation.
• Differentiate between subjectivist and objectivist evaluation methods, and

describe the characteristics of each.
• List the characteristics of a well-developed evaluation report.
• Explain why evaluation of public health systems typically requires an

evaluator to go beyond traditional evaluation models.

Overview

Both during development and after implementation of an information sys-
tem, well-designed and timely evaluations are essential to help insure that
the system accomplishes its intended purposes and is successful. In develop-
ing an evaluation, the evaluator needs to select an evaluation strategy and
evaluation methods that are appropriate for analyzing the effectiveness of a
system. Depending on the issues to be studied, an evaluator will select be-
tween subjectivist and objectivist methods or use a combination of both.
Subjectivist strategies and methods focus on identifying the issues and the
aspects of organizational culture that will impact system success. Objectivist
strategies and methods, on the other hand, answer questions relative to spe-
cific and previously identified goals and objectives of a system. Regardless
of the evaluation strategy and methods used, an evaluator’s conclusions will
be of little use if they are not communicated in a clear, focused, credible
evaluation report that directly addresses the purpose of the evaluation.
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Introduction

From planning, development, and implementation through determination of func-
tionality, public health information systems rely on evaluation, the process of
examining an information system to determine its effectiveness in meeting the
needs of healthcare users. Well-designed evaluations provide the information
that information system designers need to insure a system’s functionality. Among
other uses, evaluations are helpful in permitting system developers to develop
and implement new public health information systems, to inform public policy
decisions, and even to understand how the public can use health information on
the Internet to make more informed healthcare decisions.

Evaluating health information systems often presents difficult challenges. In
public health informatics, for example, an evaluation often deals with dynamic
and ubiquitous data and with various information systems. Thus, system design-
ers, implementers, and researchers must develop a comprehensive analysis that
includes a broad range of evaluation methods. Moreover, the evaluation process
is often complicated by the fact that many information applications, such as
distributed electronic health record systems, are highly complex. In addition, the
complexity of the evaluation task increases, in most instances, by virtue of the
fact that systems implemented in field settings cannot be evaluated by use of
traditional experimental methods. Finally, conventional analytic methods may
be inadequate to describe the dynamic behavior of these systems over time.
Although the set of evaluation tasks may be daunting, a properly designed evalu-
ation can help to avoid the kind of costly failures discussed by Pete Kitch and
William A. Yasnoff in Chapter 8.

This chapter will focus on the evaluation process as it applies to the wide
range of information systems and programs that exist within the context of public
health. We will begin by providing an overview of the phases of the typical
evaluation and its purposes. After briefly examining development of evaluation
strategies, we will review the nature and characteristics of the evaluation meth-
ods available. After discussing the desirable characteristics of an evaluation re-
port, we will present a short case study that provides a reader the opportunity to
apply the chapter’s principles to an evaluation situation.

Phases of the Evaluation

A comprehensive evaluation of public health information systems includes mul-
tiple phases. It also requires an understanding of a range of methodologies. As the
information resource being evaluated “matures” from development to deploy-
ment, the focus of the evaluation changes. We have adapted the phases of the
evaluation process that we discuss here from Friedman and Wyatt1:

• Initially, it is important for an evaluator to understand the need for an
information resource. At the initial phase, an evaluator studies the
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healthcare environment to identify the problem to be addressed and to
focus the need for information resources. If the information system being
evaluated is to be integrated into an organization, an evaluator will assess
the organization’s readiness for change and the attitudes of persons affected
by the introduction of the system. This assessment phase will aid in the
future success of a system’s implementation. A more complete discussion
of needs assessment can be found in Chapter 7.

• Early evaluation aids in the selection and development of a system be-
cause the results of the initial evaluation efforts often feed directly into
the design phase. In the design phase, an evaluator studies the process
of development, including the validation of the information system
design.

• Early intervention and pilot studies then establish the usability and
feasibility of an information resource. At this evaluation phase, an
evaluation helps to confirm that the expected outcomes are consistent
with the intended goals of the information resource. The feedback that is
collected guides system redesign in preparation for deployment.

• The final phase includes deployment and integration of the information
resource. The focus of the evaluation is on system performance and its
impact on users and on the healthcare organization overall. Evaluation
ideally becomes an ongoing process of evaluation and system redesign to
meet the evolving needs of the healthcare enterprise.

Evaluation should begin as soon as system planning and development be-
gins—while each phase may be perceived as equally important in supporting
successful information system outcomes. Most evaluations, however, do not in-
clude all the phases we have described because, in reality, time constraints, lim-
ited funds, and organizational need generally dictate the evaluation focus.

Timing of the Evaluation

The timing of an evaluation is generally dictated by the purpose, scope, and
maturity of the evolving system. Timing is important because evaluations
generally contribute to the ongoing decision-making process in a system
project; therefore, an evaluation is typically sought in a timely manner, and it
is important that project staff allow enough time for an evaluation to be
completed. After all, if an evaluation is conducted too rapidly, the quality
and usefulness of the information obtained may suffer. On the other hand, an
evaluation that takes too much time may be of little use, inasmuch as the
system under development may undergo changes or become obsolete before
it is implemented.

The challenge is to develop evaluations that are comprehensive enough to
provide some support for effective system implementation and to offer rigor-
ous evidence of outcomes. In this sense, evaluations are often a compromise.
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They must balance the needs of the organization for timely information with
the requirement of grounding the evaluation in data that genuinely reflect
expected outcomes. The primary goal for evaluators is to provide the most
rigorous and useful information possible to support the established goals of
the information system.

Evaluation Strategies

Development of a comprehensive information system evaluation plan requires
that an evaluator think broadly to include a variety of evaluation strategies that
consider technical, economic, and organizational issues. An evaluation should
be both formative and summative.2 Formative evaluation produces information
that can be fed back during the development and implementation to improve the
likelihood of success of the project. A formative evaluation of information re-
sources may seek to determine the answers to the following questions:

• Which information system should be selected and implemented?
• How much work redesign will be required to implement the system?
• How long will it take to implement the information system?
• What expectations does the staff have regarding the new system?
• How much will it cost to implement the system?

Summative evaluation, on the other hand, provides information about the
effectiveness of the new information system.3 Some questions that may be
addressed by summative evaluation are as follows:

• Does the system work as designed?
• Is the system used as anticipated?
• Does the system produce the desired results?
• Is the system cost-effective?
• What are the effects of the system on the delivery of health services?

Formative evaluation, then, provides feedback to management and to sys-
tem developers while a new system is under development, whereas summative
evaluation occurs after a new system has been implemented.

Evaluation Methods

Evaluation in informatics employs a variety of methodologies. We will use
the methodological framework described by Friedman and Wyatt1 to catego-
rize evaluation methods as either subjectivist or objectivist approaches. We
will define these two approaches and provide examples from public health
and medical informatics literature to help clarify their importance.
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Subjectivist Evaluation
Subjectivist evaluation strategies focus on identifying the issues and the
organizational culture that will impact system success. Subjectivist evalua-
tion methods generally employ qualitative data collection. These methods
are equally useful when the problem to be addressed by a system is still
evolving and the system is early in its development or when the new system
has been implemented. Subjectivist methods provide insight into the atti-
tudes and opinions of potential system users and into the readiness of an
organization/institution to accept the system. These methods provide an it-
erative process useful for securing a clarification of the issues, a clarification
that is necessary to guide the direction, development, and implementation of
the information system and to provide insight into users’ acceptance of the
system.1 Figure 12.1 provides an overview of the process of subjectivist evalu-
ation.

As Figure 12.1 indicates, subjective evaluation relies on such data collec-
tion processes as using focus groups, interviews and observations, retrospec-
tive data analysis, and systematic literature reviews. It obtains information
from system users, system designers, and organizations. It uses this informa-
tion to further develop research goals, to identify technical barriers to system
success, to clarify organizational issues that may affect the success of the
system, and to validate user issues and concerns.

Literature Reviews
Systematic literature reviews provide a historical perspective as well as a
broad measure of the impact of information system evaluation within the
research community. Because health informatics is a relatively new science,
there are only a limited number of formal meta-analyses available to an evalu-
ator. However, the use of systematic literature reviews offers system develop-
ers new insights by providing information about who is designing new systems
or planning strategies for system deployment.4

FIGURE 12.1. The process of subjectivist evaluation.
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Retrospective Analysis of Data
A needs assessment may be a subjectivist approach when an evaluator identi-
fies existing resources, services, and perceived need in order to provide a
sense of the benefit of an information system for the organization. As an
example in the literature, a study by Lange5 examined 77 unique program-
specific data systems existing within the Utah Department of Health in order
to ascertain which databases contained identifiers representing “key program
contacts”—persons who serve the mission of the health department. This
needs assessment survey arose from a department-wide systems planning stra-
tegic plan that had the goal to create a resource that would implement stan-
dards and integrate data across programs within the Department of Health.

Focus Groups
In subjectivist evaluations, focus groups and interviews are important data col-
lection strategies. An evaluator should use this methodology to assess users’
perceptions and needs—both during system design and after system implemen-
tation. Focus groups bring together system users or program participants to dis-
cuss issues and concerns about the features of a system or program. The use of
focus groups provides a forum for users’ spontaneous reactions and ideas and
often presents insights into organizational issues. An example of the use of focus
groups in the literature appears in a study by Tang et al.6 This study focused on
gaining direct feedback from patients about their need for information regarding
their individual health. Patients were asked to share their opinions about health
education material they had received in the past. They were also asked to provide
their reactions to new materials provided during focus group encounters and to
describe what they perceived as desired attributes of patient education materials.
The results of the focus group encounters were used to develop a set of criteria for
the evaluation of computer-based patient education materials.

Interviews and Observational Studies
An example of the use of interviews and observational studies in subjectivist
evaluation appears in Forsythe.7 This body of ethnographic work spans mul-
tiple iterations of an evolving information system designed to assess health
information needs and provide personalized explanation for patients with
chronic migraine headaches. Patients and providers underwent both formal
and informal interviews, and investigators conducted observational studies.
During the course of the three-year project, investigators collected data used
in the development of both the history-taking component and the explana-
tion, or information provision, component of the system. Forsythe reflects
that even with the extensive fieldwork that contributed to the development
of the project, the design team still made personal assumptions that focused
the ultimate system design. It was Forsythe’s impression, in retrospect, that
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cultural assumptions held by systems designers may become embedded in a
system, even though the designers did not intend for such assumptions to be
incorporated. Forsythe’s works highlights the importance of revisiting initial
assumptions throughout the development of an information system. It pro-
vides an example of the iterative process that emerges as a new information
system matures through the development and the implementation stages.

Objectivist Evaluation Methods
Whereas subjectivist evaluation methods are focused on identifying issues
and evaluating the organizational culture into which a system will be intro-
duced, objectivist methodologies answer questions related to specific, previ-
ously identified goals and objectives. Objectivist evaluations use empirical
approaches and statistical analyses of quantitative data. Objectivist evalua-
tions are focused more on a clinical event or an outcome under controlled
conditions, rather than on the broader issues addressed by subjectivist evalu-
ations. However, objectivist evaluations ideally are ongoing because of the
ongoing changes occurring in healthcare delivery and the continual evolu-
tion of information systems. An objectivist evaluation, for example, might
address the impact of a system on health care quality and costs; it might also
address work flow redesign, the accuracy of data in public health databases,
and/or evidence for new technology-based initiatives.1

In objectivist evaluation studies, participants or systems may be randomly
assigned to the various treatment or control conditions in an experiment. In some
cases, randomization may not be possible, in which case an objectivist evalua-
tion may use quasi-experimental designs. An objectivist evaluation may use one
group or multiple groups as subjects, and it may use post-test or, more often, both
pre- and post-test evaluation components. Study designs that include two or
more groups will usually have one group serving as the control. In crossover
studies, participants will serve as their own controls. In objectivist evaluation
studies, randomized clinical trials are generally considered the most scientifi-
cally rigorous design. Figure 12.2 provides an overview of the typical features of
objectivist evaluations. The feedback loop from analysis to methodology repre-
sents the ongoing nature of systems evaluation. The lines are broken as a re-
minder that although evaluation and redesign are desirable, they are not always
feasible due to time, funding, and other organizational constraints.

The literature on evaluations in health informatics provides numerous ex-
amples of objectivist evaluations. Here, we will present examples of different
objectivist evaluation designs.

Experimental Designs
Cannon and Allen8 evaluated the relative effectiveness of computer and pa-
per-based reminder systems in the implementation of a clinical practice guide-
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line. In this study, 78 outpatient cases in a mental health clinic were ran-
domly assigned, within clinician, to one of two reminder systems. One system
was paper-based, and the other system was computer-based. The computer-
based system, CaseWalker, reminded clinicians when guideline-recommended
screening for mood disorder was due; it also insured conformity of the diag-
nosis of major depressive disorder to the criteria of the Diagnostic and Statis-
tical Manual of Mental Disorders, Fourth Edition (DSM-IV), and it generated
a progress note. The paper-based system consisted of a checklist inserted into
the paper medical record. The study then compared screening rates for mood
disorder and completeness of the documentation for the two systems. The
computer-based system resulted in a higher screening rate for mood disorder
(86.5% vs. 61% for the paper system, P = 0.008) and a higher rate of complete
documentation of DSM-IV criteria (100% vs. 5.6%, P < 0.001).

In a randomized controlled trial, Overhage and colleagues9 hypothesized
that automated guideline-based reminders provided to physicians as they
wrote orders could reduce errors of omission and improve health outcomes.
This study randomly assigned to intervention and control groups faculty and
house staff who used computer workstations to write orders. The study was
conducted over 30 weeks. Three services were randomly assigned to be the
intervention group and three services were controls. All physicians were pro-
vided with written versions of “corollary” orders based on accepted hospital
guidelines. As physicians in the intervention group wrote orders, the com-
puter suggested “corollary” order prompts. Physicians in the intervention
group were found to have ordered the suggested corollary orders in 46.3% of
instances in which they received a computerized reminder, whereas only 21.9%
of physicians in the control group ordered the corollary orders (P = 0.0001).
This study demonstrated that physician workstations linked to a comprehen-
sive electronic medical record could be an efficient means of decreasing er-
rors of omissions and of improving adherence to practice guidelines.

Cost-Benefit Analysis
An example of an objectivist evaluation involving cost-benefit analysis is a
study of a teledentistry project within the US Department of Defense. The
Total Dental Access (TDA) project enables referring dentists from the US Armed
Forces worldwide to consult with specialists about the status of a patient.

FIGURE 12.2. The process of objectivist evaluation.
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TDA, used in over 50 dental clinics in Europe, focuses on three areas of
dentistry: patient care, continuing education, and dentist–laboratory com-
munications. One of the goals of TDA was to establish a cost-effective
telemedicine system, while another goal was to increase patient access to
quality dental care. An economic analysis of the teledentistry deployment
was conducted to clarify the ongoing benefits of the program and to high-
light its future potential. The results of the economic analysis demonstrated
that the current teledentistry system generated a return on investment within
one year of deployment and that future deployments would generate a
return on investment within six months. This study demonstrated that provid-
ing dentists with easy, cost-effective access to specialists could improve the
quality of care by facilitating better, more timely information for better
decision-making by dentists and better communication between them and
patients.10

Social Network Analysis
The literature also provides an example of the use of objectivist methodology for
social network analysis in connection with a system. Aydin and others11 evalu-
ated the impact on patients and staff of the introduction of the CompuHx system
into the Department of Preventive Medicine at the Kaiser-Permanente Medical
Care Program in San Diego, California. CompuHx is a computer-based health
appraisal system that assists nurse practitioners and physician assistants who
work under the supervision of the medical staff to gather and record patient
information for health appraisal and diagnosis. The purpose of the social network
analysis was to determine how the new system affected work-related communica-
tion patterns among the staff. Nurse practitioners and physician assistants who
used the system reported that they communicated more frequently with one an-
other and with other staff and departments that could assist them in the perfor-
mance of professional duties than did staff who did not use the information
system. This frequent consultation and communication was found to have poten-
tial benefits for patient care.

Developing the Evaluation Report

Although every evaluator will use a different style for presenting an evalua-
tion report, every report should meet basic standards for clarity, focus, and
credibility. A good evaluation report meets the purpose of and objectives for
the evaluation conducted. If the evaluation report does not address the pur-
poses of the evaluation, it is a poor report, regardless of the quality of the
report in terms of style and presentation method. Development of an evalua-
tion report will depend on the original purpose, objectives, and evaluation
approached used. An evaluation report writer also needs to consider the audi-
ence in developing the method of presentation. For example, technical lan-
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guage may appeal to system developers; on the other hand, a clear explana-
tion of a system’s impact on health outcomes will likely be of greater interest
to healthcare providers. It may also be more effective to present the informa-
tion in informal group meetings rather than as a written report.1

Conclusions

In this chapter, we have focused on basic evaluation models. It is important to
recognize, however, that the complexities of public health problems and the
disparate nature of public health settings sometimes require an evaluation ap-
proach beyond the approaches used in traditional evaluation studies.
After all, system-wide informatics environments in public health will
support data sharing across geographic distances and facilitate dissemination of
health information to healthcare decision makers. Given the nature and use of
public health informatics systems, their adoption may likely depend on the de-
velopment of well-planned evaluations, evaluations that contribute evidence of
benefit to the practice of public health and that are appropriately disseminated at
professional meetings and in the literature of public health.

In the section titled “Questions for Review” that follows, we present a case
study to assist the learner in synthesizing the information in this chapter.

Questions for Review

Read the following short case. Then answer the questions that are based on it.
A small rural clinic in State X has requested help from the state health

department in addressing the healthcare needs of patients with diabetes. The
clinic provides health care to patients through use of nurse practitioners and
physician assistants who currently rely on telephone contact with physicians,
who are 70 miles away in an urban medical center, for assistance with difficult
cases. The director of the state public health department has asked you to lead
a team to develop a technology-based strategy and initiatives that will sup-
port quality health outcomes for patients served by the clinic. You may select
any four members of the state health department to serve on your team.

1. What expertise would you want on your team? Provide justification for
your choices.

2. Assuming that you have assembled your team, what information will you
need to begin planning your approach to the problem?

3. Because the focus of the problem solution to be developed is to be a
technology-based initiative, you need to know about the existing
infrastructure. State X has recently become a national demonstration site
for new media, making any type of technology a possibility. You have
also been given unlimited resources to carry out the project. It is im-
portant that your evaluation plan be well defined and documented, so
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that you can show justification for the resources you propose and
demonstrate outcomes for the patients that the technology-based initiative
will serve.
a.  How will you begin?
b.  What evaluation approach would you consider to help you more clearly

to identify the problems encountered by patients and providers of the
clinic?

c.  Describe your initial evaluation plan, using formative methods.
4. On the basis of the initial evaluation, you have discovered that there has been

an increase in the number of patients being treated for diabetic foot ulcers and
other complications of diabetes. Chart reviews and discussion with the clinic’s
providers reveal that they do not always remember to incorporate clinical
guideline recommendations in the care they provide. The providers have also
stated that they are too busy to attend as many continuing education events
as they would like, especially those events related to new medications for
diabetes. Patients at the clinic state that they would like more information
about diabetes care. Your team agrees that the following problems are important
and would lend themselves to a technology solution:

• a need for the clinic’s providers to have better access to consultants and
specialists at the urban medical center;

• a need for patients to have access to diabetes care and diabetes management
information;

• healthcare providers need support for clinical information and clinical
decision making.

One idea that your team has is to develop a two-way video telecommunica-
tions system that will provide real-time visual and audio connectivity for
professional consultations with specialists at the urban medical center.

A second idea is to develop a “virtual consumer health information cen-
ter” that will provide diabetes care information for diabetic patients of the
clinic. Patient access to this center is not an issue because funds are adequate
to provide all clinic patients with connectivity via Web TV.

A third idea is to develop for the healthcare providers an electronic record
system that will provide reminders regarding clinical guidelines and will include
decision-support tools regarding medication selection and prescribing.

Your team believes that each of these initiatives is equally important in
dealing with an identified problem. As a team leader, it is your responsibility
to choose one of these initiatives and to describe the development of an
objectivist evaluation plan.

a.  Describe your plan for the evaluation, and explain why you have
chosen the particular methodology to be used.

b.  Create some mock data that results from your hypothetical evaluation
and present it, along with a discussion of the results and outcomes for
your proposed initiative. Assume that the audience for the evaluation
is the healthcare providers at the clinic.
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c.  Would your presentation method be different if the audience consisted of
a system design team, rather than healthcare providers? How and why?
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Learning Objectives

After studying this chapter, you should be able to:

• Differentiate between appropriate and inappropriate uses and users of
information technology in public health under an electronic “standard of
care.”

• Explain why there is an ethical imperative to use appropriate information
technology (IT) tools under an electronic “standard of care” in public
health, and why failure to use appropriate IT tools can be as blameworthy
as inappropriately using such tools.

• Explain the concept of “progressive caution” in the ethical application of
information technology to public health.

• Explain the ethical tension inherent in attempting to maintain
confidentiality of individual information while using modern IT tools to
store group data.

• Explain why ethical considerations will not permit scientists to entrust
decisions about public health interventions to computers alone.

• Identify meta-analysis and data mining as tools in public health research,
and explain why such tools can themselves pose ethical challenges for
scientists in making public health decisions.

Overview

The application of powerful information technology tools to the practice of
public health poses ethical, in addition to practical, challenges. Under a mod-
ern, electronic standard of care, it can be as blameworthy to apply such tools
inappropriately as it is not to apply them at all. Certain ethical guidelines can
help public health scientists make sound decisions about what users and uses
of information technology (IT) are appropriate in public health. Even with
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these guidelines, however, there remain some gray areas, particularly with
respect to maintaining the privacy and confidentiality of public health infor-
mation. The power of modern IT tools renders obsolete some previously sac-
rosanct guidelines about maintaining privacy and confidentiality. It is
therefore necessary for public health practitioners to exercise “progressive
caution” in applying information technology to the practice of public health.
Developments such as bioinformatics pose acute challenges to maintaining
privacy and confidentiality, as does the use of powerful computer technology
as support for decisions about interventions. Finally, the interests of ethics
and sound public health practice collide in the application of such modern
tools as meta-analysis and data mining to public health problems. Even the
time-honored practice of using and publishing case studies in public health
research presents challenges to maintaining confidentiality of information,
as the World Wide Web and other communication and education tools make it
increasingly possible for readers to identify the individual(s) discussed in a
case.

Introduction

At least as much as any other domains in the health professions and sciences,
epidemiology and public health are information intensive. Public health is at
ground, albeit not at heart, the collection, sharing, and analysis of data; and
precious little of this effort uses 3-by-5 cards. The ancient, or at least tradi-
tional, thrust of public health informatics is best appreciated by picturing
Aristotle, Paracelsus, John Graunt, and others building databases, sending e-
mail, and surfing the Web in search of more and better information. We have
digitized the Broad Street pump—along with its handle, its dirty water, and,
in several respects, the very people who drink from it.

On balance, this is good news. The failure to use appropriate tools can be
at least as blameworthy as using them carelessly or with ill intent. But atten-
tion to the intersection of ethics and public health informatics requires us to
look more closely and with greater precision at the ways information technol-
ogy (IT) is used and the issues it raises.

To begin, it is noteworthy that we are dealing with three broad, if not vast,
areas of human inquiry: ethics, computing, and public health. This chapter
addresses the intersection of computing (or IT) and public health. Previous
work has explored the marriage of (1) ethics in epidemiology and public
health1–3 and, given our goals here, with somewhat greater specificity, (2)
ethics, computing, and health care.4

So we have a number of tools (or at least predecessors) to guide us; this is
good, given that the three-way intersection we are about to traverse is one
formed by high stakes, the need for practical guidance, and the existence of
principled disagreement.
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Toward an Electronic “Standard of Care”

In science and the professions, standards evolve or are stipulated for a number
of reasons. These include the need for a public evaluation metric, a system of
professional goals and objectives, and a calculus for assigning blame. Con-
trary to what many people expect when ethics is given a seat at the health
technology table, the result is not always nay-saying and hand-wringing;
sometimes, perhaps often, ethics will require use of a new technology if it
will promote or achieve independently scrutinized goals (e.g., better patient
care, improved public health, etc.). This was clear at the dawn of interest in
the intersection of ethics and health informatics, when it was noted that fail-
ure to use a computational tool might itself be blameworthy.5

The idea of a standard of care for public health informatics is motivated by
these considerations. Such a standard will help make clear which uses and
users of information systems are appropriate, why failure to use appropriate
tools can be as blameworthy as inappropriate use, and why system evaluation
is essential for an ethically optimized IT system. Throughout, we must attend
to the fascinating tension between the need for science to progress and the
demands of a reasoned and robust ethics; we call this “progressive caution.”6

Appropriate Uses and Users of IT in Public Health
Nearly everyone would agree that a vital statistics database should be main-
tained and used for, say, reducing infant mortality and not, for instance, market-
ing infant formula. What’s the difference? What makes the one use appropriate
and the other inappropriate? While we consider these questions in some detail in
what follows, we can lay out here some general strategies for answering them.

First and perhaps most obviously, not all uses and users are equal. We can
begin to sort them out by looking at intentions, consequences, and values.

So, for instance, a database created with public funds to improve public
health and promote public welfare is, well, a public database. This means that
such a database is available for use by authorized public representatives for
public purposes. A potentially inappropriate use of the database would there-
fore be for some sort of private gain or profit. This is not a comment on the
free-market system. It is just an observation that the data in the database were
collected by public representatives using public funds for the sake of public
health. If the data were collected for proprietary purposes, it would have been
necessary to disclose that in advance, if for no other reason than to allow the
sources of the data to negotiate for their share of the profit. But then, of
course, if a person is told that his or her personal information is going to be
stored for proprietary purposes and an agreement over profit-sharing cannot
be reached, and if that person then refuses to allow the information to be used,
then the database would be less valuable, less useful, and less accurate as a
public health resource.
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So far, however, we have merely stipulated that the database is public, and
tried to make a moral point out of it. More important and powerfully, we assign
moral weight to the idea that the intention guiding the creation and maintenance
of the database was to benefit the public. Intentions matter in ethics because they
can aim for good or ill. In this case, the intention was a good one, and so hewing
to it will constitute an appropriate use. This is emphatically not to say that
proprietary uses are somehow inherently ill-intentioned—only that the use of
public health information for public health should be regarded as more praise-
worthy by virtue of the greater benefits that will accrue.

But suppose an evil database designer set about creating a computational
resource for marketing untested home remedies, discriminating against mi-
norities, or spreading panic. Surely this intention should not enjoy the same
status as the other. Put differently, intentions (like IT uses and users) are not
created equal. They are distinguished by, among other things, the conse-
quences of their realization and the value we attach to the intention (whether
realized or not). In part, because the evil database designer, if successful, will
cause great harm, we judge her intentions to be morally inferior. Moreover, we
value health over illness, stability over chaos, and so forth. Intentions and
consequences, however, are not always so clear-cut.

Looking at matters in this way, we can also see why failure to use appropri-
ate tools can be as blameworthy as inappropriate use—though this, of course,
is true only when there is reason to believe the tools will have a positive or
valued effect. Moreover, note that health IT tools require comprehensive and
even systematic evaluation, and that this evaluation must occur in the con-
text of actual use. Indeed, it has been convincingly argued that there is an
ethical imperative to conduct such evaluation.7 We can here explicitly ex-
tend this insight to public health informatics, at least provisionally, as we sort
out the idea of an “electronic standard of care.”

System evaluation also helps us make sense of particular uses and users of
public health IT systems, at least to the extent that we need to determine for
individual uses and users their efficacy and thereby part of their propriety.

We can now look at particular uses and users and see if our intentions-
consequences-values metric does any good. For the sake of discussion, let’s
identify registry maintenance and querying, decision support and data analy-
sis as uses; and government officials, students, and corporate investors as
users. To be sure, there are many other actual and potential uses and users, and
they might be combined in many ways. Indeed, with the lists just presented,
we have nine possible scenarios, and we will not review them all. The idea is
rather to give a sense of how the process might work.

We can do this with two easy (extreme) cases:

1. A government official wants to query (or build or maintain) a tumor or vaccine
registry. If her intent is, say, identifying the incidence and prevalence of a
certain neoplasm in a particular population, if the consequence of the query
is closing a toxic waste site and reducing correlate morbidity and mortality,
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and if we value reduced morbidity and mortality, then we should be seen to
have identified an appropriate use and user.

2. Suppose now that the same registry is queried by an investor who is keen
to predict for personal gain which anticancer agents will enjoy the greatest
markets in coming years. Now the intent is commercial, the consequence
is eroded public confidence in database security, and the value is
entrepreneurship. The question of appropriate use and user should be easy
to answer. (Again, the point is not to suggest that all commercial uses of
public health data are inappropriate, only that proprietary and private
uses cannot enjoy the same status as improved public health.)

Make no mistake: Many or most cases are vastly more complex than these.
Rarely are data as unambiguous as implied in our little examples. In case 1,
what about the problem of communicating health risks and the likelihood of
engendering fear or even panic? What about people who lose their jobs if a
factory is closed? In case 2, is there nothing to be said about the virtues of
data sharing? On balance, though, we should say that ever more rigorous
analyses of data that bear on the cases at hand will tend to point the way to
ethically optimized solutions. Issues raised later in this chapter will give
examples of this. In fact, ethical issues related to the use of IT should be seen
as a subset of all ethical issues that arise in epidemiology and public health.

Such refinement, it is worth emphasizing, is precisely the task of applied
ethics. The model is reasonably well evolved in clinical ethics and is applied
with good results by many institutional ethics committees (as in hospitals). It
is, if we may be forgiven the stipulation, the way to do ethics. The growing
interest in codes of ethics is positive and noteworthy—but codes, guidelines,
and lists of best practices are no substitute for robust and ongoing ethics
education and analysis.

“Progressive Caution”

Ethics thrives on new science and technology. This is no less true in epidemi-
ology and public health than in any other science. In the health professions,
where the stakes are consistently high, the role of ethics is complex. When it
comes to new technology, what role do we want ethical analysis to have?
Should we be stomping our feet, shaking our heads, and clucking our tongues
at the new technology, Luddites at the gates of progress? Or should we prefer
facile boosterism, cheering each new gadget independent of its utility or
consequences, cheerleaders at the edge of the abyss? The answer, of course, is
straightforward: Neither. We want thoughtful analyses and practical guid-
ance. We want science to progress, and we want to minimize risk. We want
dispassionate reason and reasonable passion.

That is, we want a kind of “progressive caution” whereby we move for-
ward, and that progress is tempered or leavened by attention to the kinds of
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details being scrutinized here. In a slightly different context, the idea of
progressive caution was introduced thus: “Medical informatics is, happily,
here to stay, but users and society have extensive responsibilities to ensure
that we use our tools appropriately. This might cause us to move more delib-
erately or slowly than some would like. Ethically speaking, that is just too
bad.”6(p9)

Progressive caution captures the idea at the core of this chapter. It is per-
haps best or most productive to put it in the form of a question: How should
we arrange things so that we enjoy the benefits of new technology while
reducing, minimizing, or mitigating the (potential) harms? Given that both
the use and the failure to use IT raise ethical issues, the concept of progressive
caution bids fair to help guide us as we consider the specific ethical issues
that arise when IT is used in epidemiology and public health.

Privacy, Confidentiality, and Security

In Chapter 10, William A. Yasnoff discusses in some detail the technical is-
sues associated with privacy, confidentiality, and security in health
informatics. Here, we will discuss privacy, confidentiality, and security in an
ethical context.

The intersection of ethics and health informatics almost immediately brings
to mind questions of privacy and confidentiality. These issues are indeed
what most people, scientists and laypeople included, worry about. But public
health by its nature will require that we think about privacy and confidential-
ity in ways somewhat different than we might be accustomed to in clinical
medicine, nursing, or psychology.

We might begin by recalling the difference between privacy and confiden-
tiality. Privacy is best thought of as relating to people and their hope, goal, or
right to be left alone and free of intrusion. You might, for instance, violate my
privacy by peering in my window to study my behavior or by rounding up
residual blood to analyze my genome. Confidentiality relates to information,
the “holy secrets” of Hippocrates. You might violate my confidentiality by
looking at my medical chart, or by querying the database that contains some
or all of that information.

The core problem with confidentiality and electronic health media is this:
We want simultaneously to make information easily accessible to appropriate
users and inaccessible to inappropriate users. This is a problem, because the
means for accomplishing the one are often in conflict with the means for
accomplishing the other. But this air of dilemma is resolvable in a number of
ways8,9:

• Technology, including security measures
• Institutional policies and procedures
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• Education programs addressing the foundations and importance of
confidentiality

These practical steps may be regarded as moral imperatives, measures to
take as part of a comprehensive program to protect individuals’ health infor-
mation. But such protections cannot—and should not—be absolute. That is,
there may be credible challenges to confidentiality, and many of the most
interesting and important ones arise in public health.

Information, Consent, and Stigma
The most obvious way one might ethically set aside confidentiality is with
the consent of those to whom the information pertains. This is often the case
in research contexts: Investigators need to have access to personal health
information, and subjects/participants agree to this access. Patients also rou-
tinely consent to release of information to third parties—e.g., insurers—for
the sake of reimbursement of health professionals (though because they must
provide such consent  to be treated in the first place, one might plausibly
wonder how voluntary such consent really is).

Public health IT poses special challenges to this model, in part because
there are many cases in which it would be logistically or practically impos-
sible for epidemiologists or public health officials to obtain consent from all
those whose information they want to collect or analyze. In other contexts,
too, society has set aside the notion of absolute confidentiality in exchange
for the benefits of better health surveillance, monitoring, and analysis: infor-
mation about transmission of various diseases, rates of vaccination, and so
forth. Indeed, a great deal of personal health information is collected, stored,
and processed by governments, universities, and other entities without any
individual consent whatsoever. Institutional review boards oversee some of
these efforts, but they do not oversee others. All represent, we might say, a
price people are willing to pay in exchange for better public health.

But that willingness is not to be presumed come what may: It is, we might
surmise, a gift from citizens in open societies. They trust health authorities to
make sound decisions and recommendations based on the best available evi-
dence, and they trust those authorities to acquire the evidence in the least
intrusive ways possible. One of the ways to accomplish this is to render the
data anonymous in salient respects. For instance, many public health surveil-
lance efforts do not require the collection or storage of unique identifiers
such as name, address, or Social Security number; all that is needed is case
information, context, and so forth.

But the balance of the “special challenge” of public health IT is that health
data achieve a distinctive synergy when they are stored in computers: It might
not matter that you do not know my name if, for example, you know my
disease, my race, my postal code, and my sexual orientation.10,11 Either you
will be able to identify me—to pick me out of the crowd—anyway, by virtue
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of these surrogate data ensembles, or your surveillance or research will come
to associate my social, racial, ethnic, or other group with a malady or behav-
ior in ways I would have objected to had I been given the opportunity to
dissent.

Even in open societies, most people are ignorant of the ability of geo-
graphic information systems to characterize neighborhoods and draw infer-
ences about ever-narrower social groups. Would people consent to these
characterizations or inferences? Indeed, would they ever have agreed in the
first place to allow their personal information to be digitized if they knew the
kinds of inferences that might be drawn? What we have come to call “group
confidentiality,” or the idea that population subgroups have privacy and con-
fidentiality interests,12 has acquired recent currency, especially in genetics.

The Case of Bioinformatics
Completion of the project to map the human genome is ushering in what
might come to be known as the golden age of molecular epidemiology. So, if
there remain any doubts surrounding the importance of the tension here, we
should be able to eliminate them with a brief excursus on computational
genomics or bioinformatics.13,14 For a variety of clinical and research pur-
poses, including drug discovery, clinicians and scientists are increasingly
able to digitize genetic information and store it in databases. Three key ques-
tions emerge from this effort, and they will continue to challenge our ability
to get an ethical grip on all this new technology:

1. Does it make any real sense to talk about confidentiality when computers
processing genomic data (perhaps in conjunction with other information)
provide a high-powered way of identifying individuals whose idea of
confidentiality might have been a piece of paper in a locked desk?

2. Consent to acquire information increasingly needs to take into account
the idea that people might—or might not—want to learn the results of
aggregate genetic analysis. In other words, if I agree to let you store and
analyze my genetic data, does that mean you will later let me know what
you learn? Will you have an unanticipated duty to disclose risks to people
who might not want to hear of them?

3. What standards or assurances are available that error reduction is being
addressed by the new technology? Complex databases and gene annotation
protocols are ripe for both error and error-reduction strategies. With
genomes as e-mail attachments and digitized genetic information being
included in very large databases, the job of valid consent will be as difficult
as required by any other aspect of biomedical research. There are several
reasons for this. Some are independent of the role of information technology
and some are greater because of computers.

Genetic information is not about one person; it is also information, in one
degree or another, about a subject’s relatives. These relatives might be identi-
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fied in research (usually pedigree studies) without having consented to be
subjects in the research. Genetic information is also to some extent also about
members of one’s racial or ethnic group, increasing the risk of bias and
stigma—even as we might make use of the information for standard epide-
miologic purposes. Genetic information increases in scientific (and other)
value over time. This is due to the fact that, although we have sequenced the
human genome, we are still mostly ignorant of the functions of most genes. As
functional genomics progresses, we will have tomorrow the ability to con-
duct research that is not possible today. This increase in research potential is
independent of the stored genetic information or tissue samples themselves.
In other words, today’s genetic database will increase in value tomorrow even
if it is not changed or added to.

Can valid consent rise to these challenges? There is every reason to believe it
can, especially as we ensure that the concept of valid consent as a process and not
an event does not collapse into platitude and cliché. Indeed, the idea that consent
is a process—which might, in fact, never end—might be precisely the way to
ethically optimize the epidemiologic use of digitized genetic information. As
has been commended in other contexts, there is potentially great value in special
newsletters for subjects (and even communities) whose genetic information has
been digitized and stored in an electronic database. Such newsletters would
inform individuals, relatives, and communities of new and potential uses, includ-
ing research, contemplated for the database. The database, if appropriately con-
structed, could provide the means for individual subjects to opt out of specific
studies. For instance, suppose I am willing to consent to initial research in cancer
genetics but not secondary research in neurogenetics. Once my genome is in your
database, you will be able to let me know of the contemplated secondary use.
And, if I dissent, you will be able to ensure that my genetic information is not
included in your study.

Such a newsletter might also, it should be noted, provide a much better
way of including subjects in the broad sweep of the research in general by
informing them of study results, related research, and even ethical issues
raised by the research! The positive potential for public health has not been
adequately explored.

One way to think of these challenges is as challenges to our strategy of
identifying intentions, consequences, and values. The strategy is not failsafe,
but infallibility was never a promise of either science or ethics.

Decision Support

Our discussion of appropriate uses and users of IT systems will be of no small
utility as we consider the issue of computational decision support in epide-
miology and public health. In one sense, all computers used in epidemiology
and public health are decision support systems—computers that help us navi-
gate among the shoals of probabilistic data.
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In clinical medicine and nursing, there are generally thought to be at least
three kinds of decision support systems: reminder systems, consultation sys-
tems, and educational systems. Their functions are easily inferable from their
names. It is not clear whether decision support in epidemiology and public
health runs parallel to these three uses—what constitutes a reminder in clini-
cal medicine, for instance, has no ready analog in the public health sciences.
We can, however, identify two functions of ethical interest in decision sup-
port in epidemiology and public health; they are (1) interventions and (2)
data synthesis, including meta-analysis and data mining.

Interventions
A decision support system might be used to help decide whether and when to
begin an intervention program and what kind of intervention would be best
or most efficacious. Why is there an ethical issue here? To answer this ques-
tion, let’s turn to clinical medicine.

What has come to be called the “standard view” of decision support in
diagnosis suggests that humans are better than machines at functions as com-
plicated as diagnosis.15 Humans understand data better than machines (even
if computers might be able to process it better and faster). The answers to
questions about whether to close a well, commence an education program, or
call for a quarantine are decisions that require more than digital firepower.
They are decisions that require vast background knowledge, a scientific as
well as an intuitive understanding of risk, and a more or less clear sense of
how humans balance and trade off among competing goals. Computers can-
not meet these criteria and likely will be unable to for some time.

It follows that although we might have a duty to use computers to help in
making tough calls, we must not let the computers make the tough calls. This
stance is appropriate whether we are contemplating needle exchange pro-
grams or foreign cattle bans, vaccination protocols or plague quarantines.
Another way of putting this is that public health decisions are rarely if ever
exclusively scientific, statistical, or what-have-you. Public health scientists
and officials are faced with a difficult array of decision points such that the
correct or best answer will rarely be arrived at with more information or more
computing power. Rather, scientists and officials need to analyze their inten-
tions or the goals they hope to achieve, the consequences of various deci-
sions they might make or actions they might take, and the values that guide
them.

The question of whether to intervene and which intervention to commend
is, in part, an ethical one precisely for these reasons. It is perhaps not impos-
sible that a decision-support system might one day be able to perform opera-
tions on human values as well as on data sets—but it is quite unlikely and, in
any case, it will be quite a long time before that happens. The lesson in public
health is the same as in clinical medicine and nursing: Computers should not
be allowed to trump people.15
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Data Synthesis and Computer-Based Research
Ever-increasing demands for data and evidence to inform guidelines and best
practices have made it clear that we need computers to help us through all our
information. Indeed, we now turn with increasing frequency to various forms
of research synthesis to make sense of the data. The computational tools of
research synthesis—meta-analysis and data mining will give us our best ex-
amples—are ways of eliciting conclusions, answers, or even mere sugges-
tions from the apparent mess of data.

One way to think of this issue is by plotting ethical issues against scien-
tific (un)certainty. That is, the most important and interesting ethical issues
arise in cases of scientific uncertainty. Although it is true that even perfect
knowledge will not answer all our ethical questions, it surely would make
many of them easier!

The fledgling sciences (techniques, really) of meta-analysis and data min-
ing provide us with many case studies about whether and when to use a
computer in making scientific decisions. The debate over meta-analysis, which
often turns on its methods and reliability, is important for any discussion of
ethics in epidemiology, in general, and ethics, computing, and, epidemiol-
ogy, in particular.16

Consider the case of meta-analytic studies of the effects of environmental
tobacco smoke. In 1993, the US Environmental Protection Agency, relying on a
meta-analysis of 11 studies of smokers’ spouses, classified environmental or “sec-
ond-hand” tobacco smoke as a Group A carcinogen, along with radon, asbestos,
and benzene.17 No problem so far—tobacco smoke is bad, people agree tobacco
smoke is bad, a study shows that tobacco smoke is bad. The problem is that meta-
analysis continues to engender intense debate about its accuracy and reliability.
It might be, in other words and just for the sake of discussion, that we (in 1993)
actually lacked adequate scientific warrant to rank environmental tobacco smoke
as a Group A carcinogen. At any rate, the debate elicited the following remark18:
“Yes, it’s rotten science, but it’s in a worthy cause. It will help us to get rid of
cigarettes and to become a smoke-free society.” We have described the ethics–
computing–public health tension as follows:

“In one respect, the very idea is incoherent: If one believes the science to be flawed,
then how can it support a worthy cause? How even can the cause become worthy in
the absence of credible evidence? (If environmental smoke does not harm children,
then there is no reason to protect them from it, and so protecting them cannot be
worthy.) But granting for the sake of discussion that the cause is worthy, it is
nevertheless a severe form of ethical shortsightedness to suggest that the credibility
of scientists, government institutions, and policy makers is a fair trade for a victory
on one policy issue. Even the most craven utilitarian would recognize this to be a bad
bet.” 16(p160)

Note that although the intention might be praiseworthy (to reduce envi-
ronmental tobacco smoke) and the consequence a positive one (fewer people
suffering the effects of second-hand smoke), the value we place on scientific
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method and credibility may sometimes outweigh the other considerations. It
is also important to underscore that it can be very difficult to calculate future
consequences—including future negative consequences.

Think of meta-analysis as a secondary or n-ary use of data. Such use mat-
ters, as it did with bioinformatics, because subjects or communities might
have consented to the primary use but not necessarily the secondary or n-ary
one. Now, this might matter little or not at all to subjects, especially if the
risks of such research are minimal or absent and if (as is usually the case
with meta-analysis) individuals cannot be identified from or in the data.
Likewise, with data mining, also sometimes called “knowledge discovery”
or “machine learning,” we have the n-ary analysis of databases in search
of patterns, trends, associations and the like. Used to great profit in science
and business, data mining is emerging as a potentially valuable resource in
health care.

Our concern is with valid consent in public health practice and research—
specifically, the use of personal information for purposes other than origi-
nally intended. Data-mining technology promises public health
trend-spotting, quality assessment, and outcomes research of depth and breadth
unimagined a few years ago. Because this information is personal informa-
tion, we need to ask whether those people the information is about would
agree to such use. We need to look at three key considerations:

1. Is the database analysis something that was disclosed and consented to
when the information was obtained?

2. Is the purpose of the data mining scientific, commercial, or both?
3. Are individuals identifiable in the database or as a result of the research?

The answer to question 1 is rarely “yes”; the use might be commercial; and
the answer to question 3 will often be “generally” or “in principle.” The
feature of data mining that distinguishes it from more garden-variety forms of
database research is the facility with which scientists (and others) can look
through vast amounts of personal, identifiable information—again and again
and again. (It is, therefore, a question at least of degree and perhaps of kind.)
Each analysis is a further “experiment” for which we may generally presume
that no consent has been obtained. Moreover, consent tools like newsletters
are more useful for focused research programs where the goals of the research
can be spelled out. In data mining, one might perform an analysis with all the
effort and forethought that go into a MEDLINE search, for instance.

As with bioinformatics, more research is needed to clarify the ethical is-
sues surrounding data mining. We include it here to give a sense of exciting
new challenges to the standard model of valid consent. (How best, for in-
stance, might one describe data mining in lay language to prospective sub-
jects?) For now, the best consent for data mining research is likely to be
obtained in advance, for noncommercial research, and for studies where indi-
vidual identifiers are either not available or can be readily hidden.



13. Ethics, Information Technology, and Public Health 263

Conclusion: The World Wide Web and Beyond

Case studies are an ancient and rightfully honored way to communicate, edu-
cate, and elucidate. The public health sentinel who learns about and shares
information about an emerging malady does so, at least at the outset, by
means of a case study. Clusters of cases capture our epidemiologic attention.
That is just the way it works. But for the first time, news of rare, interesting,
important, and otherwise noteworthy cases can be shared internationally and
almost instantly. The problem is that the more distinctive a case is, the greater
the likelihood that it will be possible to recognize or identify the individual(s)
the case is about or to whom it pertains. What should we do about this?

It will not do to suggest that epidemiologists and public health scientists
and officials should remain silent about such cases to protect the supposed
confidentiality of heretofore-anonymous individuals.19 But surely we need to
do something to balance these two forces.

What should by now be clear is that people of good will have access to an
ensemble of powerful conceptual tools, tools that have proven their worth in
a broad variety of healthcare settings in which intelligent machines have
been brought to bear. In the current instance, the best advice is that individu-
als and institutions that publish sensitive case reports need to adopt sound
policies, acquire as much consent as possible, and, institutionally, ensure the
availability of a robust ethics education program.20

What is in some domains a comfortable demarcation between practice and
research becomes fraught and controversial in epidemiology and public health.
This is unavoidable, but it presents us with splendid opportunities to apply
and evaluate the tools of practical ethics. This will be especially true as ever-
grander computers and data networks link scientists and officials from around
the world. We will judge them by how well they use the networks in the
service of public health, and by how well they attend to the concerns of
individuals who, in a flash (or a click), may find themselves and their genes
and maladies and behaviors out there for all to see.

Questions for Review

1. Questions 1a–1d are based on the following scenario: As a state public
health executive, you have responsibility for maintaining and controlling
a database containing data on all state residents who have been diagnosed
with reportable diseases. Included in the database are certain identifiers,
including names and addresses of individuals. In the course of performing
your duties, you are approached by various individuals desiring access to
the database. Using the ethical intent-consequences-value metric,
determine your response to each of the following requests for access,
assuming the access will be without the consent of individuals concerned:
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a.  A pair of public health research scientists ask to access the database in
order to conduct a study of an outbreak of measles in two public schools
in a county, to determine whether a batch of vaccine may have been
defective or whether certifications of vaccination may have been
fraudulent.

b.  A prominent lawyer wants to obtain the names and addresses of
individuals diagnosed with black lung disease in order to contact
them to secure their agreement to participation in a law suit to be filed
against coal mine operators.

c.  A major pharmaceutical company wants to obtain the names and
addresses of individuals diagnosed with syphilis in order to secure
their participation in a test of the effectiveness of a new drug that the
company believes will seek out and kill latent spirochetes.

d.  A licensed physician specializing in treatment of sexually transmitted
diseases wants to obtain the names and addresses of individuals
diagnosed with STDs within the past two months in order to contact
them for the purpose of building a practice.

2. Two epidemiologists have developed a computerized hair analysis system
that detects the presence of unusual levels of arsenic in human subjects
twice as fast as existing methods. Their extensive, private testing has
proven the effectiveness of the system to their satisfaction, but the system
has not been subjected to a formal testing process. The inventors have
been assigned to study an outbreak of suspected arsenic poisoning in a
community that relies on well water. Are they obligated to use the new
system? Why or why not?

Questions 3 and 4 are based on the following case and are derived from
DARPA 2001, Bio-Surveillance System, Proposer Information Pamphlet (Broad
Agency Announcement [BAA] #01-17). Available on the Web at http://
www.darpa.mil/ito/Solicitations.html. Accessed December 14, 2001, and
Goodman, K.W. (2002). Ethics and Evidence-Based Medicine: Fallibility and
Responsibility in Research and Practice. Cambridge and New York: Cam-
bridge University Press.

A government in a democracy is worried about a bioterror attack. It seeks
to support development of early warning technologies to reduce injury from
such an attack, specifically to “develop, test, and demonstrate the technolo-
gies necessary to provide an early alert to appropriate emergency response
elements about the release of biological agents, involving both natural and
unnatural pathogens, against military or civilian personnel.” The project will
require using data from government and commercial health databases (“while
maintaining patient privacy privileges”). These could include hospital emer-
gency department records, 911 telephone calls, certain pharmacy and super-
market purchases, etc. (DARPA 2001, cited by Goodman 2002.) Such
ubiquitous and automated surveillance would be impossible if consent were
required from all people in a community.
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3. What measures will make such surveillance ethically acceptable (or
tolerable)?

4. How best should open societies balance public health and welfare against
infringements of privacy and other rights and liberties?
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Part III
Key Public Health
Information Systems

Introduction

In this part, we move to an examination of public health information systems
that serve as major sources of data and information for public health practi-
tioners and researchers.

In Chapter 14, Mary Anne Freedman and James A. Weed discuss the na-
tional vital statistics system. After briefly tracing the background of the de-
velopment of this important source of information about births, deaths, and
other events in the United States, they focus on the operation of the national
vital statistics system, including the roles performed at the state and national
levels and the nature of the vital statistics data files. The authors conclude the
chapter with a discussion of innovations that enhance the system and its
output and of the importance of vital statistics to the practice of public health.

In Chapter 15, Linda K. Demlo and Jane F. Gentleman provide coverage of
systems that serve as sources of morbidity data. Using three major surveys
operated by the National Center for Health Statistics (NCHS) as a basis of
discussion, Demlo and Gentleman discuss the major challenges facing public
health practitioners and researchers in securing timely, accurate, and reliable
information about the incidence and prevalence of disease in the United
States. After a discussion of concerns for the confidentiality, privacy, and
security of morbidity data files and of the use of the NCHS’s Research Data
Center, the two authors provide an overview of present and future innova-
tions in the computerization of survey data for retrieval, processing, editing,
and dissemination. They conclude the chapter with a forward look at the
continuing importance of morbidity data to the practice of public health.

In Chapter 16, Patrick W. O’Carroll, Eve Powell-Griner, Deborah Holtzman,
and G. David Williamson discuss the importance and challenges of accessing
and using risk factor data. After a discussion of the key risk factor systems in
United States public health, the authors conclude the chapter with comments
concerning the behavioral and other recognized risk factors that cause pre-
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mature deaths, illnesses, injuries, and disability in the United States and a
discussion of the importance of risk factor data as an element in the public
health practitioner’s tool kit.

In Chapter 17, Edwin M. Kilbourne discusses information system needs
and resources in the area of toxicology and environmental health. After an
introductory discussion of the scope and history of toxicologic and environ-
mental health information, he discusses the nature and uses of types of major
services and systems. He concludes the chapter with a discussion of biblio-
graphic and factual databases available to the public health practitioner.

Neil Rambo and Christine Beahler conclude this part of the book with
their discussion of knowledge-based information and systems in Chapter 18.
After providing a definition of knowledge-based information, they discuss
the challenges to the public health practitioner of locating useful public
health information—on the Internet, in existing databases, in clearinghouses,
and elsewhere. Rambo and Beahler provide useful guidelines for accessing
useful knowledge-based information and conclude the chapter with a discus-
sion of the importance of putting knowledge-based information to work in
public health practice.
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Learning Objectives

After studying this chapter, you should be able to:

• Discuss the origins of the vital statistics system in the United States and
explain the areas of responsibility of the states and federal agencies in
maintaining the system.

• Explain the operation of the national vital statistics system with respect to
the collection of data regarding births and deaths.

• Define the nature and the purpose of the Model State Vital Statistics Act.
• List the participants in and the provisions of the Vital Statistics Cooperative

Program with respect to (1) training state and local personnel, (2) the
Interstate Record Exchange Program, (3) vital statistics data files, and (4)
classification of diseases.

• Explain the International Classification of Diseases as a tool for uniform
standards in listing causes of death and explain how vital statisticians
compensate for discontinuities caused by updates to this publication.

• Discuss recent innovations to enhance the vital statistics system, including
(1) methods for automating classification of mortality cause-of-death data,
(2) developments in electronic birth and death registration, (3) availability
of data on CD-ROM and the World Wide Web, and (4) early release of
preliminary data to facilitate surveillance.

• Explain why a comprehensive vital statistics system is important to the
practice of public health.

Overview

The vital statistics system in the United States has always recognized the
importance of collecting information about public health. Today, the na-
tional vital statistics system in the United States is a major cooperative effort
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between the states and federal agencies. The Vital Statistics Cooperative Pro-
gram provides for collection of records of births, deaths, marriages, and other
events on a national level. Moreover, increasing adoption of modern technol-
ogy for record keeping and data exchange has resulted in faster and more
accurate vital statistics reports. State data, supplemented by surveys adminis-
tered by the National Center for Health Statistics within the Centers for Dis-
ease Control and Prevention, provide fundamental information for use in the
arena of public policy and public health practice.

Introduction

The inception, development, and maintenance of a system to produce na-
tional vital statistics based on the local registration of vital events has been a
major accomplishment of the United States during the 20th century. In this
country, legal authority for the registration of births, deaths, marriages, di-
vorces, fetal deaths, and induced terminations of pregnancy (abortions) re-
sides individually with the states (as well as with cities in the case of New
York City and Washington, D.C., and with territories in the case of Puerto
Rico, the Virgin Islands, Guam, American Samoa, and the Commonwealth of
the Northern Mariana Islands). In effect, the states are the full legal propri-
etors of the records and the information contained therein and are responsible
for maintaining registries according to state law and for issuing copies of
birth, marriage, divorce, and death certificates.

As a result of this state authority, the collection of registration-based vital
statistics at the national level has come to depend on a cooperative relation-
ship between the states and the federal government. This relationship has
evolved over many decades, with its initial beginnings in the early develop-
ment of the public health movement and the creation of the American federal
system. In this chapter, a brief overview of this development will set the stage
for a discussion of the components and uses of the present National Vital
Statistics System.

Milestones in National Vital Statistics1(p43–66)

The registration of births, marriages, and deaths has a long history in the
United States, beginning with a registration law enacted by the Grand Assem-
bly of Virginia in 1632 and a modification of this law enacted by the General
Court of the Massachusetts Bay Colony in 1639. In enacting this legislation,
the early settlers, who were predominantly English, were following English
customs in the new country. They were accustomed to the registration of
christenings, marriages, and burials. In England, this kind of registration dated
back to 1538, when the clergy in all parishes were first required to keep a
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weekly record of such events. In those early days, there was little or no statis-
tical use made of such records, and certainly there was no thought of using
them for health purposes. In the beginning, these records, along with wills
and property inventories, were regarded primarily as statements of fact essen-
tial to the protection of individual rights, especially those relating to the
ownership and distribution of property.

Although the Massachusetts law was based on English precedent, it dif-
fered in two important respects: (1) responsibility for registration of vital
events was placed on government officers rather than on the clergy, and (2)
the law called for the recording of vital events—births, deaths, and marriages—
rather than church-related ceremonies. Connecticut and Plymouth, and even-
tually other colonies, followed a similar pattern.

Thus, at the basis of the vital registration system was the principle that the
records are legal documents that help assure the rights of individuals. This
principle was not sufficient, however, to create a fully effective registration
system in the highly migratory American population during the 17th and
18th centuries, despite efforts to strengthen the registration laws. The impe-
tus for a truly effective system came from the realization by some very astute
statisticians and physicians, both here and abroad, that records of births and
deaths, particularly records of deaths by cause, were needed for the control of
epidemics and the conservation of human life through sanitary reform.

During the 17th century, parish lists of interments, usually including cause
of death and age of deceased, were published in London as Bills of Mortality
during epidemics of plague. The origin of vital statistics in the modern sense
can be traced to an analysis of the English Bills of Mortality published by
John Graunt (1620–1674) in 1662. Similarly, death records of some sort were
apparently kept by American settlements from the earliest days. Disease ranked
with starvation as a threat to the existence of many of the colonies; clergy
compiled various lists of parish dead, and cemetery sextons made burial re-
turns to town officers. For example, the clergyman Cotton Mather noted in
1721, during a severe smallpox epidemic in Boston, that more than one in six
of the natural cases died, but only one in 60 of the inoculated cases did
so.1(p45)

In the 18th and 19th centuries, the Industrial Revolution was associated
not only with rapid urbanization and overcrowding of cities, but also with the
deterioration of social and living conditions for large sectors of the popula-
tion in Europe. Slums, crime, poverty, filth, polluted water, and epidemics of
old and new diseases severely challenged the existing social order. As Dr.
John R. Lumpkin has pointed out in Chapter 2, in England, as on the Euro-
pean and American continents, public health reformers became acutely con-
scious of the need for general sanitary reform as a means of controlling
epidemics of disease—particularly cholera, but also typhoid, typhus, yellow
fever, and smallpox. These early sanitarians used the crude death statistics of
the time to arouse public awareness of the need for improved sanitation, and
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in the process they pressed for more precise statistics through effective regis-
tration practices and laws. The work of Edwin Chadwick (1800–1890) and Dr.
William Farr (1807–1883) in England and of Lemuel Shattuck (1793–1859)
in Massachusetts was instrumental in the development of public health orga-
nization and practice, including registration and vital statistics, during the
19th century. Thus, the history of public health is essentially the history of
vital registration and statistics.

When the US Constitution was framed in the aftermath of the American
Revolution, provision was made for a decennial census, but not for a national
vital registration system. To obtain national data on births, marriages, and
deaths, the decennial censuses in the latter half of the 19th century—1850 to
1900—included questions about vital events, such as: “Born within the year”;
“Married within the year”; “Disease, if died within the year.” These census
items were introduced with the help of Lemuel Shattuck, against his better
judgment. Indeed, the method came to be recognized as inefficient and the
results as deficient, but the census questions were not abandoned until 1910,
when the developing registration area was large enough to provide better
national statistics.

The US Bureau of the Census was made a permanent agency of the federal
government in 1902, and the enabling legislation authorized the Director of
the Bureau to obtain annually copies of records filed in the vital statistics
offices of those states and cities having adequate death registration systems
and to publish data from these records. A few years earlier, the Bureau had
issued a recommended death reporting form (the first “US Standard Certifi-
cate of Death”) and requested each independent registration area to adopt it
as of January 1, 1900. Those areas that adopted the form and whose death
registration was 90% complete were to be included in a national death-regis-
tration area that had been established in 1880. In 1915, the national birth-
registration area was established, and, by 1933, all states were registering live
births and deaths with acceptable event coverage and providing the required
data to the Bureau for the production of national birth and death statistics.

In 1946, responsibility for collecting and publishing vital statistics at the
federal level was transferred from the Census Bureau to the US Public Health
Service, first in the National Office of Vital Statistics and later (1960) in the
National Center for Health Statistics (NCHS). In 1987, NCHS became part of
the Centers for Disease Control and Prevention (CDC), US Department of
Health and Human Services.

Operation of the National Vital Statistics System

Vital records and reports originate with private citizens—members of the
families affected by the events, their physicians, funeral directors, and others.
The responsibilities of these individuals are defined in states’ laws. Birth
registration is the direct responsibility of the hospital of birth or the atten-



14. The National Vital Statistics System 273

dant at the birth (generally a physician or midwife.) In the absence of an
attendant, the parents of the child are responsible for registering the birth.
Although procedures vary from hospital to hospital, usually the personal
information is obtained from the mother; medical information may be ob-
tained from the chart or from a worksheet filled out by the birth attendant.

Death registration is the direct responsibility of the funeral director or
person acting as such. The funeral director obtains the data required, other
than the cause of death, from the decedent’s family or other informant. The
attending physician provides the cause and manner of death. If no physician
was in attendance or if the death was due to other than natural causes, the
medical examiner or coroner will investigate the death and provide the cause
and manner.

Reporting requirements vary from state to state. In general, the completed
birth certificate must be filed with the state or local registrar within 10 days of
the birth; death certificates must be filed within three to five days of the
death.

Because the federal government has no constitutional authority to enact
national vital statistics legislation, it depends upon the states to enact laws
and regulations that provide for registration and data collection comparable
from state to state. To achieve the needed uniformity for combining data from
all states into national statistics, the federal agency responsible for national
vital statistics recommends standards for use by state registration offices. The
two primary standards are the Model State Vital Statistics Act and the US
Standard Certificates and Reports.

The states are collectively represented in their dealings with the federal
government by the National Association for Public Health Statistics and In-
formation Systems (NAPHSIS), formerly (until May 1995) the Association for
Vital Records and Health Statistics. NAPHSIS is a professional organization
whose members include primarily, but not exclusively, the vital statistics
executives and other employees of state registration offices. In addition to
providing the states with a common point of contact with the federal govern-
ment and numerous other professional organizations, NAPHSIS facilitates
interstate exchange of ideas, methods, and technology for the registration of
vital events and dissemination of vital and other public health statistics.
NAPHSIS’s progenitors date back to 1933, when it was organized as the Ameri-
can Association of Registration Executives.2 Information about this impor-
tant organization can be found on the NAPHSIS Web site at http://
www.naphsis.org/.

US Standard Certificates and Reports
The standard certificates are the principal means of promoting uniformity in
the data collected by the states. They are intended both to meet the legal
needs of the system and to provide the data needed to be responsive to emerg-
ing public health issues. The standards are reviewed and revised approxi-



274 Part III. Key Public Health Information Systems

mately every 10 years through a process that includes broad input from data
providers and users, including recognized experts in epidemiology and pub-
lic health.

There have been 11 issues of the US Standard Certificates of Live Birth; 10 of
the US Standard Certificate of Death (in 1915, the birth certificate but not the
death certificate was revised); seven of the US Standard Report of Fetal Death
(formerly stillbirth); four of the US Standard Certificate of Marriage and the US
Standard Certificate of Divorce, Dissolution of Marriage, or Annulment; and two
of the US Standard Report of Induced Termination of Pregnancy.3

The 1989 edition of the standard certificates is currently in use. In 1998,
NCHS convened an Expert Panel to evaluate the 1989 version. The panel
recommended revisions, which are currently under consideration by NCHS.4

These revisions are expected to be implemented beginning in 2003. The
panel’s charge was to recommend the content, format, and item definitions of
the new standard certificates, with the understanding that the certificates are
no longer just paper documents, but a standard data set with an emphasis on
electronic data collection. Thus, the 2003 revisions focus on data collection
procedures in an electronic era.

Model State Vital Statistics Act and Regulations
A model act (or model bill) is proposed legislation drafted in a form that can
be enacted into law by a state legislature. A model act is not a law itself.

The revision process for the Model State Vital Statistics Act and Regulations
mirrors that of the standard certificates, although the model law is revised less
frequently. The Bureau of the Census submitted the first model bill to the states in
1907, covering both birth and death registration. There have been several revi-
sions over the century. The 1942 revision was the first to provide a statutory
definition of vital statistics, defining them as “the registration, preparation, tran-
scription, collection, compilation, and preservation of data pertaining to the
dynamics of the population, in particular data pertaining to births, deaths, mari-
tal status, and the data and facts incidental thereto.”1(p5)

The most recent full revision of the Model Act was in 1992.5 Key provi-
sions of the 1992 Model Act are shown in Table 14.1.

The 2003 standard certificate revision panel recommended that the Model
Act be modified to accommodate the use of electronic signatures, standard-
ized work sheets for data collection, and electronic transmission of source
documents from the provider to the state registrar. These changes were adopted
at the 2000 NAPHSIS annual meeting.6

The Vital Statistics Cooperative Program
In the early part of the 20th century, the Bureau of the Census and subsequent
federal agencies responsible for the vital statistics system received unit record
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data from the states in hard copy or microfilm. States were reimbursed for
copying efforts at four cents per record. Data were transcribed (later key en-
tered) at both the national and state levels as both states and federal govern-
ment produced statistics. In 1971, NCHS began an experiment with the state
of Florida to receive data on computer tape.1 This effort expanded rapidly and
evolved into the Vital Statistics Cooperative Program (VSCP). Under the VSCP,

TABLE 14.1. Some key provisions in the 1992 Model State Vital Statistics Act

Act Category Provisions

Source: Centers for Disease Control and Prevention, National Center for Health Statistics,
Model State Vital Statistics Act and Regulations, 1992 Revision.

Authorization • Provides for the establishment of an Office of Vital Statistics
and a statewide system of vital statistics within a designated
state agency and a naming of a state registrar with specified
duties.

• Provides for the Office of Vital Statistics to register and
certify each live birth in a specified manner and compels
physicians and others to comply with the act .  Other
provisions specify the manner in which infants of unknown
parentage, adopted children, and establishment of facts of
a birth are to be handled.

Birth registration

Death registration • Provides for filing of a certificate of death for each death
occurring in the state, and places duties on funeral directors
and physicians to comply with the act. Also requires a
report on each fetal death if the fetus weighs 350 grams or
more, or if weight is unknown and the fetus dies after 20
completed weeks of gestation or more.  Establishes
requirements for final disposition of a body.

Marriage registration • Requires a record of each marriage performed in the state
to be filed with the vital statistics office in a specified
manner.

Divorce, marriage disso-
lution, annulment

• Establishes provisions for recording these events.

Amendment and disclo-
sure of vital records

• Establishes procedures by which vital records may be
amended and disclosed.

Enforcement • Imposes duties on institutional heads, funeral directors,
physicians, and others to comply with the act, and imposes
penalties for failure to comply.

Technology • The model legislation explicitly permits vital statistics
offices to incorporate technological advances in records
and information management.
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NCHS partially supports state costs of producing vital statistics through a
contract with each state. NCHS works with states to implement standards for
data elements, editing and coding specifications, quality control procedures,
and data transmission schedules.

Federal Activities in Training State and Local Personnel

The NCHS training and technical assistance program for state and local vital
statistics staff incorporates a number of activities aimed at developing expertise
in all aspects of vital registration and vital statistics. These include a complement
of courses for registration staff, statisticians, and coding specialists; telephone
and e-mail hotlines; periodic meetings; and on-site assistance. The on-site assis-
tance program is designed to send a team of federal and state vital statistics
specialists into states requesting assistance. In addition to focusing on the areas
of most concern to the requesting state, the teams review the entire operation of
the office and offer suggestions for improvements.

The Interstate Record Exchange Program

Prior to 1937, the federal government published birth and death statistics by
place of occurrence. Starting in 1937, subnational statistics were published
primarily by place of residence. Subsequently, states also began publishing
their statistics by place of residence. Because residents of one state may be
born or may die in a different state, a mechanism was needed to enable states
to obtain records of vital events that occurred to their residents in other states.
Thus, the Interstate Record Exchange Program was initiated. It is an agree-
ment among the states to exchange records of out-of-state occurrences with
the state of residence. The exchange agreements are negotiated and adminis-
tered by NAPHSIS.2 NCHS supports the arrangement by periodically provid-
ing states with lists of out-of-state occurrences.

Vital Statistics Data Files

One of the strengths of the vital statistics system is that it is a census rather
than a survey. Thus, it includes a record of each vital event that occurs in the
United States. Because all events are included, vital statistics can be used to
examine data for small geographic areas, detailed demographic subgroups,
specific causes of death, and rare events. The level of detail contained in each
of the major vital statistics data files is described below.

The natality file contains demographic and health information recorded
on certificates of all live births that occur in the United States. Demographic
and health characteristics of the mother include age, race, Hispanic origin,
education, birthplace, residence, marital status, medical risk factors of preg-
nancy, month that pregnancy prenatal care began, number of prenatal visits,
tobacco use, alcohol use, weight gain during pregnancy, and obstetric proce-
dures. Characteristics of the birth include birth weight, length of gestation,
birth order, sex, plurality, method of delivery, Apgar score, complications of



14. The National Vital Statistics System 277

labor and delivery, abnormal conditions of the newborn, congenital anoma-
lies, and attendant at delivery.

The mortality file includes demographic and medical information recorded
on death certificates of all deaths that occur in the United States. Variables
include residence, place of occurrence, month of death, age, race, Hispanic
origin, birthplace, sex, educational attainment, occupation and industry of
decedent (selected states), injury at work, marital status, type of place of
death, and underlying and multiple causes of death.

The fetal death file includes demographic and health information recorded
on reports of all fetal deaths of twenty weeks or more gestation that occur in
the United States. The demographic and health characteristics of the mother
and fetal death are similar to those for natality, but also include the fetal or
maternal conditions causing death.

The linked birth/infant death data system contains records of all live births
and infant deaths that occur in the United States. Three separate files are included
in the system. One is a numerator file with linked birth-infant death records for
each of the approximately 38,000 infants who die in the United States each year.
The denominator file contains birth certificate information for each of the ap-
proximately four million live births. An additional file contains the relatively
few infant death records that were not linked to birth certificates. The match rate
is about 97–98%. Data are available for each of the birth cohorts from 1983
through 1991. Beginning with data year 1995, the data are organized by calendar
year rather than by birth cohort to expedite data release.

Monthly counts of the number of marriages and divorces are obtained from
each state. In addition, prior to 1996, states provided the total number of events
by county of occurrence. Unlike the natality and mortality systems, detailed data
for marriages and divorces have never covered the entire United States. NCHS
obtained detailed data only from those states and territories with centralized
registration systems. In addition, participating states provided a sample of records
rather than their full marriage and/or divorce files. For data years prior to 1996,
marriage data included demographic characteristics recorded on probability
samples of records from up to 42 states and the District of Columbia (DC). Vari-
ables included bride’s and groom’s ages, race, marriage number, and previous
marital status. Divorce data included demographic characteristics recorded on
probability samples of records from up to 32 States and DC. Variables included
husband’s and wife’s ages, race, and number of marriages. Other variables in-
cluded marriage duration, number of children under 18, and physical custody of
children. With data year 1996, NCHS ceased collecting detailed marriage and
divorce data. Only the monthly counts are available.

International Classification of Diseases

Causes of death are classified for purposes of statistical tabulation according
to the International Classification of Diseases (ICD) published by the World
Health Organization (WHO).7 The classification originated as the “Bertillon
Classification of Causes of Death” prepared in the late 1800s by Dr. Jacques
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Bertillon, chairman of the committee charged with development of a classifi-
cation of causes of death for international use. In 1898, the American Public
Health Association recommended that the classification be adopted by the
United States and that it be revised every 10 years to keep abreast of advances
in medicine.1 The ICD is maintained collaboratively by WHO and 10 interna-
tional centers, one of which is the WHO Collaborating Center for the Classi-
fication of Diseases in North America. To date, there have been 11 editions of
the ICD, the most recent being the 10th revision (ICD-10), implemented in
the United States in 1999.

Traditionally, a single cause of death has been selected for statistical tabu-
lations. When the certifying physician indicates that more than one cause
contributed to death, a procedure is required for selecting the cause to be
tabulated. The ICD provides the basic ground rules used to code and classify
causes of death, to identify the underlying cause of death, and to compensate
for certifier errors in the cause of death statement. It also includes definitions
of terms such as “underlying cause of death,” “live birth,” and “maternal
death,” as well as tabulation lists that define the cause of death groupings to
be used for international comparisons. The ICD also delineates the format of
the medical certification of death and specific regulations regarding the com-
pilation and publication of statistics on diseases and causes of death.7

The introduction of a new ICD revision can create major discontinuities in
statistical trend data. Discontinuities are measured through the use of “com-
parability ratios.” These are obtained by coding a large sample of death records
by both the previous and the current revisions and by calculating the ratio of
deaths from a given cause as coded by the later revision to deaths from the
same cause as classified by the earlier revision. As an example of the use of
comparability ratios, Figure 14.1 shows age-adjusted death rates for selected
causes of death from 1968 to 1997.

ICD-8 was in use during the period from 1968 to 1978. (In the United
States, a modified version of ICD-8 was adopted and published as ICDA-8.8)
ICD-9 was in use during the period from 1979 to 1998. In Figure 14.1, the
nephritis comparability ratio of 1.74 indicates that 74% more deaths were
classified to this cause in 1979 compared with 1978 solely because of the
introduction of ICD-9. Similarly, the pneumonia death rate declined as a
result of the change in revisions, whereas the suicide death rate remained
unchanged. Preliminary estimates of ICD-10 comparability ratios indicate
that the change from ICD-9 to ICD-10 resulted in a large increase in deaths
from Alzheimer disease, sizable increases in nephritis and septicemia deaths,
a slight increase in deaths from stroke, HIV, and chronic lower respiratory
disease, and a large decrease in pneumonia deaths.9

Mortality data for 1999 reflect the new cause-of-death classification sys-
tem under ICD-10, including reorganized cause-of-death categories, and tabu-
lation lists. The ICD-10 list of 113 selected causes of death replaces the
ICD-9 list of 72 selected causes of death and is used to identify and rank the
leading causes of death in the United States.10
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Recent Innovations to Enhance the National
Vital Statistics System and Its Output

Automated Classification for Mortality
Cause-of-Death Data
In the late 1960s, NCHS began development of automated entry, classifica-
tion, and retrieval of information reported on death certificates. The systems
that automate the medical component of the death certificate have been con-
tinuously updated and refined. The major components of the automated mor-
tality system are ACME, TRANSAX, MICAR, and SuperMICAR.

The ACME (Automated Classification of Medical Entities) program se-
lects the underlying cause of death from the medical conditions reported on
the death certificate. This system was developed to improve data consistency
and facilitate the availability of multiple cause data. It has been used since

FIGURE 14.1. Age-adjusted death rates for selected causes of death with ICD-9/ICDA-8
comparability ratios: United States, 1968–1997. (Source: Centers for Disease Control
and Prevention, National Center for Health Statistics, National Vital Statistics System.)
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1968 and requires the manual coding of each entity (disease, accident, or
injury) reported in the medical certification section of the death certificate.
From those codes, which retain the location and order as reported by the
certifier, the computer program automatically assigns the underlying cause of
death by use of the selection and modification rules of the applicable revi-
sion of the ICD. Experienced nosologists—persons trained to classify dis-
eases in accordance with an organized list of diseases and injuries—developed
the computerized decision tables that drive the selection process, in consul-
tation with medical specialists. These nosologists have achieved high levels
of expertise in the practice of medical coding; in the interpretation and appli-
cation of the ICD rules; in the training, apprenticeship, and qualification of
new medical coders; and in the implementation of special projects on cause
of death. The decision tables are updated periodically to reflect new informa-
tion on the relationships among medical conditions and to convert the system
to new revisions of the ICD.

TRANSAX (Translation of Axes) facilitates the tabulation and use of mul-
tiple cause-of-death data. The program translates the axis of classification
from an entity to a record basis by accommodating linkages of entities pro-
vided by the ICD. For example, diabetes and acidosis both stated on the
record become diabetes with acidosis.

MICAR (Mortality Medical Indexing, Classification, and Retrieval) was
designed to replace the manual coding required by ACME. Data entry opera-
tors enter full text, abbreviations, or reference numbers for cause-of-death
terms. After certificates are keyed, MICAR matches each entry to its dictio-
nary and assigns the “entity reference number” that is the unique identifier in
the dictionary for that cause. The records are then run through ACME to
assign the underlying cause.

SuperMICAR takes the process one step further and allows the data entry
operator to enter literal text as it appears on the death certificate. This infor-
mation is processed in a similar manner to MICAR.

All US death records are coded through this system either in the state
office or at NCHS. As of the year 2000, about six other countries were using
the ACME component to select the underlying cause of death; an additional
19 countries have received copies of the software as part of their developmen-
tal work to implement automation for mortality.10 Instruction manuals, which
contain coding and data preparation procedures, short lists for tabulating
mortality statistics, computer edits (consistency between age and cause of
death, range edits, etc.), and procedures for querying cause-of-death state-
ments, are available on the NCHS Web site (http://www.cdc.gov/nchs/).

Development of Electronic Birth and Death Registration
For most of the last century, the national vital statistics system was based
primarily on paper recordings of over 6 million annual birth and death events
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by thousands of physicians, hospitals, funeral directors, and coroners. These
records were typically transmitted through local registration officials, then
keyed, queried, and edited as state offices received the records. The data were
transmitted periodically to NCHS as files were completed. After labor-inten-
sive processing in both state offices and NCHS, the data were released to the
public on an annual basis as reports or electronic products.

Over the past 15 years, significant attempts to modernize the national vital
statistics system have taken place. NCHS and the states have been working
toward a vital statistics system in which birth and death certificates are cre-
ated, edited, coded, queried, and corrected at the source point in electronic
form; transmitted over high-speed lines to a central location in each state for
any state processing and information management; and finally, electroni-
cally transmitted to NCHS on a frequent and regular basis.

This redesign, called the “current flow” system, shifts the data entry function
from the state office to the source data provider who completes the original
record; the original record would be electronic rather than paper. Data entry
would employ standardized, automated editing systems to continually “clean
up” the data by the states; changes and updates to the coded record would be
transmitted to NCHS and entered in the data file on a continual basis.

Automation at the data source is a critical element of the new system.
Electronic birth and death certificates (completed by hospitals, funeral direc-
tors, and physicians) facilitate record filing, reduce processing redundancies,
increase timeliness, and can improve data quality. Experimentation with elec-
tronic birth certificates (EBC) began in the early 1980s. Currently, EBCs are
in use in one or more hospitals in 48 states, and approximately 92% of all US
births are registered electronically. However, most states operate a dual (elec-
tronic and paper) registration system, in part because state laws have often
not kept pace with technology. The recent revision of the model law is in-
tended to assist states in addressing these issues.5

Electronic death registration (EDR), however, has not progressed as rap-
idly, primarily because the death registration process is more complex than
birth registration and involves many more data providers. In 1994, NCHS
convened a steering committee to make recommendations for reengineering
the death registration process. The group included representatives of federal
agencies–NCHS, the Social Security Administration (SSA)–and professional
organizations representing funeral directors, physicians, medical examiners,
hospitals, medical records personnel, and state vital statistics offices
(NAPHSIS). The committee’s report provides recommendations and a frame-
work for developing EDR systems in the United States.12

Recent advances in computer and network access technology have made
the implementation of EDR systems feasible. Over the past several years, a
number of states have begun developing systems. These efforts have been
assisted by a NAPHSIS project, funded by SSA, to develop standards for EDR.
This project, begun in October 1999, includes a survey of states to assess
readiness for EDR, site visits to selected states, and two pilot projects. It is
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supported by an EDR Partnership Committee that includes representatives of
major stakeholders. Standards developed through this project are available
on the NAPHSIS Web site (http://www.naphsis.org).

State vital registration offices may need to refine their data processing
systems to receive and process electronic records from source providers. Simi-
larly, NCHS is reengineering its systems to receive, control, and process elec-
tronic data from the states. The internal NCHS system will provide staff with
the capacity for on-line data retrieval for quality control, data tabulation, and
report generation. The end result will be more timely vital statistics data at all
levels of government.

Availability of Data on CD-ROM and the World Wide Web
Since 1996, NCHS has been releasing vital statistics files on CD-ROM. All
data sets (birth, death, fetal death, linked birth/infant death, perinatal deaths)
are now routinely distributed on CD-ROMs in ASCII and (for selected files) in
SETS (Statistical Export and Tabulation System, a software package devel-
oped by NCHS to efficiently facilitate the use of data files on CD-ROM). The
major vital statistics publications are available on the NCHS Internet home
page, including the National Vital Statistics Reports and Vital and Health
Statistics series reports. NCHS also put a number of (previously) unpublished
statistical tables on the Internet and has begun to release Vital Statistics of
the United States as an Internet report and as a CD-ROM.

Early Release of Preliminary Data
to Facilitate Surveillance
As part of the current-flow system, in 1996 NCHS made a major addition to its
product line with the development of the preliminary files. Starting with data
year 1995, NCHS began releasing preliminary estimates of selected charac-
teristics for 12-month periods based on the current-flow file without waiting
for all records to be received and processed. The current-flow release includes
detailed natality and mortality national data and preliminary state-level data.13

The preliminary data are published as National Vital Statistics Reports.
The final natality and mortality files continue to be published, the schedule
having been expedited by the current-flow process. Data from the current-
flow file are treated as representative of complete data for the states and for
the United States. This is accomplished by assigning a record weight to each
vital record in the current flow file so that the sum of the records will equal
independently obtained total counts of births, infant deaths, and deaths to
persons over one year of age at the state and national level. Those counts
represent the number of vital records filed each month in the state vital statis-
tics offices.

The completeness of the preliminary files continues to increase. The 1996
preliminary file, published in October 1996, included 90% of births; the 1999
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preliminary natality report, published in August 2000, included 97% of births.14

In addition, publication of the final files has accelerated from 21 months after the
end of the year for the 1995 natality file, to 15 months for the 1998 file.

Vital Statistics and the Practice of Public Health

Over several centuries of development, the nation’s vital registration systems
have evolved into the primary source of the most fundamental public health
information. From the early beginnings of the movement to improve sanita-
tion and to control disease, the data on deaths, especially causes of death,
have been critical for identifying, tracking, and eventually understanding
and controlling epidemics of communicable diseases. Today, mortality data
are used more generally to study trends and differentials in all kinds of causes
of death, both chronic and communicable, as well as those due to homicide,
suicide, and unintentional injuries. In addition, infant mortality has tradi-
tionally served as a key indicator of general health conditions in a given
population. The availability of mortality statistics for small geographic units,
such as counties, has contributed uniquely to the value of these data for
epidemiologic investigations and surveillance.

Statistics obtained from birth certificates, fetal death reports, and the linked
birth/infant death file provide a wealth of information about infant health. Of
current interest to the public health community are statistics on teenage and
unmarried childbearing, birth weight, length of gestation, smoking during
pregnancy, access to prenatal care, complications of labor and/or delivery,
abnormal conditions of the newborn, and obstetric procedures. Healthcare
providers and epidemiologists specializing in infant and child health moni-
tor trends in these and other natality statistics.

Vital statistics also provide fundamental information in the arena of public
policy. For example, out-of-wedlock childbearing is a topic of continuing
high interest among national welfare policymakers. Similarly, national health
policy is very much concerned with the problem of health disparities among
various race and ethnic groups in the US population. In these and many other
important policy issues, the vital statistics system constitutes a frontline source
of information that leads to action programs, yields indicators of effective-
ness, and generally guides the practice of public health.

Questions for Review

1. Explain why development and maintenance of a vital records system is a
state responsibility, rather than a mandated federal responsibility.

2. Explain the role of the National Association for Public Health Statistics
and Information Systems (NAPHSIS) in the relationship between state
vital records systems and the federal government.
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3. Under the existing vital records system, who is typically responsible for
providing information for the registration of (1) deaths and (2) births?

4. What is the purpose of US standard certificates? How are they periodically
revised?

5. Define a model act and explain the origin and purpose of the Model State
Vital Statistics Act? List the provisions of the 1992 Model State Vital
Statistics Act with regard to (1) authorization for a state Office of Vital
Statistics, (2) provisions for birth registration, (3) provisions for death
registration, and (4) provisions for marriage registration. Why is the Model
Act not adopted in its entirety by all states?

6. Explain the purpose and the nature of the Vital Statistics Cooperative
Program. What is the role of the National Center for Health Statistics
(NCHS) in this program? Explain the federal role in (a) training state and
local personnel and (b) the Interstate Record Exchange Program.

7. In what sense is the vital statistics system a census, rather than a survey?
Explain the nature of (a) a natality file, (b) a mortality file, (c) a fetal death
file, and (d) a linked birth/infant data system.

8. Why is the World Health Organization’s International Classification of
Diseases an important resource for use in the national vital records system?

9. Explain the importance and use of automated classification for mortality
cause-of-death data in the NCHS system. Define the nature and purpose of
(a) ACME (Automated Classification of Medical Entities), (b) TRANSAX
(Translation of Axes), (c) MICAR (Mortality Medical Indexing,
Classification, and Retrieval), and (d) SuperMICAR.

10. Why is the development of electronic birth and death registration a critical
element in a redesigned national vital statistics system?

11. Explain the importance of a national vital registration system to the
practice of public health. What public health-related uses are being made
of vital statistics?
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Learning Objectives

After studying this chapter, you should be able to:

• Differentiate between morbidity data used to measure prevalence and
morbidity data used to measure incidence.

• Describe the National Health Interview Survey, including its basic survey
methodology and its purpose.

• Describe the State and Local Area Integrated Telephone Survey, including
its basic survey methodology and its purpose.

• Describe the National Health Care Survey, including its basic survey
methodology, its components, and its purpose.

• List and explain at least five major challenges posed by current methods of
collecting morbidity data with respect to data accuracy and data reliability.

• Explain why it is important for those collecting morbidity data to be able
to insure respondents of confidentiality, and list the legislative and
administrative requirements imposed on the National Center for Health
Statistics (NCHS) with respect to data confidentiality.

• Explain the nature and the general purpose of research data centers,
including the Research Data Center of the NCHS.

• Describe the current state of application of technology in NCHS surveys,
and describe the nature of the challenges to survey administration posed
by application of technology, including application of Internet approaches.

Overview

In the United States, the collection of accurate, representative morbidity data
is important to public policy and public health practice. Three major surveys
administered by the National Center for Health Statistics (NCHS) of the Cen-
ters for Disease Control and Prevention (CDC) illustrate some of the proce-



dures in use and the challenges associated with this task. The National Health
Interview Survey, the State and Local Area Integrated Telephone Survey, and
the National Health Care Survey all serve as valuable sources of information
about the state of public health in the United States, but at the same time they
are beset with challenges in securing accurate and representative data. The
NCHS Research Data Center and data centers operated by other agencies are
important resources for public health researchers. In providing data that are
crucial for studies, the NCHS must always maintain a concern for the confi-
dentiality, privacy, and security of information it obtains. The continuing
application of technology and of the science of informatics holds promise of
improving the speed, validity, and reliability of data collection, but it also
poses challenges to existing survey methods. In adapting to the use of such
technological developments as the Internet and cellular telephones and in
continuing to apply technological applications to data collection, the NCHS
has the opportunity to address current and new data needs. At the same time,
the task of coping with technological change comes with the danger of data
error, offering a challenge in continuing to improve morbidity data collec-
tion and dissemination.

Introduction

At the most basic level, morbidity data reflect the level of sickness or disease,
usually in a specified community or population group.1(p1249) Typically, two
aspects of morbidity are of interest: prevalence, which measures the magni-
tude and burden of disease at a particular point or interval in time and is
useful for diseases of long duration; and incidence, which reflects the new
cases occurring over a defined time period and is useful as an indicator of the
need for or success of preventive efforts. Information to document levels of
morbidity may be obtained from a number of sources, such as special studies,
disease registries, systems created for the mandatory reporting of notifiable
diseases, etc.2,3 Examples would include the Behavioral Risk Factor Surveil-
lance System (BRFSS) administered by Centers for Disease Control and Pre-
vention (CDC) and the states; population-based registries such as the
Surveillance, Epidemiology and End Results program (SEER) supported by
the National Cancer Institute; and various reporting systems such as the Vac-
cine Adverse Events Reporting System managed by CDC and the Food and
Drug Administration, and the Drug Abuse Early Warning Network (DAWN),
which focuses on tracking the magnitude of drug abuse problems and is sup-
ported by the Substance Abuse and Mental Health Services Administration.

This chapter describes current approaches to documenting levels of mor-
bidity in the US population. It uses for illustrative purposes some of the
population-based and provider-based surveys maintained by the National
Center for Health Statistics (NCHS). Some of these surveys have been men-
tioned briefly in the previous chapter. In the course of this chapter’s discus-
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sion, we will highlight the contributions of informatics in gathering, process-
ing, analyzing, and disseminating such data.

Specifically, the focus here is on the following NCHS surveys: the Na-
tional Health Interview Survey, the State and Local Area Integrated Tele-
phone Survey, and components of the National Health Care Survey. Detailed
information about NCHS surveys as well as numerous data files are available
from the NCHS Web site at http://www.cdc.gov/nchs/.

The National Health Interview Survey (NHIS) collects information each
year about approximately 107,000 people living in 41,000 households. The
survey data, which pertain to health status, access to care and insurance,
health services utilization, health behaviors, and other topics, are a principal
source of information about the health of the civilian noninstitutionalized
population in the United States.

The State and Local Area Integrated Telephone Survey (SLAITS) is a popu-
lation-based survey mechanism for covering a wide range of health and health-
related topics by utilizing the sampling frame of the ongoing National
Immunization Survey (NIS).

The National Health Care Survey (NHCS) is a family of provider-based
surveys with hospital, ambulatory, and long-term care components that pro-
vide information about the characteristics of patients seen in these settings
and the services they receive, as well as characteristics of the healthcare pro-
viders.4 These surveys, their characteristics, processes, and products, and the
role of informatics in conducting them will be emphasized throughout this
chapter, providing a framework for considering present and future accom-
plishments and challenges in the generation of morbidity data.

An Overview of Selected NCHS Surveys, Their
Approaches to Collecting Morbidity Data, and
Their Use of Informatics

The National Health Interview Survey (NHIS)
The NHIS is the principal source of information on the health of the civilian,
noninstitutionalized household population of the United States. It has been
conducted continuously since its beginning in 1957. Data are released on an
annual basis. The US Bureau of the Census, under a contractual agreement, is
the data collection agent for the NHIS. The data are collected through per-
sonal household interviews by Census interviewers. The sampling frame for
the NHIS is redesigned every 10 years to better measure the changing US
population and to meet new survey objectives. The new design is imple-
mented five years after each decennial Census. Thus, the current design was
implemented in 1995 and will be used through 2004. About 41,000 house-
holds containing about 107,000 persons are in the NHIS sample each year.
The current sample was designed to oversample black and Hispanic subpopu-
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lations in order to increase the precision of estimates for those subpopula-
tions. Plans for the next sample design, to be implemented in 2005, include
oversampling these same two subpopulations, and perhaps others.

Households receive a letter in advance of the interview explaining the
purpose of the survey, that participation is voluntary, and that confidentiality
will be protected. The first contact made by the interviewer is at the home,
and completing the interview may require more than one visit. The telephone
is sometimes used to continue the interview at a later time.

The NHIS questionnaire underwent major changes in 1997. The redesigned
questionnaire has a Basic Module (also called the Core), with questions that
remain essentially unchanged from year to year, and more in-depth questions
and/or questions on new topics added as supplements each year, as needed.
The Basic Module contains three components: the Family Core, the Sample
Adult Core, and the Sample Child Core. The Family Core component collects
information on everyone in the family. Questions that can reasonably be
answered by proxy are included in this section of the survey. The sample for
the Family Core serves as a sampling frame for additional surveys (such as the
Medical Expenditure Panel Survey, which is conducted by the Agency for
Healthcare Research and Quality and collects additional data from some of
the NHIS respondents about healthcare use, healthcare expenses, and health
insurance coverage). Questions from the Sample Adult Core are administered
to a randomly selected adult in each family, and a knowledgeable adult is
asked questions from the Sample Child Core about a randomly selected child
under 18. The random selection of a single adult and a single child was a new
feature starting with the 1997 NHIS.

Many significant changes were made to the NHIS questions in 1997, in-
cluding changes to the wording, recall period, context (surrounding ques-
tions), and positioning of questions, and the type and number of possible
answers. One objective of the questionnaire redesign was to shorten the length
of the survey, which now takes approximately 70 minutes on average to ad-
minister, including supplements. The previous major redesign of the NHIS
questionnaire had been in 1982; by 1997, some substantial changes were
needed to maintain relevance and adapt to changes. It was necessary and
important to update the NHIS questionnaire because of demographic and
societal changes, changes in the types of health problems occurring, changes
in the healthcare delivery and health insurance systems, changes in knowl-
edge about health risk factors, changes in treatments, new needs of health
policy makers and other data users, and new regulations affecting govern-
ment surveys. Table 15.1 indicates some of the changes made in the nature of
survey questions asked.

The topics presently covered by the NHIS Family Core include health
status and limitation of activity, injury, health care access and utilization,
health insurance coverage, socio-demographic characteristics, income, and
assets. The Sample Adult Core covers demographic characteristics, chronic
conditions, health status and limitation of activity, health behaviors, and
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health care access and utilization. The Sample Child Core covers chronic
conditions, limitation of activity, health status, health care access and utili-
zation, and immunization.

Another major change in 1997 was the change from a paper-and-pencil
questionnaire to a Computer Assisted Personal Interview (CAPI) instrument.
Since then, interviewers have been using laptop computers to administer
interviews.

The journey of interview data from their collection to their dissemination
to the public is fraught with perils. The data pass through many hands and
undergo numerous treatments before reaching the user. At each stage, errors
may be introduced that reduce the quality of the data or delay their availabil-

TABLE 15.1. A sample of health measures changed in or added to the redesigned 1997
National Health Interview Survey

Survey Area Change(s)

Source: National Center for Health Statistics, Centers for Disease Control and Prevention.
Availble at http://www.cdc.gov/nchs/about/major/nhis/hisdesgn.htm.

Limitation of activity New question to determine if anyone in the family is limited
because of difficulty remembering or periods of confusion.
Also, questions to determine if anyone in the family has
difficulty walking without any special equipment and to iden-
tify children who receive special education or early inter-
vention services.

Injuries Questions in this redesigned section ask more specific ques-
tions about the external causes and circumstances of the in-
jury event.

Medical expenditures Question asking for an estimate of the annual household
expenditure for medical care, including dental care.

Access to health care Question asking whether reasons for changing usual source(s)
of health care are related to health insurance only. Also, ques-
tions to identify persons who have delayed care for reasons
other than costs and/or who have not gotten specific types of
care that they needed.

Health conditions Questions that used to cover 133 conditions in six condition
lists are reduced to a single list consisting of several domains.
Addition of a brief child behavior scale, or mental health
indicator for selected children.

Immunizations Addition of questions about chicken pox vaccination and
adolescent immunizations.

AIDS Addition of questions about self-perceived risk of infection
and whether a list of risk items applies to the respondent.
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ity and therefore reduce their usefulness.5 The journey is made less perilous
by the application of modern informatics technology in the design and imple-
mentation of the survey, and in the processing, analysis, and dissemination of
the data. Some examples follow.

The design of the NHIS sample is determined after years of research and
analysis. Such work has been under way since 1999 for the next NHIS sample,
to be implemented in 2005. Sophisticated survey methods and computerized
algorithms are used in this research and/or in the ultimate implementation of
the sample design—for example, to select primary sampling units (PSUs) and
smaller geographical areas within PSUs to be surveyed. This provides sample
adequacy, incorporates the desired oversampling of certain subpopulations,
and ensures that sample sizes will be adequate to achieve desired levels of
precision for certain critical estimates.

Interviewers receive computer-generated maps and lists to help them lo-
cate households to be surveyed. The management of interview case loads and
deadlines in the 12 Census regional offices and between those offices and
Census headquarters is facilitated by case management software. For example,
interviewers receive the survey questionnaires and return the responses by
connecting their laptop computers to their home or office telephones.

The use of CAPI software eliminates one step in the electronic capture of
responses; instead of the responses being recorded by the interviewer during
a paper-and-pencil interview and then later captured electronically, the data
are electronically captured during the interview. The CAPI software auto-
matically guides the interviewer through the maze of possible questions,
displaying them on the computer screen for the interviewer to read aloud. The
survey instrument ensures that the correct path, which depends not only on
the sociodemographic characteristics of the respondent, but also on the re-
sponses to the health questions, is taken. The responses are typed in, and
some responses are edited on the spot, during the interview. For example, the
CAPI program can check that responses are within reasonable ranges and are
consistent. Later, when the data reach the survey manager’s headquarters,
further editing is done by use of both computer programs and manual process-
ing. Simple and elegant statistical computing techniques for outlier detec-
tion and statistical graphics can be used to edit the data. Software is available
to apply complex statistical techniques for imputing missing values.

Nonresponse to survey items is a constant and insidious threat to the qual-
ity of interview data. Statistical analysis of nonresponse patterns by use of
computing and modeling can permit nonresponse patterns and causes to be
better understood.

The analytic usefulness of data files is enhanced by use of modern linkage
software; matching and combining records from two or more data sets pro-
vides analysts with a richer set of variables at the microdata level. The use of
software to test microdata files for the purpose of disclosure limitation en-
hances confidence in the ability to maintain confidentiality when microdata
are released. See, for example, Zayatz and references cited therein.6
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State-of-the-art dissemination technology permits data files and documen-
tation to be delivered to users sooner, at less cost, and more compactly. NHIS
data are now released via the Internet as well as on CD-ROMs, as discussed in
the previous chapter. Release of the data on the Internet affords greater flex-
ibility and ability to inform data users of updates and corrections.

Modern statistical computing methods and technology have enhanced the
quality of analysis of survey data by statistical agency analysts and by out-
side data users. For example, software that takes into account the complex
design of the survey is used to produce more accurate variance estimates.
Multivariate models that perform lengthy iterative calculations on large files
of survey data are fitted quickly, through use of personal computers. The use
of statistical graphics enhances the ability of analysts to detect, perceive, and
present patterns in the data. Exploratory, interactive data analysis and data
mining techniques are widely used to analyze survey data.

Admittedly, the computer systems that alleviate some of the perils that
affect data quality are themselves prone to errors. For example, a user of the
current NHIS CAPI program sometimes has difficulty in backing up when it is
determined by the interviewer that an incorrect path through the questions
has been taken (e.g., because the respondent changes an answer or the inter-
viewer entered an incorrect response). In addition, data linkage is prone to a
not insignificant amount of error, usually because of inaccuracies or gaps in
the data. Also, errors in the computer programs themselves can be a serious
threat to the quality of data and data analysis. Such errors can occur at many
different stages of data processing and analysis. Poor programmer training,
poor programming habits, poor communication between programmers and
their supervisors, and inadequate documentation of computer programs can
cause errors that have significant impact on the ultimate usefulness of the
data and the accuracy of analytic results.7 Finally, poor communication be-
tween survey managers and survey sponsors can cause the writing of incorrect
programs. A vigilant striving for data quality continues to be imperative as
the NHIS and other surveys increasingly tap and enjoy the advantages of
computer and communications technology.

The State and Local Area Integrated Telephone Survey
The State and Local Area Integrated Telephone Survey (SLAITS) is an NCHS
survey mechanism that utilizes the sampling frame of the ongoing National
Immunization Survey (NIS). The NIS is a telephone survey that was estab-
lished in 1994 to meet the need for immunization coverage data for children
19–35 months of age for all 50 states and in 28 metropolitan areas. Fielding
the NIS requires screening a very large sample of households in order to
identify a sufficient number of households with children of an appropriate
age for that study. The vast majority of the households initially contacted by
telephone by the NIS do not contain such children. For example, in 1999,
more than 2 million phone numbers were called in the search for households
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with age-eligible children, resulting in the identification of about 36,000
such households. SLAITS adds value to that effort by utilizing not just some
of the families screened into the NIS sample, but also some of the families
screened out of NIS, depending on the requirements of the particular SLAITS
survey being conducted. SLAITS is termed a “mechanism” because it pro-
vides the capacity to field different surveys on a wide range of health- and
welfare-related topics. For example, the SLAITS Survey of Children with
Special Health Care Needs, sponsored by the Maternal and Child Health Bu-
reau of the Health Resources and Services Administration, measures the preva-
lence and impact of special health care needs for all children. Table 15.2
provides an example of the kind of information that can be obtained using
SLAITS.

The NIS, which is sponsored by the National Immunization Program (NIP)
and NCHS, is based on a list-assisted random-digit-dialing (RDD) sample
design. The NIS and SLAITS are therefore limited to households with tele-
phones. NIP sponsors a set of immunization questions on NHIS, data from
which can be used to adjust the NIS and SLAITS estimates to account for the
fact that those surveys cover only households with telephones. For further
discussion of adjustment for non-telephone coverage, see Battaglia et al.8

and Frankel et al.9

The NIS and SLAITS also utilize modern informatics. For example, the NIS
matches a long list of sample telephone numbers to a database of business
telephone numbers to avoid calling business numbers, and a personal-com-
puter-based autodialing system eliminates nonworking telephone numbers.
The remaining telephone numbers are matched with a database of directory-
listed residential telephone numbers to obtain as many household addresses
as possible. This permits the NIS and SLAITS to mail introductory letters to
these households before phoning them. Several on-line look-up topic-ori-

TABLE 15.2. Examples of the types of data available from SLAITS

Target Population Subject

Children in low income families • Public and private health insurance coverage

and lack thereof

Children with special healthcare
needs

• Utilization of and need for health and related

services

Adults • Barriers to health care for persons with chronic

illness

Adults and children • Asthma prevalence and treatment

Children between 4 and 35
months of age

• Satisfaction with pediatric care and

pediatrician’s advice
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ented databases are integrated with the NIS Computer Assisted Telephone
Interview (CATI) system. For example, NIS asks respondents to provide the
names and addresses of their children’s vaccination providers and to give
consent for the providers to be contacted subsequently to obtain additional
immunization history details. The CATI system looks up the vaccination
provider’s name and address information to confirm the information. Other
automated edits are also built into the CATI system. These additional quality
assurance procedures reduce the total cost of the data collection by reducing
interviewer labor and respondent burden.

The National Health Care Survey
Components of the National Health Care Survey (NHCS) include the Na-
tional Ambulatory Medical Care Survey, the National Hospital Ambulatory
Medical Care Survey, the National Hospital Discharge Survey, the National
Survey of Ambulatory Surgery, the National Nursing Home Survey, and the
National Home and Hospice Care Survey. This family of surveys gathers data
on the use of health services in the United States and the characteristics of
both the patients and providers or facilities involved in the health care trans-
action. The resulting information is used by policy makers, planners, research-
ers, and others in the health community to monitor changes in the use of
health care resources, the patterns of health conditions and diseases for which
services are used, the impact of medical technologies, and the quality of care
provided to a changing American population. Collectively, the surveys paint
a picture of the evolving healthcare system and changes in morbidity and the
content and source of care.10 Table 15.3 provides an overview of the compo-
nents of the National Health Care Survey.

All surveys are national probability sample surveys involving complex
sample designs. Generally, data are collected by the US Bureau of the Census
and processed by a private contractor. All surveys have historically had very
high response rates (90% or higher), although, as with most surveys of physi-
cian practices, the National Ambulatory Medical Care Survey has experi-
enced lower response rates in recent years. All surveys have evolved over
time in response to changes in the healthcare delivery system and changing
needs of data users.

The data are disseminated through a variety of mechanisms. Publications
include NCHS Advance Data reports, Vital and Health Statistics Series 13 and
14 reports, journal articles, and various special reports. Microdata files are
made available by tapes/cartridges, CD-ROMs, and downloadable files. Cita-
tion indices make evident the widespread use of NHCS data by researchers,
public health professionals, and others.11

The National Hospital Discharge Survey (NHDS), the National Survey of
Ambulatory Surgery (NSAS), and the National Hospital Ambulatory Medical
Care Survey (NHAMCS) produce information about hospital utilization. The
NHDS utilizes a three-stage sample design based initially on a subsample of
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112 PSUs from the 1985–1994 NHIS. A subsequent sample is drawn of ap-
proximately 525 nonfederal, short-stay hospitals with probability propor-
tional to size after stratification by hospital specialty/bed-size class and
abstract service status. Some very large hospitals are included with certainty.
Finally, a systematic sample of approximately 300,000 discharges is selected.
Discharge data conforming to the Uniform Hospital Discharge Data Set
(UHDDS) are collected by one of two methods: (1) manual abstraction of data
from medical records by hospital staff or by Census field staff, or (2) the
purchase of automated data from state data systems, commercial abstracting
services, or directly from hospitals. Approximately 70% of the discharges are
obtained in an automated form. Using a similar sample design and manual
data gathering procedures, the NSAS collects data from a national sample of
about 420 hospitals and 330 freestanding ambulatory surgery centers, which
produce a sample of approximately 120,000 medical records.

TABLE 15.3. The components of the National Health Care Survey

Component Purpose

National Ambulatory Medical
Care Survey

Samples physicians to obtain information about
patients’ symptoms, physicians’ diagnoses, medi-
cations ordered or provided, and other services.

National Hospital  Ambulatory
Care Survey

Collects data on the utilization and provision of
ambulatory care services in hospital emergency
and outpatient departments, utilizing patient record
forms for a systematic random sample of patient
visits during a randomly assigned four-week re-
porting period.

National Hospital Discharge Sur-
vey

Provides information about characteristics of in-
patients discharged from non-Federal short-stay
hospitals in the United States, including diagnoses
and procedures.

National Survey of Ambulatory
Surgery

Collects data about surgical outpatient character-
istics, expected method of payment, and diagnoses
and procedures from both hospital-based and free-
standing ambulatory surgery centers.

National Nursing Home Survey Samples nursing homes and their residents to ob-
tain information about the facilities and demo-
graphic characteristics, health status, and services
received by current and discharged patients.

National Home and Hospice Care
Survey

Secures information about agencies that provide
home and hospice care and the services provided
to current and discharged patients, using personal
interviews with administrators and staff.
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The resulting data include patient demographics, expected source of pay-
ment, diagnoses, procedures, length of stay, hospital size, and geographic
location. Because the NHDS has been fielded annually since l965, it is a very
rich source of trend data that have been used to track hospitalizations for
specific diagnoses and procedures over time12; potentially avoidable hospi-
talizations13; and differences in hospital use for different population groups.14

By combining NHDS and NSAS data, one can examine trends and trade-offs
between inpatient and ambulatory surgery, although the NSAS has not been
fielded since l996. Recent NHDS data releases have highlighted a decrease in
hospital admission rates and lengths of stay for patients with HIV/AIDS, pre-
sumably because of improved drug therapies.15 An increase in lengths of stay
for childbirth has also been observed.16

The sampling plan for the National Ambulatory Medical Care Survey
(NAMCS) also begins with a subset of the NHIS PSUs. The second stage
consists of a stratified sample of about 3,000 nonfederal physicians who are
principally engaged in office-based patient care (excluding the specialties of
radiology, pathology, and anesthesiology), drawn from the universe of about
300,000 physicians listed in the master files maintained by the American
Medical Association and the American Osteopathic Association. Finally, the
physician sample is divided into 52 random subsamples of approximately
equal size. Each subsample is randomly assigned one of the 52 weeks in the
survey year, and a systematic random sample of visits is selected from each
physician’s practice by use of a patient log or register for that week. Partici-
pating physicians, physicians’ staffs, or occasionally Census field staff com-
plete patient encounter forms for approximately 30 visits per physician. About
25,000 visits are sampled annually. To complement the NAMCS data, the
National Hospital Ambulatory Medical Care Survey (NHAMCS) was fielded,
using generally similar methods except for the use of a four-stage sample plan
(PSUs, hospitals, emergency and outpatient departments, and patient encoun-
ters.) About 70,000 visits are sampled annually from about 440 hospitals.

NAMCS and NHAMCS data reflect visits to physicians, outpatient clinics,
and emergency departments, including information on patient characteris-
tics, expected source of payment, patients’ complaints, physicians’ diagnoses,
diagnostic and/or screening procedures, medication therapy, planned future
treatment, types of healthcare professionals seen, and causes of injury where
applicable. NAMCS/NHAMCS data have been used to address such issues as
office-based prevention, screening, diagnosis, and counseling practices17,18;
prescribing practices19; visits for medical misadventure20; primary care refer-
ral patterns21; and sports-related injuries in children and young adults.22

The National Nursing Home Survey (NNHS) collects information from a
stratified probability sample of about 1,500 nursing homes of the approxi-
mately 20,000 nursing homes in the coterminous United States. Within the
homes, Census field staff collect information about the facilities through
interviews with the nursing home administrators and staffs. In addition, data
are collected on a sample of approximately 9,000 current residents and 9,000
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discharged residents through a personal interview with the nurse or other
person responsible for the resident’s care, who consults the medical record to
obtain the requested information.

Following similar procedures, the National Home and Hospice Care Sur-
vey (NHHCS) obtains information on about 10,800 current patients and 10,800
discharged patients. A two-stage stratified sample design is used, based on,
first, a sample of approximately 1,800 hospices and home health agencies,
and ultimately a systematic sample of current and discharged patients.

The NNHS and NHHCS patient-related information includes demographic
data, caregiver and referral sources, length of service, patient charges, ex-
pected source of payment, diagnoses, types of services received, functional
status/living arrangements, and reason for discharge. Facility-related infor-
mation includes size, ownership, Medicare and/or Medicaid certification,
occupancy rate if relevant, services provided, and expenses. NNHS and NHHCS
data have been used to examine such issues as the quality of care provided to
nursing home patients diagnosed with mental health conditions23; the rela-
tionship between infectious diseases among discharged nursing home pa-
tients and mortality24; and changes in utilization patterns indicating declining
use of both nursing homes and home health services in recent years.25,26

The journey of the provider-based data from the original source or source
document to publicly available published or electronic information is simi-
lar across all of the NHCS surveys. Each survey has a collection period of one
year or less. However, survey operations typically span three or more calendar
years, taking into consideration survey redesign, as appropriate, pilot test-
ing, sample design, obtaining necessary approvals (such as from the Office of
Management and Budget for response burden and an Institutional Review
Board for human subjects protection), survey preparation, data collection,
data processing, and dissemination. The time elapsed between the comple-
tion of data collection and public dissemination of data is typically some-
what less than one year.

As with the NHIS, the NHCS data pass through many hands and undergo
numerous treatments, providing many opportunities for the introduction of error.
All data collection instructions, concerns, or changes are communicated from
NCHS through the Demographic Survey Division of the Bureau of the Census to
the Census field staff. Most medical record abstractions are performed manually
except for NHDS hospitals that submit automated discharge data to NCHS either
directly or as part of a larger statewide database. Completed data collection forms
are transmitted by Census staff to a contractor with responsibility for coding and
keying. A variety of quality control activities occur. For example, a sample of
records is re-coded to assure that error rates remain at acceptable levels; the error
rates for the most recent NAMCS and NHAMCS surveys ranged from 0% to 1.8%.
Raw data files and tapes are forwarded to the appropriate NCHS technical ser-
vices staff for editing, cleaning, imputing, variance estimation, and conversion
into a final, weighted data file, which provides the basis for analysis, report
writing, and dissemination.
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Also similar to NHIS procedures, the NHCS incorporates many sophisti-
cated computerized algorithms and automated techniques for sample design
and implementation, data processing and editing, detection of outliers, impu-
tation of missing values, variance estimation, generation of statistical graph-
ics, and dissemination techniques. A variety of data linkages strengthen the
analytic potential of the surveys. For example, the NAMCS/NHAMCS and
NHDS data can be linked to the Area Resource File, a database supported by
the Health Resources and Services Administration and containing over 6,000
variables for each county in the United States; this file contains information
about health facilities, health professions, measures of resource scarcity, health
status, economic activity, health training programs, and socioeconomic and
environmental characteristics.

NAMCS/NHAMCS data on medication therapy are enriched by data from
a separate drug database containing information about therapeutic class, ge-
neric or brand name, Federal control schedule, and composition status. Fu-
ture NHDS data releases will include hospital utilization data from the
Department of Veterans Affairs and the Department of Defense, thereby broad-
ening the range of national data on hospital utilization available for analysis.
Similarly, an agreement has been reached with the American Hospital Asso-
ciation to link NHDS data with the AHA Annual Survey Database, which
contains hospital-specific data items on utilization, organizational structure,
facilities and services, finances, and personnel. This combined database will
be available to researchers through the NCHS Research Data Center (see be-
low). Unlike the NHIS, the NHCS currently does not incorporate computer-
assisted techniques in the actual data collection process, although such
approaches have been tested and are being considered.

The NHCS components have remained relatively unchanged over the past
decade. However, they are currently being reexamined to assure that they
reflect the many changes occurring within the health care delivery system
and the experiences of patients as they utilize health care. Future modifica-
tions will go beyond a single, isolated healthcare encounter in order to better
reflect an episode of care and to track functional status and health outcomes
over time. More detailed clinical information will be obtained, particularly
on drug therapies. In addition, provider and facility induction questionnaires
will be expanded to gather more information about the characteristics of the
delivery setting and the interrelationships among components of the
healthcare system. This will enable better understanding the influence of the
delivery system on morbidity, quality, and outcomes of care.

Challenges in Measuring Morbidity

A number of interrelated issues pose special challenges in the generation and
use of morbidity data. Table 15.4 provides an overview of some of the chal-
lenges to be discussed.
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Producing nationally generalizable information on morbidity is often a
by-product of a survey or other data gathering effort that was designed to
serve multiple needs—not merely the need to generate morbidity data. One
major issue is the inclusiveness of the data obtained. In the case of a specific
disease or health condition, does the information available capture all the
cases needed (and avoid double counting) in order to make a national esti-
mate? Different data sources, such as personal interviews, physical exams, or
administrative data, have associated strengths and limitations that affect the
quality of morbidity data.

A recent Morbidity and Mortality Weekly Report (MMWR) focused on sur-
veillance for asthma by drawing upon data from the National Hospital Dis-
charge Survey, the National Hospital Ambulatory Medical Care Survey
(emergency department data only), the National Health Interview Survey, and
mortality data from the vital statistics system.27 The authors documented up-

TABLE 15.4. Some challenges in measuring morbidity

Challenge Nature of the Issues

Survey sample • Issues related to the inclusiveness of the data collected
and whether information available captures all cases
needed and avoids double-counting

Medical coding • May not reflect  emerging diseases and related
conditions

• Differences in specifications of codes may influence
comparability of data from different sources

Data reliability • Provider-based morbidity often taken from truncated
administrative sources

• Limits imposed on the number of diagnostic codes
captured for further analysis, resulting in undercounts

• Bias in coding created by incentives inherent in the
Medicare payment plan

• Nonreporting of undiagnosed morbid conditions by
self- and proxy reports

• Need to obtain data on certain conditions from two
or more surveys of different sources

• Selection bias in personal interview surveys

Survey instrument design • Interviews may be subject to more inaccuracies than
other survey design modes

• Tradeoffs in long recall vs. short recall periods in
securing care recipient reports of illnesses

Disease-related problems • Difficulty in securing accurate data on incidence and
prevalence of certain diseases (e.g., cancer)
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ward trends in self-reported asthma and use of services for asthma treatment.
However, it was not possible to ensure that all cases were included (e.g.,
hospital outpatient clinic use was omitted), or that there was no double count-
ing (e.g., the same person could have had multiple office visits during the
course of a year or could have been hospitalized in addition to seeing an
office-based physician). Thus, it was not possible to come up with a single
national figure reflecting morbidity due to asthma.

Another MMWR examined the impact of arthritis and other rheumatic con-
ditions on the US healthcare system. Using data from the NHCS, the authors
concluded that “arthritis and other rheumatic conditions have a large impact
on hospitalizations, ambulatory-care visits, and home health care, with women
accounting for most of this impact and all persons aged less than 65 years
accounting for a substantial portion.”28(p349) Again, a national estimate of mor-
bidity due to these conditions could not be generated because some persons
may have experienced multiple discharges or encounters, and some care was
missed, because data were not gathered from settings such as chiropractors’
offices and rehabilitation, physical, and occupational therapy services.

There are also a number of issues associated with the specification of diag-
nostic codes and the processes by which they are assigned; these issues have
implications for morbidity data. Typically, information on morbidity is re-
ported by use of the categories and codes of the International Classification
of Diseases (ICD), now in its tenth revision,29 although the ninth revision
continues to be used for morbidity coding in the United States. (There is no
standard classification currently in use for coding functional status.) Provi-
sions exist for modifying the ICD between formal revisions. Nevertheless, as
new diseases emerge and epidemiologists and other researchers focus their
efforts on better understanding and tracking those diseases, existing coding
systems may not accurately reflect emerging diseases, such as HIV/AIDS.
Care must be taken to examine codes for related conditions that may have
been used in the absence of codes for the condition of interest and to review
the underlying medical records documentation to assure that the diagnostic
information is accurate and relevant.

Differences in the specification of codes used to define a condition of
interest may influence the comparability of data from different sources. For
example, in the MMWR analysis of arthritis and other rheumatic conditions
cited above, the codes used to define the conditions were specified by the
National Arthritis Data Workgroup and are much more inclusive than they
would typically be in the case of more routine reporting of healthcare utiliza-
tion.

Another problem is that provider-based morbidity data frequently are taken
from administrative data, the reliability of which remains a concern. One
source of error in morbidity data derived from hospital discharge records is
the limit imposed on the number of diagnostic codes that are taken from
hospital records and captured for further analysis. For example, if a maximum
of five diagnostic codes can be recorded, any further diagnoses that were
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made during a hospital stay will be omitted from the record. The result will be
an undercount of diagnoses. The limit on the number of codes will also cause
bias; minor illnesses will be undercounted more than major illnesses, and the
longer the hospital stay, the more diagnostic codes will be uncounted.

In the mid-1970s, the Institute of Medicine (IOM) conducted three na-
tional studies that looked at the reliability of three sources of hospital dis-
charge data: (1) discharge abstracts processed by private abstract services
reflecting care provided to Medicare and Medicaid patients in l974; (2) records
generated by the Centers for Medicare and Medicaid Services (formerly Health
Care Financing Administration) from claims submitted by participating hos-
pitals to receive Medicare reimbursement for patients discharged during 1974;
and (3) hospital discharge data from NCHS’s National Hospital Discharge
Survey based on data abstracted from hospital medical records and reflecting
discharges for the entire noninstitutionalized US population in 1977.30 In a
comparison of the original data with the data re-abstracted by the IOM field
team for all diagnoses combined, levels of agreement were 63.4%, 58.4%, and
65.2% for the NHDS data, Medicare records, and private abstract service
records, respectively, using 4-digit comparisons of ICD-8 codes.

In the IOM studies, levels of reliability for individual diagnoses varied
considerably, ranging from 79.6% for bronchopneumonia to 37.5% for chronic
ischemic heart disease for the NHDS data and 4-digit comparisons. Reliabil-
ity increased with more inclusive diagnostic groupings and decreased for
records with multiple diagnoses and co-morbidities. For some cases, particu-
larly when the patient had many medical problems, it was impossible for the
field team to determine which diagnosis should be regarded as “principal”
and which data source (the IOM or original data) should be viewed as “cor-
rect.” In the NHDS study, these indeterminate cases ranged from 6.5% with 4-
digit coding to 2.0% with the broader NCHS categories typically used for
reporting. For almost every diagnosis, the likelihood that it would be cor-
rectly included among the list of diagnoses appearing on the NHDS abstract
was greater than the likelihood that it would be correctly designated as “prin-
cipal” (for diabetes the figures were 99.8% and 65.7%). The degree to which
these discrepancies present a problem obviously depends on the purpose for
which the data are used. Improvements could be attained if the discharge
summary were routinely used to abstract information on principal diagnosis,
rather than the face sheet of the medical record, and if the operative report
were routinely used to abstract information on principal procedure.30

The 1983 advent of prospective payment of hospitals by the Medicare
program introduced new problems regarding the reliability of morbidity data.
Under the prospective payment system, a hospital provides up to five diag-
nostic codes and three procedure codes to the Centers for Medicare and Med-
icaid Services, which processes the codes through the GROUPER computer
program to designate a diagnosis-related group (DRG), which is multiplied
by various weights to determine the amount of payment. The Office of the
Inspector General for the Department of Health and Human Services con-
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ducted a study to determine the amount of incorrect coding and whether DRG
“creep” was occurring. In a national sample of hospitals (minus the states of
New York, New Jersey, Massachusetts, and Maryland, which were “waivered”
out of the prospective payment system at that time) and a sample of Medicare
discharges from those hospitals between October 1, 1984, and March 31,
1985, the investigators found an error rate of 20.8% in DRG coding. A statis-
tically significant 61.7% of those errors benefited the hospital financially,
whereas the rest penalized the hospital.31 The error rate is consistent with the
IOM study conducted a decade earlier. Although the IOM found discrepan-
cies between the Medicare record and the IOM abstract for 41.6% of all cases
combined and coded to 4 digits, when investigators compared the cases by
DRGs, 19.2% of the cases were discrepant.30 To the degree that such errors
persist and such data are released by hospitals for purposes other than Medi-
care payment, they will likely influence the accuracy of morbidity data.

More recent studies of the reliability and validity of diagnostic informa-
tion on hospital discharges tend to be state- or institution-specific, rather
than national in scope. Nevertheless, they continue to reveal problems. For
example, as part of a larger validation study of the Complications Screening
Program (CSP), a quality assurance tool that identifies in-hospital complica-
tions potentially indicative of problems with the quality of care, McCarthy et
al.32 examined whether medical records contained clinical evidence support-
ing the ICD-9-CM discharge diagnosis and procedure codes used to identify
the complications. The study design involved a retrospective record review
of 485 randomly sampled 1994 hospitalizations of Medicare beneficiaries in
Connecticut and California. Objective, explicit chart review instruments were
developed that itemized key clinical criteria to confirm the diagnosis and
procedure codes. Findings were presented for 11 surgical and 2 medical screens.
For all surgical cases, 68.8% of case records included objective clinical evi-
dence, 11.8% contained only a physician note, and 19.4% contained no evi-
dence. The corresponding numbers for medical cases were 43.7%, 26.4%, and
29.9%, respectively. The rates of confirmatory clinical evidence varied by
complication screen, ranging from 86.7% for reopening of surgical site to
50.0% for postoperative pneumonia. The study did not include the full range
of ICD-9-CM codes, and the review criteria were very specific. Regardless, to
the degree that morbidity analyses are based on the types of cases examined
here, the validity of the reported diagnoses may be questioned.

Morbidity data may also be obtained from interview surveys and physical
exams. Morbidity data from interview surveys such as NHIS are subject to more
inaccuracies than data obtained by physical examination. An obvious flaw in
morbidity data gathered by either self or proxy report is the nonreporting of
undiagnosed morbid conditions. In addition, terminological variations, wishful
thinking, and a respondent’s reluctance to divulge what is very private informa-
tion may contribute to the inaccuracy of morbidity data gathered by personal
interview. Interview data gathered by proxy are generally less accurate than data
obtained directly from the subject, and they also yield higher item nonresponse
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rates. Either a proxy or a nonproxy respondent may lack medically precise knowl-
edge about a condition. Recognizing that inherent difficulty, the managers of the
NHIS discontinued the practice of coding chronic health conditions through use
of ICD codes when the revised NHIS questionnaire was introduced in 1997. It was
felt that the use of ICD codes appeared to confer a higher degree of precision to
the data than was appropriate.

The NHIS has traditionally collected information on health conditions in
two ways: (1) by asking directly whether the respondent had been diagnosed
with specific conditions, and (2) by ascertaining indirectly which conditions
were the causes of behaviors related to ill health, such as contacting a
physician’s office, staying in bed, and/or cutting down on normal activities.
The latter approach yields lower rates for a condition, because the respondent
will mention the condition only if it triggered contact with the healthcare
system or caused a reduction in the individual’s ability to function. Thus, the
latter rates tend to exclude conditions with negligible impact. Also, results
from the latter approach are confounded by differences in socioeconomic
status, because persons of lower socioeconomic status are less able to stay
home from work, to limit their activities, or to seek medical care; thus when
such respondents do not demonstrate those behaviors, their health conditions
are not counted. For further discussion of this issue, see Madans.33

The two types of rates have their respective valid uses. For example, NCHS
regularly publishes prevalence rates derived from direct questions about the
presence of chronic conditions—see, for example, Collins,34,35 Adams et al.,36

and Benson and Marano.37 In addition, Hing and Bloom38 published rates of
chronic conditions for persons with functional dependency. The two types of
rates can differ considerably. For example, the diabetes prevalence rate was
estimated to be 9.7% for persons aged 45 and older, based on the following
question asked of sample adults in the 1997 NHIS: “Have you EVER been
told by a doctor or other health professional that you had diabetes or sugar
diabetes?” On the other hand, the proportion of people who have diabetes
that is the cause of a functional limitation was estimated to be only 2.5%,
based on asking the same sample adults the following questions if they indi-
cated that they had a functional limitation: “What conditions or health prob-
lems cause you to have difficulty with these activities?”39

The 1997 NHIS designers also introduced a new practice of requiring
nonproxy responses to a large section of the survey containing questions that
are much more accurately answered by self-report. For example, a proxy can-
not with certainty answer a question such as “Has a doctor or other health
professional ever told you that you had [a particular chronic condition].”

A related problem arises with conditions for which afflicted persons might
live either in the community or in an institution. Alzheimer disease and other
dementias provide a relevant example. Using NCHS data, one would need to
obtain and combine estimates from the NHIS (a population-based survey) and
the NNHS (a facility-based survey) in order to capture data representing (al-
most) the entire population of the United States. Within NCHS, an internal
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workgroup is analyzing the technical issues associated with making such
combined estimates.

Another problem in measuring morbidity via personal interview is the
selection bias caused by the fact that ill people may be less able to report
accurately and completely, or they may not report at all. For example, data for
a person who is in the hospital temporarily will normally be obtainable only
by proxy from other family members. In the case of the NHIS, if a hospitalized
person is selected as the sample adult, it is unlikely that the interviewer will
be able to administer that portion of the survey. And a hospitalized person
who lives alone will probably not be contacted at all, so that household will
be counted as a noninterview.

Cancer is an example of a chronic disease for which it is difficult to mea-
sure both incidence and prevalence. In the gathering of cancer incidence
data, it is common to assign the date of diagnosis as the date of commence-
ment of the disease, but clearly the disease began earlier than the date of
diagnosis. Furthermore, the stage of the disease at the time of diagnosis varies
greatly and is not always known or recorded. Prevalence of cancer is difficult
to measure because of as-yet-undiagnosed cases and because it is not gener-
ally straightforward to assign a date after which a cancer patient may be
considered to no longer have cancer. The natural histories of certain common
cancers (e.g., breast and prostate) are such that people surviving longer than
five or even ten years cannot necessarily be considered cured.40

Finally, in the questioning of a respondent about morbidity history, there
are trade-offs between using a long recall period and using a short one. If a
respondent is asked about illnesses occurring over the last year, some inci-
dents are likely to be forgotten, especially less severe ones, whereas if a short
recall period is used, the resulting counts and rates will be lower and subject
to higher statistical variation. Also, annualization of counts and rates based
on a shorter (less than one-year) recall period requires strong assumptions to
be satisfied. For example, if it is known that 100 individuals responded that
they had a cold during a three-month recall period, that count can be multi-
plied by four (under certain assumptions) to obtain an annualized count of
400 colds per year, but it cannot be concluded that 400 individuals would
have had a cold during a 12-month period, because some people have mul-
tiple colds in a year, whereas others have none or only one cold.

Concerns for Confidentiality, Privacy, and Security

Because health information, including morbidity data, is among the more
personal types of data, such data are especially vulnerable or susceptible to
invasion of privacy. There are also more tangible risks, such as loss of em-
ployment or insurance coverage if such information is divulged. The poten-
tial for unauthorized or accidental transmission of confidential information
is increased by the rapid growth of electronic information exchange. At the
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same time, mechanisms to guard against unauthorized release and to build in
controls and systems checks are enhanced by greater reliance on informatics.

The ability to guarantee the confidential treatment of data received from
respondents to all NCHS surveys is fundamental to the conduct of the NCHS
mission. The quality and quantity of information NCHS collects and dissemi-
nates would suffer severely without such assurances, and the consequences
(both legal and professional) would be crippling. In the absence of any other
constraint, NCHS would seek all means at its disposal to treat data with the
utmost security and respect for privacy of individuals and establishments.
However, a set of laws exists that provides a strong legal basis for doing so.

Legislative and Administrative Requirements

The legal underpinnings for NCHS’s confidentiality policies derive from the
Public Health Service Act, the Privacy Act of 1974, Title 18 of the United
States Code, and the Health Insurance Portability and Accountability Act
(HIPPA). Section 308(d) of the Public Health Service Act (42 USC 242m)
requires that whenever NCHS requests information, it must inform the person
or establishment providing the information about the uses to be made of it,
which are usually limited to statistical research and reporting. Thereafter, the
NCHS is limited to those specified uses, and only NCHS staff or its qualified
agents may use the information. The NCHS may never release identifiable
information without the advance, explicit approval of those providing the
information or described in it. The Privacy Act of 1974 (5 USC 552a) pro-
vides for the confidential treatment of individual records maintained by a
Federal agency according to either the individual’s name or some other iden-
tifier. The law also prohibits any use of those records for purposes other than
those for which they were collected. Among the law’s other provisions is the
requirement to establish appropriate administrative, technical, and physical
safeguards to protect records. Under Title 18 of the US Code 1905, the Fed-
eral Law Governing Federal Employees’ Behavior, federal employees are sub-
ject to severe penalties for disclosing confidential information.41 Collectively,
these statutes provide for fines of up to $5,000 and/or imprisonment and
removal from public office for failure to adhere to their provisions. Finally, as
discussed by John Christiansen in Chapter 4, HIPPA imposes responsibilities
on those who handle individual health information.

The NCHS Research Data Center

The coterie of people who produce a survey have a genuine desire for the data
to be used by the public. At the same time, it is ethically, practically, and
legally necessary that confidentiality of the individuals or organizations that
provided the data be preserved. After all, nonresponse rates will rightfully go
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up if respondents are not confident about the confidentiality of their personal
information. But analysts whose projects are beneficial to society may re-
quire information at levels of detail that cannot be provided in publicly re-
leased data. In response to the need for more detailed data than can be released,
NCHS and other agencies have created research data centers that provide
analysts with controlled access to microdata.

NCHS provides two modes of special access via its Research Data Center
(RDC)—on-site access and remote access. In both cases, potential RDC users
submit a detailed proposal to the RDC, indicating the purpose of the analysis
to be undertaken, specifying the software, methods, and data to be used, and
describing the output files. If the proposed analysis is generally sound and
can be undertaken without breaching confidentiality, the proposal is approved,
and the analyst arranges either to visit the RDC or to electronically submit an
analytical computer program using SAS as the programming language. The
remote access software system returns the program’s output to the analyst’s
registered e-mail address. Restrictions are different for remote access than for
on-site access. A fee is charged for use of the RDC, and users sign a confiden-
tiality agreement. Identifiers such as names and social security numbers are
removed from NCHS data used in the RDC, and strict disclosure limits are
enforced. User-written computer programs and their output are scanned and
screened by RDC staff, both manually and by use of special software. Com-
plex systems are required to permit this screening process to be highly auto-
mated. For more details, see the RDC Web site at www.cdc.gov/nchs/r&d/
rdc.htm. The guidelines for operations applying to users of the NCHS Re-
search Data Center are listed below:

Guest researcher (on site)

• RDC staff constructs necessary data files including merged user data
• PC SAS, SUDAAN, STATA, FORTRAN, and HLM available
• Other statistical packages available with sufficient lead time
• Output subject to disclosure review
• Disclosure review guidelines published in NCHS Staff Manual on

Confidentiality
ª Analyses (paper output and computer discs) passing disclosure review can

be taken off site
• Center requires staff oversight
• Open only during normal working hours

Remote access

• RDC staff constructs necessary data files including merged user data
• Ability to submit analytical computer programs via e-mail
• Output returned by e-mail to user’s registered address
• SAS programs only, certain procedures and functions not allowed:

• PROC TABULATE and PROC IML not allowed
• LIST and PRINT not allowed—no listing of individual cases
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• R_, FIRST., LAST., not allowed—no selection of individual cases
• No cell fewer than five observations; if found, other cells also suppressed
• Job log scanned for conditions that spawn case listings
• Manual disclosure limitation review where necessary

The Continuing Potential to Computerize Survey Data
Retrieval, Processing, Editing, and Dissemination

For current surveys, and certainly for surveys of the future, there is a potential
for greatly increased reliance on informatics and the electronic retrieval, pro-
cessing, editing, and dissemination of morbidity data. However, the degree to
which this occurs may depend on the complexity of the survey, the nature of
the data items of interest, the data source, the state of technological develop-
ment, and the further evolution of standardized data definitions and formats.

Currently available software packages offer a variety of options, including
point-and-click survey instrument design vs. programming; a variety of data
editing capabilities (data editor, built-in logical checks, and routing capa-
bilities); multiple data export features (ASCII, statistical package, and rela-
tional files); different data structures (central, meta, hierarchical, and rostering);
documentation options (edit log, word processing version of the survey in-
strument); and a variety of special features including case management, mul-
tilingual capabilities, and multimedia and software help desks.42 Tailoring
these and other options to specific applications requires careful consider-
ation of advantages and disadvantages.

The 1997 change to CAPI by the National Health Interview Survey offered a
number of improvements. Interviewers now read the questions to the respondent
from the screen of a laptop computer, and the responses are entered electronically
on the spot, instead of being written down on paper during the interview and
captured electronically later. The use of CAPI permits some immediate editing to
be performed by the computer program, and it permits corroboration by the re-
spondent, who is still present at the time of such editing. The computer also
ensures that correct skip patterns are followed as the interviewer and respondent
take what can be a complex path through the questions. When the time comes
during the interview for an adult respondent to be selected from among the
family members, the computer program selects an adult, ensuring randomness
and adherence to the survey protocol. A randomly selected child is similarly
identified. The questionnaire can be displayed on the computer screen in either
English or Spanish, changing languages on command by the interviewer. On-line
help is available for the interviewer and/or the respondent. Notes made by the
interviewer can be captured in the file and attended to later, at Census or at NCHS.
The path of the interview, including the time spent on each question, backups,
corrections, etc., can be recorded for future research and analysis. For example,
this tracking allows trouble spots in the questionnaire to be identified and
studied.
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Plans are under way to upgrade the software used in the NHIS instrument from
CASES software in a DOS environment to Blaise software in a Windows environ-
ment. This upgrade will provide enhanced data editing capability and will gen-
erally be more interviewer-friendly. When respondents’ signatures are needed, it
will also enable NHIS to use devices to collect them electronically, doing away
with the present cumbersome and expensive system of using paper forms, track-
ing the forms if they are not submitted on time by the interviewer to the Census
Bureau, and storing the forms. The new instrument will also be able to use audio-
CASI (audio computer-assisted self-interviewing) technology to afford more pri-
vacy to respondents when especially personal questions are asked. With
audio-CASI, the respondent self-administers the survey using a laptop computer,
listening to questions on audio headphones and entering responses into the
computer. The response categories are usually displayed on the screen; the ques-
tions may or may not be.43

Also in the NHIS future are relational databases to store in-house and pub-
lic use data files, and a metadata repository to organize the multiple and
complex versions of NHIS documentation. These will facilitate editing, im-
puting, dissemination, and access to NHIS data.

The Internet offers new, much faster, and much less expensive ways to
collect interview survey data. The ability to ensure security of transmitted
data over the Internet has improved. Households with Internet access are far
from representative of all households, but the proportion of households with
Internet access is increasing, and such access is now provided in public places
such as libraries.44 The use of mixed-mode survey designs (combining, say, an
Internet survey with an in-person or a telephone survey) could compensate
for the bias in an Internet-only survey, and statistical methods could be de-
veloped to adjust for this bias, just as NIS and SLAITS adjust for nontelephone
bias, as previously described.

The use of the Internet to gather data would fundamentally alter the nature
of surveys like the NHIS, replacing a face-to-face encounter with a live inter-
viewer with an impersonal computer interaction. Indeed, the name of the
survey—the National Health Interview Survey—would no longer be appro-
priate; Webster’s Dictionary45(p765) defines the verb interview as “to meet, visit”
and the noun interview as “a meeting of people face to face to confer about
something.” Dillman predicted that, just as computer-assisted interviewing
by telephone has increasingly been used as a replacement for in-person inter-
viewing, “self-administered surveys, which leave interviewers out of the data
collection process entirely, will become the dominant method of surveying
early in the 21st century.” 46 (Self-administered surveys are administered by
regular mail, courier, fax, e-mail, and touch-tone telephone entry, as well as
by the Internet.) For further discussion of these issues, see also Dillman.47,48

Also, if the present version of the NHIS were administered via the Internet,
methods would have to be developed to ensure that a specific person—e.g.,
the sample adult—was actually the one providing responses over the Internet.

SLAITS has already used privacy-enhancing technology. A New Jersey
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survey on HIV testing and HIV risk behaviors was used to test the effective-
ness of Digit-Grabber® dialed digit meters. This technology permits respon-
dents to answer telephone questions in a relatively anonymous way and
without other people in the room hearing the answers. Half of the respondents
were offered the Digit-Grabber, and half were not. The SLAITS results sug-
gested that those not offered the relative privacy of the Digit-Grabber tech-
nology were less likely to report engaging in behaviors that may carry a
social stigma, such as same-sex sexual behavior. Previous research by Turner
et al. led to similar conclusions.49

Cellular telephone exchanges are currently excluded from the NIS Ran-
dom Digit Dialing sampling frame, but at some time in the future, the NIS and
SLAITS will have to modify their data collection procedures to deal with the
increasing prevalence of cellular telephones in the United States. At present,
it is not desirable to call cell phone users and ask them to participate in a
survey if the receivers of the calls are required to pay for the call. If charging
arrangements for cell phone use evolve into a flat fee system, however, re-
spondents will not have to bear an extra cost for participating in phone sur-
veys. Other issues will also have to be dealt with, such as how to sample
households when residents have their own individual phone numbers as well
as or instead of a household phone number.

As previously noted, the National Health Care Survey utilizes computer-
ized algorithms and automated approaches in sample design and implemen-
tation and in a variety of data processing, editing, and analytic activities.
Much less reliance on informatics and electronic assistance has occurred with
respect to the actual data gathering. In considering whether to introduce CAPI
techniques into the NAMCS, survey administrators concluded that CAPI would
lend itself well to the interview of physicians to determine whether they were
in scope for the survey and to obtain information about their practice charac-
teristics. However, that is a very small portion of the overall data collection
effort. Because of the absence of computers or appropriate software in many
physicians’ offices and the lack of resources for survey administrators to leave
a computer in the office to be used for data input (most of the patient data are
recorded by office personnel), it was decided that CAPI would not be cost-
effective at this time. Various scanning and imaging techniques are viewed as
promising for obtaining patient information from medical records and are
still under consideration.

CAPI continues to hold a great appeal for the nursing home and home and
hospice care surveys as a means of reducing edit requirements, aiding in data
storage, and facilitating the drawing of patient samples through electronic
lists. An additional advantage is the ability to build in as many data quality
and consistency checks as possible so that problems are discovered and cor-
rected during the interview or at the time of data abstraction while it is still
possible to obtain the correct information. Developmental work has been
initiated with the expectation that long-term care surveys after 2002 will be
computerized.



310 Part III. Key Public Health Information Systems

The majority of patient records (from a minority of hospitals) are obtained
electronically for the NHDS. Since the 1988 redesign, automated discharge
data have been received from roughly 170 facilities. Manual data collection
occurs in a core sample of hospitals and in all other facilities not providing
automated data. The automated data come from individual facilities (some of
which provide a complete census of their discharges, which are then sampled),
private vendors, or state governmental and professional entities. The sched-
ule for data receipt ranges from monthly, to quarterly, to semi-annually, to
yearly. The automated data files are not standardized. They arrive in different
formats, including reel-to-reel tapes, diskettes, c-tapes,  and e-mail and Internet
files. Formats vary and may be ASCII, EPSDIC, blocked, variable, or fixed.
These data cannot be used without the investment of considerable staff time
and effort in data conversion and verification because of the multiple for-
mats.50

With respect to NCHS facility-based surveys, because the surveys focus on
different settings of health care with different types of data collection, a single
electronic approach may not be appropriate. Instead, these surveys may use
different software that could feed data into a data warehouse for storage,
manipulation, and linkage across surveys. There are many potential options,
with a variety of advantages and challenges. Nevertheless, significant progress
in obtaining automated morbidity data would seem to rest at least partially
on further standardization of data definitions, codes, formats, and modes of
transmission, requiring a concerted, collaborative effort on the part of state
and federal governments, healthcare professional and provider organizations,
and industry groups. Progress could be facilitated by wider use of standard-
ized, computerized medical records. Progress may be complicated by the tran-
sition to the use of ICD-10-CD, which is currently used for mortality data but
not for morbidity data.

Some improvement in the consistency of diagnostic codes may be attained
by the use of computer products called “encoders,” of which there are basi-
cally two types. One type uses a branching logic system, in which the coder
first enters the main term from a diagnosis or procedure and then follows a
series of questions resulting in a code assignment. The other resembles an
automated code book, encompassing a screen that resembles the alphabetical
index and tabular list of the ICD-9-CM. Some automated systems incorporate
the GROUPER algorithm, which results in the assignment of a DRG for pay-
ment purposes.51 These systems may improve the reliability of coding by the
inclusion of prompts to consider related codes and look for co-morbidities
and complications that could influence the code assignment. They may also
lessen the accuracy of coding by optimizing coding in order to increase reim-
bursement. Regardless, automated systems should improve the reliability of
coding in the sense of “repeatability,” such that the same code would be
obtained in repeat examinations of a record. However, the issue of validity
(whether the medical record and the code accurately capture the clinical nu-
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ances of the patient’s condition and care) remains an open question—at least
for some cases.

Another policy initiative with the potential to increase the consistency
and quality of morbidity information is HIPAA. Section 263 of the HIPAA
provisions for administrative simplification requires the National Committee
on Vital and Health Statistics (NCVHS) to “study the issues related to the
adoption of uniform data standards for patient medical record information
and the electronic exchange of such information.”52 After receiving input
from a variety of private and public sector groups, the Committee identified
three major barriers to electronic interchange: (1) limited interoperability of
health information systems, (2) limited comparability of data exchanged
among providers, and (3) the need for better quality, accountability, and in-
tegrity of data. The Committee’s report will include recommendations for
addressing these issues.

A Look Forward

The need for morbidity data is permanent and enduring. What will change are the
things we measure and the way we measure them. New public health challenges
will emerge, generating new data needs. Advances in informatics will provide
new opportunities for gathering, processing, and disseminating data. These new
technologies offer significant improvements in the quality and timeliness of
data. However, they also offer new ways to make mistakes, including bigger
mistakes. As always, we must develop coping mechanisms to deal with the poten-
tial for error. To keep our surveys relevant, we must be willing to change and,
when appropriate, to adopt new methods and technology. We must contend with
the uncertainties caused by the plethora of alternatives that are offered to us and
do our best to move forward. Sharing information and experiences, by means
such as this book, will facilitate such progress.

Questions for Review

1. You are a researcher interested in obtaining information about the current
state of the public’s health in the United States. For each of the information
items listed below, indicate the best source of information, choosing among
(1) the National Health Insurance Interview Survey, (2) the State and Local
Integrated Telephone Survey, and (3) any components of the National
Health Care Survey.
a.  Information about hospital utilization by family members
b.  Information about how many children have special needs for health

care
c.  Information about families’ health care access and healthcare utilization
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d.  Information about morbidity due to injuries
e.  Information about the number of persons covered by health insurance

plans
2. Questions 2a and b are based on the following short case: In a research

project to estimate the incidence and prevalence of a certain disease, a
public health scientist can obtain data from three sources: (1) a study
conducted by interviewing a random sample of the noninstitutionalized
population, in which the questions used a short recall period of three
months to obtain information from healthcare recipients, with no proxy
responses permitted; (2) a study conducted by interviewing a random
sample of the noninstitutionalized population, in which the questions
used a long recall period of one year to obtain information about health
care recipients;  with proxy responses permitted; (3) complete
administrative records furnished by hospitals, with one record per hospital
stay, in which at most three diagnostic codes describing the reasons for
the hospital stay were captured; and (4) complete mortality records, each
identifying the underlying cause of death and multiple contributing causes
of death, as well as specifying the age and sex of the deceased.
a.  What are the limitations of each of the four data sources in terms of

likely data accuracy, completeness, and reliability?
b. What are the strengths of each of the three data sources in terms of data

accuracy, completeness, and reliability?
3. The NCHS Research Data Center does not permit remote users to use cells

containing fewer than five observations in the application of SAS programs.
If such a cell is discovered in a user’s computer output, all other cells are
suppressed, regardless of the number of observations included in the other
cells. Explain why such a policy is necessary to protect the confidentiality
of individuals represented in the data.

4. List at least three reasons that administering the present version of the
National Health Interview Survey via the Internet would be problematic.

5. Explain the impact of using “encoders” in an effort to improve the
consistency of diagnostic codes. Are there any disadvantages?
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Learning Objectives

After studying this chapter, you should be able to:

• Define a risk factor data system and discuss how such systems complement
morbidity and mortality data systems.

• Explain how risk factor data systems help public health officials to focus
on the primary prevention side of the “prevention paradigm.”

• Describe in detail the history, nature, uses, maintenance, and limitations of
at least one important national-level risk factor data system.

Overview

Risk factor data systems are a relatively recent addition to the information
systems arsenal of public health professionals. These systems complement
vital statistics data systems and many morbidity data systems by providing
information on factors that lie earlier in the causal chain leading to serious
illness, injury, or death. There is a great variety of risk factor systems in use at
the present time: some are designed to produce estimates for use at the na-
tional or regional level, whereas others are state- or local-level systems. Some
focus on “pure” (predisease) risk factors (e.g., risk-taking behavior), whereas
others focus on early disease states that represent risk factors for subsequently
more serious disease or death. Some systems are designed to give cross-cut-
ting estimates of many risk factors for a given population and time period
(e.g., the Youth Risk Behavior Surveillance System), whereas others focus on
particular risk factors or conditions (e.g., the Drug Abuse Warning Network).
The Behavioral Risk Factor Surveillance System is a very rich data system
that has been in use for some years. In this chapter, it is discussed in detail to
illustrate the breadth, depth, complexity, and myriad uses of risk factor data
systems.



Introduction

Vital statistics systems were the first widely used, institutionalized data sources
for public health. These systems made it possible to track major trends in
natality and mortality on a large scale. Health officials have been using these
familiar vital statistics systems for centuries.1 Indeed, the phrase “leading
cause of death,” which is based on simple comparative counts of deaths by
various causes, has become almost a euphemism for “high-priority public
health problem.” More advanced uses of mortality data have been developed
to better measure preventable (or at least premature) loss of life, such as the
years of potential life lost index.2 Such basic and advanced uses of vital
statistics data remain a staple of public health assessment to this day.

However, over time, public health officials increasingly recognized the
limitations of an over-reliance on vital events for monitoring population
health status, prioritizing public health threats, and targeting research and
prevention programs. From this recognition has sprung a variety of newly
institutionalized data systems, based not on health events but on risk factors
for health events. These risk factor data systems, although relatively recent in
vintage, have become some of our most powerful tools for assessing commu-
nity health and monitoring progress toward prevention.

In this chapter, we will discuss the nature of risk factor data systems, focusing
in particular on the Behavioral Risk Factor Surveillance System (BRFSS) as
illustrative of the risk factor data systems currently in use. We will begin with the
reasons for the existence of such systems, then move to a discussion of the disease
prevention paradigm that underlies them. After providing an overview of some of
the major risk factor surveillance systems currently in use, we will examine the
nature, history, participation patterns, and data uses of BRFSS to illustrate the
importance of such systems to maintaining and improving public health.

Why Develop Risk Factor Data Systems?

Several trends led to the need for better data for prevention. One such trend, at
least in the United States, was demographic. During the latter half of the 20th
century, the population pyramid shifted toward the older age groups. For ex-
ample, the proportion of the US population 65 years of age and older increased
from 8.1% in 1950 to 12.7% in 1998—an increase of 57%.3 Chronic diseases are
an important cause of death in older age groups, but opportunities to reduce
chronic disease mortality generally precede death by many years and even de-
cades. As such, chronic disease death counts per se primarily indicate what the
public health community should have been focusing on years or decades ago.
This suggests the need for data more proximally related in time to the underlying
causes of chronic disease deaths. In addition to the prevention of chronic disease
mortality, the public health community also began during this period to focus on
other new challenges, such as the prevention of deaths from environmental expo-
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sures, occupational hazards, injuries, and even violence. As with chronic dis-
eases, salient points of preventive intervention for mortality from these causes
often precede death by many years.

Scientific research in the past century has clearly elucidated the underlying
causes of and antecedents to many causes of premature death. For example, the
role of smoking,4 hypertension,5 and certain blood lipoproteins6 as causal factors
for heart disease mortality were thoroughly explored and documented in the
latter half of the 20th century. The potential role of exercise and proper diet in
preventing heart disease mortality was likewise explored during this period.7 As
the importance of these risk and protective factors became clear, the focus of
many public health programs shifted from preventing mortality per se to reduc-
ing or mitigating the population prevalence of known risk factors (e.g., smoking)
and increasing the prevalence of protective factors. This shift also contributed to
the need for better means to monitor the incidence and prevalence of risk factors
(including risk behaviors) among the population.

The 20th century witnessed unprecedented progress in preventing prema-
ture mortality and in lengthening the human lifespan, particularly among
Western nations. With this progress, the public health community began to
focus on the quality as well as the quantity (longevity) of life. For example,
the prevention of chronic disease itself became a practical goal, in addition
to the prevention of mortality from chronic diseases. Likewise, the preven-
tion of disabilities from injuries and, whenever possible, the prevention of
injuries per se were added to the prevention of injury mortality as a public
health goal. In this context, means other than vital statistics systems were
obviously needed to measure the incidence and prevalence of morbidity (e.g.,
diabetes), disability, and indicators of risk factors and social problems with
long-term or multiple impacts on health and well being (e.g., alcohol abuse,
smoking, and teenage pregnancy). Risk factor data systems were developed
in light of all of these trends and needs.

The Prevention Paradigm

Risk factor data systems allow the public health community to monitor the
fundamental causal factors that lead to death, disease, or disability. From the
public health perspective, a focus on the incidence and prevalence of these
risk factors moves the “prevention paradigm” in the right direction, away
from tertiary prevention (e.g., emergency therapy to prevent death from a
myocardial infarction) toward secondary prevention (e.g., treating hyperlipi-
demia and hypertension) and primary prevention (e.g., promoting healthy
lifestyles, preventing smoking). Figure 16.1 illustrates this shift from disease
treatment toward identification of risk factors for purposes of primary and
secondary prevention. Note that certain diseases may be considered “risk
factors” for other more serious diseases. Clinical depression, for example, is
both a treatable disease in its own right as well as a key risk factor for suicide.8
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Uses of Risk Factor Data Systems

Risk factor data systems support public health practice in several key dimen-
sions. First, determining the prevalence of various risk factors in a commu-
nity is a key part of community health assessment, one of the core functions
of public health.9 This assessment gives community leaders and health offi-
cials the data they need to set priorities for prevention programming. Nation-
ally standardized risk factor data systems also allow comparisons across states
and geographic regions as well as comparisons in particular states and re-
gions over time. Such comparisons give additional information for targeting
prevention programming and resources for research.

Risk factor data systems are also a very powerful means of monitoring the
impact of prevention programs. Consider, for example, a statewide campaign
to reduce the prevalence of smoking, the ultimate goal of which is to prevent
smoking-related diseases. It would be nearly impossible to attribute reduc-
tions in heart disease or cancer mortality 30 or 40 years hence to such an
intervention. However, monitoring the prevalence of smoking as a risk be-
havior is comparatively straightforward, using standard risk factor survey
instruments. Data on risk factor trends are also very useful at the national
level, where such data are used to predict the health problems that our coun-
try will face years into the future and to target new prevention resources
toward the reduction of the prevalence of key population risk factors.

Key Risk Factor Data Systems

A variety of important risk factor systems are in place throughout the country.
Some data systems are national in scope, and they allow only national and
regional estimates. Others are developed or modified locally and applied to

FIGURE 16.1. Risk factor data systems and the prevention paradigm.
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purposes such as community planning for health. Some risk factor systems
focus on behavioral risk factors, others on environmental risk factors, others
on health conditions (such as hypertension) that are precursors or markers for
subsequent serious disease; a variety of others focus on specific conditions or
concerns (e.g., youth suicide attempt surveillance in Oregon,10 and the inci-
dence of emergency department visits consequent to drug abuse as monitored
by the Drug Abuse Warning Network11,12). Several key national data systems
are presented in Table 16.1. Other national systems can be accessed from Web
sites at the Centers for Disease Control and Prevention (CDC) (http://
www.cdc.gov), at the Agency for Toxic Substances and Disease Registry (http:/
/www.atsdr.cdc.gov/), and at many state departments of health (e.g., Georgia’s
State-level BRFSS, at http://www.ph.dhr.state.ga.us/epi/brfss/index.shtml).

Before discussing BRFSS in some detail, we will provide an overview of
the other systems presented in Table 16.1.

The National Health and Nutrition
Examination Survey (NHANES)
The National Health and Nutrition Examination Survey (NHANES) is treated
extensively in Chapter 33, and it will therefore be covered only briefly here.
First authorized by the National Health Survey Act of 1956, NHANES col-
lects information about the health and diet of people in the United States. The
data collected have been used to influence policy and improve the health of
the US population in many ways. For example, data from NHANES have been
used for such purposes as determining the prevalence of iron deficiency, os-
teoporosis, and overweight, thus providing a basis for public health strate-
gies. As a whole, NHANES focuses on a variety of behaviors that put individuals
at risk, including the prevalence of smoking and of practices associated with
HIV. In addition, of course, the survey provides a rich source of sample data
about the state of public health.

The current NHANES that began in 1999 is the eighth in a series of national
examination studies conducted in the United States since 1960. The current
NHANES emphasizes a detailed personal interview, a health examination, and a
nutrition interview. The primary objective is to collect high-quality health and
nutrition data and to release it in a timely manner. The goals associated with this
objective include providing an estimate of the number and percent of persons in
the US population and in designated subgroups with selected health conditions
and risk factors; to monitor trends in the prevalence, awareness, treatment, and
control of selected diseases; to monitor trends in risk behaviors and environmen-
tal exposures; to analyze risk factors for selected diseases; to study the relation-
ship between diet, nutrition, and health; to explore emerging public health issues
and new technologies; and to establish national probability samples, including a
sample of genetic material for future genetic research. For more information, see
http://www.cdc.gov/nchs/nhanes.htm.
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The National Mortality Followback Survey Program
The National Mortality Followback Survey Program (NMFS), begun in the
early 1960s by the National Center for Health Statistics (NCHS), uses a sample
of US residents who die in a given year to supplement the death certificate
with information from the next of kin or another person familiar with the
decedent’s history. This information can then be used for study of the etiol-
ogy of disease, of demographic trends in mortality, and other health issues.
The 1993 NMFS, the most recent completed survey, drew a sample of 22,957
death certificates and used measures to ensure adequate representation of
persons under age 35, women, and the black population.

The focus of the 1993 NMFS was on five subject areas:

TABLE 16.1. Some national-level risk factor surveillance systems

                                    Contact Information
Data System Subjects (Organization; Telephone No., Web address¶)

¶ The Web addresses (URLs) in this table for NHANES, NMFS, and the Linked Birth/Infant
Death Files allow direct query of these data systems via the CDC WONDER query engine.
General purpose URLs for these risk factor systems are provided in the related text below.

Behavioral Risk Factor
Surveillance System
(BRFSS)

�18 years old Behavioral Surveillance Branch, Division of
Adult and Community Health, National Cen-
ter for Chronic Disease Prevention and Health
Promotion, CDC; (770) 488-2455.

http://www.cdc.gov/nccdphp/brfss/about.htm

National Health and
Nutrition Examination
Survey (NHANES)

1–74 years olds Division of Health Examination Statistics,
NCHS, CDC; (301) 458-4096.

http://wonder.cdc.gov/wonder/sci_data/sur-
veys/hanes/hanes.asp

The Mortality Follow-
back Survey Program
(NMFS)

� 15 years old Division of Vital Statistics, NCHS, CDC; (301)
458-4561.

http://wonder.cdc.gov/wonder/sci_data/mort/
followbk/followbk.asp

National Vital Statistics
System: Linked Birth/
Infant Death Files

Infants (< 1 year
old)

Division of Vital Statistics, NCHS, CDC; (301)
458-4034.

http://wonder.cdc.gov/wonder/sci_data/natal/
linked/linked.asp

Youth Risk Behavior
Surveil lance System
(YRBSS)

Youth (grades
9–12)

Division of Adolescent and School Health,
NCCDPHP, CDC; (770) 488-3259.

http://www.cdc.gov/nccdphp/dash/yrbs/
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• Socioeconomic differentials in mortality
• Associations between risk factors and cause of death
• Disability
• Access to and utilization of healthcare facilities in the last year of life
• Reliability of certain items reported on the death certificate

Designed in collaboration with other agencies of the Public Health Ser-
vice, the Department of Health and Human Services, and the National High-
way Traffic Safety Administration, the 1993 NMFS has provided a rich source
of data on deaths due to homicide, suicide, and unintentional injury and on
risk factors associated with deaths in the US population. Although each NMFS
includes new survey items and emphases, many items are the same from one
NMFS to the next in order to facilitate trend analysis. For more information,
see http://www.cdc.gov/nchs/about/major/nmfs/nmfs.htm.

National Vital Statistics System:
Linked Birth/Infant Death Files
The Linked Birth/Infant Death files provide a data set that is a very valuable
tool for monitoring and exploring the interrelationships between infant death
and risk factors that are present at birth. This data set links information from
the death certificate to information from the birth certificate for each infant
under one year of age who dies in the United States, Puerto Rico, the Virgin
Islands, and Guam. This linkage permits use of many additional variables
available from the birth certificate for the purpose of conducting more de-
tailed analyses of infant mortality patterns. Included in the linked files is
information from the birth certificate about:

• age;
• race;
• Hispanic origin of the parents;
• birth weight;
• period of gestation;
• prenatal care usage;
• maternal education level; and
• marital status of the mother.

This information is linked to information from the death certificate such
as:

• age at death, and
• underlying and multiple cause of death.

This linkage permits detailed study and analysis of the relationships be-
tween risk factors and infant mortality. For more information, see http://
www.cdc.gov/nchs/datawh/nchsdefs/urban.htm.
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The Youth Risk Behavior Surveillance
System (YRBSS)
The Youth Risk Behavior Surveillance System (YRBSS) monitors priority
health-risk behaviors that contribute to the leading causes of mortality, mor-
bidity, and social problems among youths and adults in the United States. It
monitors six different categories of behaviors:

• behaviors that contribute to unintentional and intentional injuries;
• tobacco use;
• alcohol and other drug use;
• sexual behaviors that contribute to unintended pregnancy and sexually

transmitted disease, including HIV infection;
• dietary behaviors; and
• physical activity.

The YRBSS consists of national, state, and local school-based surveys of
representative samples of 9th through 12th grade students and a national house-
hold-based survey of 12- through 21-year-olds. The national surveys are con-
ducted by the CDC. State and local education agencies administer the state and
local surveys, with technical assistance from the Division of Adolescent School
Health, National Center for Chronic Disease Prevention and Health Promotion,
CDC. A principal purpose of YRBSS is to promote health personal behaviors and
address the prevention of priority health risks among adolescents and youth. The
YRBSS is administered every two years during odd-numbered years.

Among the data limitations of YRBSS is the fact that most state and local
surveys do not gather enough data from minority populations in their juris-
dictions to allow for accurate separate analyses of subgroups. Moreover, the
specific categories sampled vary by jurisdiction. It is also important to recog-
nize that no personal identifiers are collected for participants at the state and
local level and that permission to use data from state and local surveys must
be obtained from the state and local education agencies conducting such
surveys. For more information, see http://www.cdc.gov/nccdphp/dash/yrbs/.

The Behavioral Risk Factor
Surveillance System (BRFSS)

To illustrate the rich and complex nature and uses of risk factor data systems,
as well as the challenges and limitations inherent in such systems, it is in-
structive to examine in detail a particular and important example: the Behav-
ioral Risk Factor Surveillance System.

The BRFSS is a collaborative project of the CDC and the U.S. states and
territories. The BRFSS, administered and supported by the Behavioral Sur-
veillance Branch (BSB) of the National Center for Chronic Disease Preven-
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tion and Health Promotion, is an on-going data collection program designed
to measure behavioral risks, clinical preventive health practices, and healthcare
access among adults 18 years of age or older. The objective of the BRFSS is to
collect uniform, state-specific data on preventive health practices and risk
behaviors that are linked to chronic diseases, injuries, and preventable infec-
tious diseases in the adult population. Data are collected from a random sample
of adults (one per household) in each state through a monthly telephone
survey. Currently, all 50 states, the District of Columbia, and the territories of
Puerto Rico, Guam, and the Virgin Islands participate in the BRFSS. By 2000,
over 180,000 adult interviews were completed annually. The BRFSS is the
foundation upon which many successful state and health agency programs
are built. It is recognized throughout the healthcare and disease prevention
communities as an important and powerful tool in the development, imple-
mentation, and evaluation of healthcare programs. The system is a data-track-
ing source for federal and state programs. It supports CDC-wide disease
prevention efforts, defines disease burden, identifies high-risk populations,
assists in decision making and the allocation of resources, and can be used to
evaluate disease prevention efforts at the national, state, and local levels.

History of BRFSS
The impact of personal behaviors such as smoking, physical inactivity, weight
control, and alcohol abuse on disease risk received wide recognition in the
United States during the 1960s and 1970s.13 Information on such personal
behaviors was sometimes available from national surveys, but state-specific
data were not available on a regular basis. The lack of timely, accessible state-
level data impeded the efforts of many state health departments to develop
and implement health education and risk reduction programs or to track health
risks for their residents.14 At the same time, use of telephone surveys showed
that they were a reliable and affordable alternative to in-person household
surveys for some purposes. By 1980, telephone surveys were accepted as a
mechanism for states to collect information on the prevalence of behavioral
risk factors in their populations.15 In response to the new opportunities of-
fered by telephone surveys, the CDC began working with state health depart-
ments in 1981 to develop a system for estimating the prevalence of behavioral
risk factors in state adult populations, using random digit–dialed telephone
surveys.16,17 Cross-sectional surveys were conducted during 1981–1983 by
CDC in collaboration with 29 state health departments to develop standard-
ized survey methods for obtaining population-based estimates of the preva-
lence of personal health practices and behaviors among adults. In 1984, 15
states collected data continuously throughout the year, completing an aver-
age of 100 interviews per month. Data were collected on six individual-level
risk factors associated with the leading causes of premature mortality among
adults: cigarette smoking, alcohol use, physical inactivity, diet, hyperten-
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sion, and safety belt use. A standard core questionnaire was developed by
CDC for states to provide data that could be compared across states. Except
for physical activity, for which there were no standard questions available,
the initial survey included existing questions from national surveys such as
the National Health Interview Survey and the National Heart, Lung, and Blood
Institute surveys on hypertension. The initial questionnaire was designed to
last no more than 10 minutes, so that states could include their own questions
after the core. Although the surveys were designed to collect state-level data,
a number of states from the outset stratified their samples to allow them to
estimate prevalence for regions within their respective states.

Data collection was a state-directed activity; however, CDC had primary
responsibility for developing the survey instrument, providing protocols and
guidelines on collection activities, processing and weighting the data, and
disseminating summary surveillance reports. The CDC developed survey pro-
tocols to assist states and to promote comparability among states, although
from the beginning there was state variability in sampling methodology and
collection activities. For example, states were initially encouraged to use
cluster designs based on the Waskberg method, but some states used simple
random samples.

The number of states participating in the surveillance system grew annu-
ally, and by 1994 the BRFSS had become a nationwide system. Changes in
the design of the survey also occurred during the first decade of the survey.
Beginning in 1988, optional, standardized sets of questions on specific top-
ics (optional modules) were made available to the states to allow comparable
data on an expanded number of topics. Selection of new subject areas for the
BRFSS was based on input from states and CDC about priority topics, as well
as on the willingness of other divisions and centers at CDC to provide addi-
tional financial support for the BRFSS. Development of the questionnaire
became a more cooperative federal-state effort. The partnership was formal-
ized with the creation of the BRFSS Working Group, comprised of selected
BRFSS state representatives and CDC staff. The working group participates
in establishing BRFSS policies and procedures, including changes to the
survey instrument, modifications of protocol, and other matters related to
data collection and dissemination. Over the years, there was general agree-
ment among states and CDC that the BRFSS core would not exceed 80 ques-
tions, so that states could continue to add their own questions. By the early
1990s, there was no room for additional expansion of the BRFSS core. In
1992, the survey was redesigned to allow some questions to be asked annu-
ally (fixed core) and others to be asked every other year (rotating core). In
addition, five core spaces were reserved for newly arising topics of public
health importance (emerging core). The BRFSS core questionnaire now con-
tains questions on HIV/AIDS; cancer screening and other clinical preventive
services; diabetes; and additional tobacco-related questions. Table 16.2 pro-
vides an overview of the BRFSS questionnaire plan for the years 1993–2000.
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Federal and State Roles
The state BRFSS programs, located within the state health departments, over-
see all aspects of data collection, including hiring appropriate staff, ensuring
that interviews are conducted according to the interview schedule each month,
and training and evaluating interviewers. Data are forwarded to the CDC for
processing and weighting. The responsibility for the BRFSS at CDC lies with
the BSB, which is located in the Division of Adult and Community Health in
the National Center for Chronic Disease Prevention and Health Promotion.
The BSB is responsible for purchasing randomly generated telephone num-
ber samples for use in the survey, programming the states’ questionnaires for
computer-assisted telephone interviewing, editing monthly data files, refor-
matting data to adhere to a common CDC standard, generating quality con-
trol reports to facilitate monitoring activities, and computing annual weighting
factors. The BSB is also responsible for producing data sets for analysis,
preparing annual tabular summaries of BRFSS data for each state, and prepar-
ing annual summary prevalence reports reflecting estimates across states for
selected variables. Additionally, the BSB collaborates with and provides as-
sistance to the states for data collection, analysis, interpretation, and utiliza-
tion. It also coordinates and facilitates the exchange of technical information
among the states.

TABLE 16.2. The BRFSS Questionnaire Plan, 1993–2000

                        Rotating Core I                        Rotating Core II
  Fixed Core                          (Odd Years)                          (EvenYears)

Number of Number of Number of
Topic Questions Topic Questions Topic Questions

¶ The total number of questions for men does not include l1 questions on pregnancy and
women’s health.

Health status 4 Hypertension 3 Physical activity 10

Health insurance 3 Injury 5 Fruits  and veg-
etables

6

Routine check-up 1 Alcohol 5 Weight control 6

Diabetes 5 Vaccinations

1Smoking

2

Colorectal screening 4

Pregnancy 1 Cholesterol 3

Women’s health 10

HIV/AIDS 14

Demographics 14

Total: 53Women

Men 42 ¶

Total: 22 Total: 22
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The costs of completing a BRFSS interview vary by state, but they cur-
rently average about $100–$150 per interview. The CDC and the states share
the cost of the survey. CDC provides approximately half of the cost of the
interviews to the states through an annual cooperative agreement award. The
states provide the remainder of the costs, either through funds obtained from
specific federal programs, from state programs, or from other mechanisms.

Uses of the BRFSS
An important aspect of the BRFSS is how data are disseminated and utilized
within states. The greatest and most beneficial impact of analysis and use of the
data is at the state and local levels. BRFSS data are used to conduct trend analy-
sis, support program decisions, target resources, facilitate program evaluation,
and make comparisons among states and regions, and, in some cases, counties or
cities. States also use the data to educate the public and make public officials
aware of health risks and disease prevalence. Most data from the BRFSS are
linked to specific objectives, such as the Healthy People 2010 initiative.18 Such
use of the BRFSS provides state policy makers with informed options for public
health policy decisions. Although use of the BRFSS for decision making is cen-
tral, it is not the exclusive function. Nearly all states prepare reports or fact sheets
to educate the public, the health professional community, and legislators about
the current status and trends in lifestyle patterns in their states.

How BRFSS data are used to address specific health issues varies by state.
BRFSS data have been used to support tobacco control legislation in most
states. For example, in California the data were influential in supporting the
passage of Proposition 99 Tobacco Tax legislation, which generated millions
of dollars in state funds to support health education and chronic disease
prevention programs. In Oregon, the state health department used BRFSS
state-added questions to evaluate the effect of the bicycle helmet legislation
on safely helmet use. With passage of the National Breast and Cervical Can-
cer Mortality Prevention Act by Congress in 1990, funds became available to
state health departments to establish breast and cervical cancer programs.
Surveillance data on use of mammography and Pap tests from the BRFSS
produce critical information to states about baseline cancer screening levels
and provide a means to monitor breast and cervical cancer control program
impact. There are other specific examples of state use of BRFSS data:

• Alabama used BRFSS data to support legislation restricting indoor smoking
and mandating seat belt use.

• Alaska assessed the health risks of special populations such as Alaska
natives and American Indians.

• Connecticut identified population and age groups at increased cancer risk
on the basis of their behaviors.

• The District of Columbia used data to support project “WISH” (Women
Into Staying Healthy), a breast and cervical cancer prevention program.
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• Michigan used BRFSS data to develop, implement, and evaluate statewide
programs to reduce the risk of cardiovascular diseases.

Disseminating BRFSS findings within states is an important part of the
surveillance system. As part of the cooperative agreement funding mecha-
nism, CDC requires states to demonstrate how they have analyzed and dis-
seminated BRFSS data. State-specific BRFSS data are also published in state
medical journals19 and in peer-reviewed scientific journals.20

The task of analyzing data from the BRFSS and encouraging and promot-
ing analysis of the data elsewhere rests primarily with researchers within
CDC’s BSB; however, researchers throughout CDC frequently analyze and
publish findings from the BRFSS. A few examples can be used to illustrate the
analytic role and responsibilities at CDC. One common approach is to ana-
lyze health risk behavior prevalence patterns across states—e.g., drinking
and driving.21 Another analytic approach is to examine aggregated data. This
approach is exemplified by an examination of the prevalence of walking for
physical activity.22 A collaborative effort was undertaken by staff in the Epi-
demiology and Analysis Section, another center at CDC, and the Oregon
Health Division to analyze BRFSS data from state-added questions.23

Some of the work conducted by researchers outside CDC has been on
measurement properties of the BRFSS. Currently, more than 30 scientific
publications on properties of selected BRFSS measures have been identified.
Examples of recent studies of this type include comparison of BRFSS esti-
mates for safety belt use with state observational surveys of safety belt use23;
comparison of BRFSS state estimates for current smoking with estimates from
the Census Bureau’s Current Population Surveys24; a South Carolina com-
parison of BRFSS estimates for hypertension with physiologic measures from
the same population25; and a comparison of estimates of self-perceived health
status and chronic disease risk factors from a managed care member survey
with those from the BRFSS.26 Most of these studies reported very high reli-
ability and validity for BRFSS data.

Recently, several new studies have been initiated, including one focusing
on the use of the BRFSS as a source for national estimates of selected health
risk behaviors. This study compares estimates from BRFSS data with data
from the National Health Interview Survey, an in-person household survey
(see Chapter 15).

Analysis of BRFSS data has heightened the visibility of the system, and
dissemination of the data has increased. The average number of publications
in professional journals using BRFSS data increased from about 8 per year in
the 1980s to about 18 per year during the 1990s. A bibliography maintained
by BSB contains over 500 references for articles and reports using BRFSS
data and published between 1982 and July 2000. These publications repre-
sent a mixture of aggregate and state-specific data analyses, epidemiologic
studies focusing on the distribution of risk factors at a point in time, changes
and trends over time, and area comparisons.
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Caveats in Using BRFSS Data
The BRFSS employs a complex survey design, and analysis of the data re-
quires the use of analytic software that takes the characteristics of the design
into account. Those characteristics, including unequal probability of selec-
tion, clustering of observations, stratification, and non-response, may result
in incorrect standard errors and confidence intervals. These characteristics
may further result in misleading tests of significance when one is using stan-
dard statistical software packages that do not take these factors into account.
Use of standard statistical packages with a weighting variable should yield
the same point estimates as sample survey software packages, but the stan-
dard error of the estimated prevalence and other measures of variability are
often underestimated. The extent of underestimation is related to the degree
of intra-cluster correlation for variables being analyzed: The higher the intra-
cluster correlation, the greater the underestimation of variability.

Other Design Characteristics Affecting
BRFSS Data Use
Users of BRFSS data should keep several other characteristics of the BRFSS
in mind.

Coverage

Not all US households have telephones. Currently, it is estimated that, over-
all, about 5% of the population cannot be reached by telephone.27 The per-
centage of households with telephones varies by region, state, and populations
within a state. For example, telephone coverage is lower in the South (92%)
than in other regions of the United States. Coverage by states ranges from
87% to 98%. However, there is also variation by geographic areas within
states and by population subgroups. For example, about 17% of Native Ameri-
can households are without telephones, compared with 15% of black house-
holds and 5% of white households. Because the BRFSS relies solely on
telephone interviews, the potential exists for response bias due to
undersampling of populations most likely to lack telephones. Although no
direct adjustment is made for telephone coverage, poststratification weight-
ing adjusts for some of the effects of noncoverage. Studies comparing esti-
mated prevalence for persons with telephones versus persons without
telephones have been reported to be similar.28

Other protocol characteristics may exclude small portions of the total adult
population. For example, the BRFSS excludes institutionalized individuals.
Although this is a relatively small proportion overall, this exclusion may
introduce more bias in some groups than in others (i.e., the elderly, where an
estimated 5% are institutionalized). The survey does not conduct proxy in-
terviews, so that noninstitutionalized individuals who are unable to respond
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to a telephone interviewer are also excluded. Finally, the BRFSS is adminis-
tered in Spanish as well as in English in many of the states that have large
Hispanic populations, but people who speak only languages other than En-
glish and Spanish are excluded.

Self-Reporting

There may also be some limitations on the reliability and validity of self-
reported behaviors,  with some behaviors overreported and others
underreported. However, in general, studies that have looked at this issue
with BRFSS data have generally reported high reliability and validity.29,30 A
related issue shared by all anonymous telephone surveys is that self-reported
data cannot be verified by physical measurement or visual means.

Response Rates

Telephone surveys such as the BRFSS generally have higher refusal rates
than those conducted in-person.31 Further, response rates may vary by demo-
graphic characteristics such as age and education, with elderly persons and
those with lower educational attainment disproportionately refusing to be
interviewed in telephone surveys.32

Current and Future Directions of BRFSS
Among the directions taken by BRFSS either currently or in the future are
substate analysis of data and improvements in the technology used to secure,
analyze, and deliver survey results.

Substate Analysis

The BRFSS has a long history of local-level use. Currently, 40% of states
geographically stratify samples to enable them to produce substate preva-
lence estimates. County of residence is the most common strata selected, but
others include state health regions, health districts, town of residence, or
census tract. States that geographically stratify their samples generally have
higher numbers of completed interviews than other areas, but most also com-
bine the data for the strata over several years to increase the total number of
respondent interviews available for analysis. In addition to stratification to
obtain smaller area estimates, some states conduct independent local sur-
veys. Such surveys may use the BRFSS questionnaire as is; others use se-
lected questions and add their own topics of interest. Examples include King
and Snohomish counties (Washington), Harlem (New York), El Paso (Texas),
San Francisco Bay Area (California), SPARC project (region in three North-
eastern states), and Fulton County (Georgia).

Recognizing the growing need for more local data, the BSB is conducting
a pilot project for producing city-level data. The purpose of the project is to
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develop the capacity to provide BRFSS data sets for larger metropolitan ar-
eas, using existing data. The pilot project combines data for 1997–1999, uses
county codes to identify the appropriate primary metropolitan statistical area
or metropolitan statistical area, and then reweights the data, using intercensal
estimates for these metropolitan areas. Estimates from this new data file are
currently being assessed, and a release of the data as a public use data file is
expected within the next year. There are many benefits of using BRFSS for
local estimates. Among these benefits is the fact that the surveillance system
is well established in all states, it is relatively inexpensive to operate, it
provides flexibility that allows for adding locally relevant questions, and it
provides very timely and readily available data.

Information Technology and BRFSS

Traditionally, dissemination and communication of BRFSS results were lim-
ited to summary reports of descriptive data made available on request and
through CDC’s Morbidity and Mortality Weekly Report Surveillance Sum-
maries. Although these reports provide useful information, they represent
only a small proportion of the potential uses of BRFSS data. An overall strat-
egy for maximizing the communication and dissemination of BRFSS data in
a variety of formats to different audiences was devised and implemented. As a
result, BRFSS now capitalizes on information technology by providing an-
nual data files on CD-ROM and, via the Web site—http://www.cdc.gov/brfss/
—downloadable data files, survey instruments and other documentation ma-
terials, sets of trend analysis tables for the states and the nation, and sets of
demographic-specific tables of estimates of risks and conditions, including
bar charts for comparison of areas or survey years. In addition, Web-based
training modules for interviewers and training for analysts are being devel-
oped. Additional projects now being completed include a searchable index
allowing identification of question text, response categories, and type of
question for items included in the BRFSS from 1984 to 2000; a searchable
index of publications using BRFSS data from 1982 to 2000; and Webcast
projects to provide training, survey protocol changes, and a forum for a series
of lectures on analysis of BRFSS data. CD-ROMs containing historical data
for 1984–1990 are also available, as is a CD-ROM containing a PowerPoint
overview of BRFSS.

Conclusion

Although we have focused largely on national risk factor data systems, with
primary emphasis on BRFSS as an example, it is important to note that such
systems exist at the state and local levels as well. Taken together, these sys-
tems are crucial resources for disease control and prevention. Risk factor data
systems have become important tools for monitoring fundamental behaviors
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and exposures that put people at risk for death, disease, or disability. Such
monitoring allows preventive intervention early in the chain of causation.
Risk factor-oriented intervention is extraordinarily powerful, in that the re-
duction of the exposure to certain risk factors (e.g., tobacco use) can decrease
the risk for a great host of untoward outcomes. Risk factor data systems not
only support public health practices at the community and state levels, but
they also are invaluable aids in the establishment and support of the national
agenda for public health policy.

Questions for Review

1. Explain why vital statistic and morbidity data systems alone are inadequate
to support modern public health practice and policy. How do risk factor
data systems complement vital statistics and morbidity data systems? List
and explain the key uses and dimensions of risk factor data systems.

2. Explain the mechanisms by which (a) the National Health and Nutrition
Examination Survey (NHANES), (b) the Mortality Followback Survey
Program, (c) the Linked Birth/Infant Death Files, and (d) Youth Risk
Behavior Surveillance System (YRBSS) collect risk factor data. How do
these surveys differ in their focus and their target survey audiences?

3. Under what circumstances might a public health researcher interested in
risk factor data at the state level look for a risk factor data source other
than the Behavioral Risk Factor Surveillance System (BRFSS)?

4. Explain the roles of federal and state public health organizations in the
operation of BRFSS. How is BRFSS funded? How are states held
accountable for disseminating the data?

5. List the uses to which data from the BRFSS are put at (a) the national and
(b) the state level. To what extent have BRFSS data been used in scientific
research?

6. Explain the limitations of BRFSS data in terms of (a) survey coverage, (b)
survey reporting, and (c) response rates. How do these limitations affect
the reliability of BRFSS data?

7. What benefits accrue to states that choose to stratify BRFSS data?
8. Explain how information technology is improving the dissemination and

communication of BRFSS results.
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Learning Objectives

After studying this chapter, you should be able to:

• Understand the particular importance of large, searchable databases in the
practice of toxicology and environmental public health.

• Be aware of the history underlying the development of databases used in
both clinical practice and public health.

• Be familiar with some of the major sources of information concerning
toxicology and environmental public health.

• Understand the ways (other than information searching) in which
information systems facilitate the practice of toxicology and environmental
health and be aware of how multiple systems work together to enable health
workers in different roles to interact effectively.

Overview

The use of information systems to support the areas of toxicology and environ-
mental public health is necessarily extensive because of the large numbers of
potentially toxic substances with which environmental health specialists and
toxicologists must deal. In this chapter, the author presents a brief history of
informatics in these areas and then proceeds to discuss in some detail the various
categories of information systems that support environmental public health and
medical toxicology. The author’s focus is on services available for unambiguous
chemical identification, on bibliographic search and retrieval systems, on au-
thoritative “factual” databases, on threat-identification databases, on diagnostic
tools, on systems to support case management, and on surveillance systems. The
chapter concludes with the presentation of an imaginary scenario in which many
of the information tools discussed are brought to bear on an emergency posing a
threat to public health.
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Introduction: The Scope of Information Needs in
Toxicology and Environmental Public Health

Of all disciplines in public health, environmental health and toxicology are
among those that benefit most from computerized information systems. These
systems enable practitioners to cope with the extraordinarily large number of
potential etiological (toxic) agents that pose potential health threats to the
public. As of this writing, Chemical Abstracts Service (CAS), a service oper-
ated by the American Chemical Society that registers all known chemical
compounds, has well over 18 million organic and inorganic chemical sub-
stances registered.1 Although the numbers of chemicals with significant po-
tential for human exposure are far fewer, they nevertheless number at least in
the tens of thousands.2 There are thousands of compounds approved for use as
medicines, and there are hundreds to thousands more in quasi-medicinal use
(health foods, herbal tonics and remedies, vitamins, and nutritional supple-
ments). To all these must be added the frequent interactions among chemicals
to which humans may be exposed. Indeed, diet itself may substantially influ-
ence the response to chemical exposures.3

Such a large body of knowledge challenges the ability of even the most
learned and experienced specialist’s ability to practice without the support of
some sort of information system. Of the information systems available, com-
puterized systems are the most comprehensive and the easiest to manage.
There are specific challenges in environmental public health and toxicology
that can be more easily met with the assistance of computerized information
systems. These include:

• Definitive identification of substances to which people are exposed or
potentially exposed

• Facilitating access to literature on the expected or possible health effects
of specific agents

• Providing quick and easy access to expert consensus on difficult clinical
and public health questions regarding specific chemicals

• Providing information to interested parties and the public on the location(s)
of possible sources of chemical contamination in the environment

• Providing assistance in diagnosis of difficult cases of illness with a possible
toxic cause

• Supporting poison centers in provision of advice and collection of data on
poisoned patients4

• Quantifying the extent to which people are exposed to toxicants and the
resulting morbidity and mortality

The goal of this chapter is to describe the ways in which the available
health information services and technology assist in facilitating both the
workflow and the interactions among diverse parties involved in environ-
mental health and in clinical and preventive toxicology. Although there is
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purposeful emphasis on the systems and services most used in the United
States, many international readers will find the information relevant to envi-
ronmental public health in their own countries.

History

The information services and systems currently available to toxicology and
environmental public health arise out of two distinct movements affecting US
medicine and public health. These are the poison control movement of the
early 1950s and the environmental protection movement that began to exert
a substantial effect on US public policy in the late 1960s and the early 1970s.
Interestingly, the systems that have their roots in these two movements are
still somewhat separable and distinct. However, such distinctions have begun
to blur with increasing recognition of the common aims of clinical (medical)
toxicology and environmental public health.

Information to Support the Clinical Encounter

During World War II and the post-war period, chemical technology improved
greatly, and an increasing number of new and diverse drugs and chemical
products became widely available for use in the home. In 1952, a study done
by the American Academy of Pediatrics showed that over half of uninten-
tional injuries to children were due to the ingestion of potential poisons.5 The
first poison control center in the United States opened in 1953 in Chicago
under the leadership of Dr. Edward Press.6 At that time and ever since, the
principal goal of US poison control centers has been to provide information
helpful in the acute care of individuals exposed to potentially harmful chemi-
cal substances.

As the number of poison centers grew, the need for comprehensive and
authoritative information on potential toxicants grew in importance. The US
Public Health Service (USPHS) became involved in the collection, dissemi-
nation, and updating of information on toxicants. States were asked to desig-
nate poison control centers, and the USPHS National Clearinghouse for Poison
Control Centers provided them with periodically updated sets of 5-by-8-inch
index cards with information useful in the acute care of patients affected by
specific toxicants (Figure 17.1).

This system served the country from the late 1950s through the early 1970s.
Speaking with physicians who practiced during this era, the author learned of
problems with the index card system. For example, prior to official updates,
cards were frequently updated locally with handwritten information of un-
clear quality. In addition, because of the emergent nature of many poison-
ings, cards often made their way out of the card set, were taken to the bedside,
and were frequently lost. These aspects of the system made it unreliable.
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Another weakness was the fact that the system addressed principally the tox-
icity and treatment of generic chemical substances. But understandably, pa-
tients frequently reported exposure to brand-name commercial products rather
than generic chemical substances. There was no comprehensive, centralized
source of information on the precise chemical formulations of the
nonpharmaceutical commercial products.

The old system took a quantum leap forward in the early 1970s, when Dr.
Barry Rumack undertook a comprehensive survey of companies marketing
commercial products, asking for information on their precise chemical formu-
lations. The response rate to this survey was overwhelmingly high, and the
study effort required so much time, effort, and space that Dr. Rumack was
forced to move it out of the hospital and continue it independently. He formed
a company (the predecessor of Micromedex®) that produced a microfiche
product including both (1) clinical information on specific toxicants and (2)
precisely which commercial products contained those toxicants and in what
concentrations.

This combination of these two types of information had tremendous clini-
cal utility, and the microfiche product was an instant hit. This was the origi-
nal Poisindex®, which rapidly became the principal information source for
most US and Canadian poison centers. In the late 1980s, the product was
made available in CD-ROM format for computers and computer networks,
further facilitating rapid access to the most clinically relevant parts of the
database.

Information to Support Environmental Public Health

The National Library of Medicine (NLM) has had a central role in providing
access to information supporting environmental public health activities. NLM
traces its origins back to the US Army Surgeon General’s office, which, in
1836, budgeted $150 for “medical books” for officers.7 The Library expanded
greatly within the Department of the Army during the 19th century. In 1956,
Congress passed Public Law 84-941, which gave the NLM its current name
and placed it within the USPHS. NLM was charged by Congress with improv-
ing health in the United States by facilitating access to the world’s biomedi-
cal literature.8 NLM began computerizing data in earnest in 1965 with the
creation of the Medical Literature Analysis and Retrieval System (MEDLARS).
MEDLARS was initially developed primarily for the purpose of managing
data required to produce and publish the Index Medicus. However, it ulti-
mately evolved to support literature searches for health professionals.9

In 1966, in the context of increasing public concern regarding the poten-
tial adverse health consequences of chemicals in the environment, the
President’s Science Advisory Committee evaluated the availability of toxico-
logic data and concluded that “there exists an urgent need for a much more
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coordinated and more complete computer based file of toxicological infor-
mation than any currently available and, further, that access to this file must
be more generally available to all those legitimately needing such informa-
tion.” This finding led to the creation in 1967 of NLM’s Toxicology Informa-
tion Program (TIP). The objectives of TIP were to create automated toxicology
data banks and to provide toxicology information and data services.

TIP antedated even the creation of the US Environmental Protection Agency
(EPA) in 1970. During the remainder of the 1970s, awareness of environmen-
tal issues increased in the United States. Concern about the environment grew
as a result of the extensive publicity received by such shocking examples of
environmental contamination as the Love Canal. In 1980, Congress passed
the Comprehensive Environmental Response, Compensation, and Liability
Act (CERCLA, also known as “Superfund”). Although the lion’s share of
Superfund monies was directed to the EPA to deal with the problem of aban-
doned sites with hazardous wastes, significant new funding was made avail-
able to NLM to continue and intensify its programs to organize toxicologic
data and enhance access to them.

In 1994, TIP was renamed TEHIP (Toxicology and Environmental Health
Information Program), a name that more accurately reflects the mission and
content of the databases offered. TEHIP is overseen by NLM’s Division of
Specialized Information Services (SIS). Although SIS covers other special-
ized areas, the bulk of the databases offered cover toxicology and environ-
mental health. TEHIP currently offers a broad array of databases containing a
wide range of toxicologic and environmental health information. TEHIP is
now a major function of SIS. The mission of TEHIP is broader than TIP in that
TEHIP (1) provides selected core information resources and services; (2) fa-
cilitates access to national and international information resources; and (3)
strengthens the information network of toxicology and environmental health.10

Types of Services and Systems in Toxicology and
Environmental Public Health

The workflow in environmental public health and medical toxicology is sup-
ported by numerous different categories of information systems, including:

• Services for unambiguous chemical identification
• Bibliographic search and retrieval systems
• Authoritative “factual” databases
• Threat identification databases
• Diagnostic tools
• Systems to support case management
• Surveillance systems

The remainder of this chapter is devoted to a survey of these systems.
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Unambiguous Chemical Identification
The number of known chemical substances is extremely large and growing at
an astonishing rate. By 1984, some five million chemical substances had
been synthesized. As of this writing in May 2001, that number exceeds 18
million. Many of these are complex chemical molecules, which can only be
fully and unambiguously identified with reference to their three-dimensional
molecular structure. Although there are internationally accepted conventions
for naming complex molecules, the use of alternative schemes, including
systematic, “generic,” proprietary, incomplete, or trivial names, is frequent,
even in the peer-reviewed scientific literature. Thus, the unambiguous identi-
fication of the precise chemicals to which toxicologic information refers is
problematic.

The Chemical Abstracts Service (CAS), a division of the American Chemi-
cal Society, has developed the CAS registry, a comprehensive database iden-
tifying specific chemical structures and associating them with a CAS registry
number (CAS RN or “CAS number”).

The NLM and other sources of toxicologic information make use of CAS
numbers for unambiguous identification of the chemicals discussed in litera-
ture citation and factual databases (see below). NLM’s ChemIDplus service
(available over the Web) has an extensive list of synonyms that can be related
to the basic compounds.11 For almost 100,000 entries, each compound is dis-
played graphically, showing its two- or three-dimensional structure and fa-
cilitating the comparison of compounds’ pharmacological or toxicological
structure-activity relationships. ChemIDplus has the additional useful fea-
ture of directing the user to other databases with information about the com-
pound. Such databases include not only databases maintained by NLM but
also those of selected regulatory or scientific organizations maintained by
state, national, or international agencies or organizations. NLM frequently
provides hyperlinks to these databases.

Other NLM databases support the identification-by-synonym feature. For
example, the Hazardous Substance Data Bank (HSDB) contains an extensive
list of synonyms and is capable of resolving synonyms into unique (CAS-
identified) chemicals in many instances, independently of the ChemIDplus
service. However, the synonym function cannot be depended upon to be as
comprehensive as that of ChemIDplus.

The ChemIDplus synonym resolution feature is quite extensive and im-
pressive. For example, it is capable of resolving the street names “horse,”
“smack,” and “junk” to “diacetylmorphine” (CAS number 561-27-3), a chemi-
cal synonym for the drug heroin. Common chemicals frequently have large
numbers of obscure synonyms. For example, HSDB’s synonyms for isopropyl
(rubbing) alcohol are: AI3-01636, ALCOOL ISOPROPILICO (ITALIAN),
ALCOOL ISOPROPYLIQUE (FRENCH), AVANTINE, Caswell No 507, (Com-
ponent of) Hibistat, DIMETHYLCARBINOL, EPA Pesticide Chemical Code
047501, FEMA NUMBER 2929, IMSOL A, IPA, ISOHOL, ISOPROPYL AL-
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COHOL, ISO-PROPYLALKOHOL (GERMAN), LUTOSOL, PETROHOL, PRO,
n-Propan-2-ol, PROPAN-2-OL, I-PROPANOL (GERMAN), i-Propyl alcohol,
SEC-PROPYL ALCOHOL, I-PROPYLALKOHOL (GERMAN), SECONDARY
PROPYL ALCOHOL, and Visco 1152. Moreover, there are some 60 names for
this compound in ChemIDplus.

Finally, it is impossible for any chemical identification service unambigu-
ously to link one term to another if that term is itself used ambiguously—that
is, if the term is used to refer to more than one compound. For example, the
acronym “MDA” is linked in ChemIDplus both to the industrial curing agent
and azo dye intermediate methylenedianiline and to the altogether chemi-
cally dissimilar 3,4-methylenedioxyamphetamine or “ecstasy,” a drug of abuse.
The user would have to interpret from the context of his/her query which
compound was meant.

Bibliographic Databases
Because of its pioneering and longstanding investment in computerizing the
citations to the literature of health and medicine, NLM dominates the area of
bibliographic databases that are relevant to toxicology and environmental
health. Derivative products exist and are marketed commercially; they may
have added-value features related to advanced methods of indexing and re-
trieval. Nevertheless, the initial data source is NLM.

NLM has two named bibliographic databases of substantial importance for
toxicology. These are TOXLINE and MEDLINE (both available over the Web).
Both databases have evolved greatly over the years. TOXLINE’s usefulness has
historically centered on its coverage of publications and technical and govern-
mental reports not covered in MEDLINE and is therefore complementary to
MEDLINE. In the past, there has been substantial overlap between literature
accessible through TOXLINE and MEDLINE. However, these problems are being
resolved as of the writing of this chapter and will be gone or greatly diminished
soon. For now, TOXLINE information in the MEDLINE-indexed journals
(“TOXLINE core”) can be pursued most easily directly within MEDLINE. The
current Web interface is called PubMed, which is available at http://
www.ncbi.nlm.nih.gov/entrez/query.fcgi. Using PubMed provides toxicology
information seekers with the advantages of PubMed searching, with related
records, MeSH term selection, document delivery, and linking out features.12

Bibliographic searching is a particularly useful exercise when one is in-
volved in toxicological research or toxicological or environmental health
practice in situations that are not urgent or emergent. Putting together a co-
gent search strategy may take time, as does the selection and finding of the
individual articles to which MEDLINE or another source has guided one. To
this must be added the time required to digest the literature and arrive at
useful conclusions.
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Factual Databases
Databases containing facts or authoritative opinions can be particularly use-
ful in situations in which rapid action is required. In environmental public
health emergencies (e.g., significant chemical spills and releases) and in medi-
cal toxicologic emergencies (e.g., overdoses), authoritative facts and
predeveloped peer-reviewed conclusions have great utility, because they can
form the basis for rapid rational action at a time of emergency. In these situa-
tions, bibliographic databases are less useful because of the time and effort
required to locate, review, and draw conclusions from appropriate literature
citations.

The Hazardous Substances Data Bank

Because of its broad and comprehensive coverage, the Hazardous Substances
Data Bank (HSDB; available via the Web at http://toxnet.nlm.nih.gov/ was
labeled by an Institute of Medicine committee as the “default” database among
NLM’s group of on-line factual databases. HSDB is tremendously useful, par-
ticularly in the sphere of public health, as a source of quick and authoritative
information on subject chemicals. Like all of NLM’s toxicological factual
databases, it is organized into records, each covering an individual chemical
substance and associated with a specific CAS number. Some 4,500 of the most
commonly encountered chemical substances are covered.13

HSDB is of potential use to a wide array of health professionals because of
the comprehensive nature of its coverage of individual substances. Each chemi-
cal record contains a large number of standardized fields, and these fields
cover a number of different categories of information (see category names,
below) required by the broad array of health professionals likely to be in-
volved in an exposure situation. For example, public health and emergency
medical personnel can be guided by the human health effects and emergency
medical treatment sections of the record. Additional data helpful to both
clinical and research personnel may be found in the animal toxicity studies,
metabolism/pharmacokinetics, and pharmacology field groups. Personnel
charged with clean-up and prevention of further exposure will be interested
in the environmental fate and exposure and the environmental standards
and regulations sections. Those entrusted with prevention planning and
the safety of occupationally exposed persons will likely use the chemi-
cal safety and handling, manufacturing/use information, and occupa-
tional exposure standards information categories. Chemists and analytical
toxicologists will benefit from both the chemical/physical properties and
laboratory methods sections. All will benefit from the special references
section, a list of review documents particularly relevant to the specific chemi-
cal. An administrative information section lists changes and updates made to
the record.
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Poisindex

The Poisindex system is a widely used factual database that is a proprietary
product available on CD-ROM from Micromedex, Inc., a company that is a
major developer of toxicologic and pharmacologic information. Poisindex is
particularly focused toward providing the information needed by providers
of clinical care, particularly in emergency circumstances. It serves two impor-
tant functions: (1) linking the common or trade names of products with their
constituent generic substance or substances and (2) identifying the toxicity
of the individual generic component or components and discussing appropri-
ate treatment. Hundreds of thousands of industrial, commercial, pharmaceuti-
cal, and biological substances are covered, and each of these is linked to one
or more of over 900 management documents providing information on clini-
cal effects, range of toxicity, and treatment protocols for exposures involving
the substances. Table 17.1 provides the classes of substances covered in
Poisindex®.

Specific types of information available from Poisindex include substance
identification and pseudonyms, clinical effects, lab tests for monitoring and
diagnosis, therapeutic maneuvers, pharmaceutical treatment, antidotes, com-
plications, and prognosis. Poisindex has made great use of hypertext linking
to enhance mobility around the database. Moreover, patient management

TABLE 17.1. Categories of substances covered in Poisindex®

Source:  Adapted from information provided on the Micromedex Web site (http:/ /
www.micromedex.com).

Common household products • Cleaners

• Personal care products

• Insect and pest protection

Industrial chemicals • Manufacturing agents

• Industrial cleaners and solvents

• Protective agents

Pharmaceutical products (generic and
trade names)

• Prescription

• Over-the-counter

• Veterinary

• Street drugs

Biological entities • Plants and plant products

• Animal venoms and toxic products

• Microbial toxins
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systems used by poison centers to document and record patient information
smoothly integrate access to Poisindex so that the center personnel can easily
alternate between giving and receiving information, thus facilitating the work
flow in what can be a very high-pressure, busy environment.

HazDat

The Agency for Toxic Substances and Disease Registry (ATSDR) has a num-
ber of factual databases regarding environmental toxicants. They are largely
part of the HazDat family of data systems. HazDat is ATSDR’s exposure and
health effects Web database. It is the scientific and administrative database
developed to provide access to information on possible human exposure to
hazardous substances from Superfund sites or from emergency events and on
the health effects of hazardous substances.

HazDat contains information on contaminated sites, including data that
identify the contaminants, their concentrations, and the media in which they
were found. Other information provided includes the impact on the popula-
tion, community health concerns, ATSDR public health threat categoriza-
tion, and ATSDR recommendations. HazDat contains substance-specific
information such as the ATSDR Priority List of Hazardous Substances, health
effects by route and duration of exposure, metabolites, interactions of sub-
stances, susceptible populations, and biomarkers of exposure and effects.
Moreover, HazDat contains data from the US EPA Comprehensive Environ-
mental Response, Compensation, and Liability Information System
(CERCLIS) database, including site CERCLIS number, site description, lati-
tude/longitude, operable units, and additional site information.

ToxFAQs

In the Web interface for HazDat, there are call-outs for other useful informa-
tion sources on environmental toxicants. The ToxFAQs (short for toxicologi-
cal frequently asked questions) is particularly suitable for supporting
communication with the lay public regarding environmental health hazards.
It is a series of summaries about hazardous substances. These are excerpted
from the ATSDR Toxicological Profiles and Public Health Statements. Each
fact sheet serves as a quick and easy-to-understand guide written so as to be
understandable by a toxicologically unsophisticated reader. Answers are pro-
vided to the most common questions about exposure to hazardous substances
found around hazardous waste sites and the effects of exposure on human
health.

ATSDR Toxicology Profiles

Mandated by Congress under CERCLA, ATSDR produces “toxicological pro-
files” for hazardous substances found at National Priorities List (NPL or
“Superfund”) sites. These hazardous substances are ranked according to fre-
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quency of occurrence at NPL sites, toxicity, and potential for human expo-
sure. Toxicological profiles are developed from a priority list of 275 sub-
stances. ATSDR also prepares toxicological profiles for the Department of
Defense (DOD) and the Department of Energy (DOE) on substances related to
federal sites. As of March 2001, the profiles covered more than 250 sub-
stances.

These documents are most notable for being extremely comprehensive.
For this reason, they can be extremely useful to professionals whose work
requires in-depth knowledge of toxicological properties of a particular sub-
stance. The documents are quite large and therefore have not, so far, been
made available over the Internet. They are published on paper. However, they
have recently become available commercially as products on CD-ROM.

Information on Health Threats and
Environmental Monitoring
In response to proponents of the community’s “right to know” about toxic
hazards to which they may be exposed, a number of data sources have been
developed. These data represent the findings from required reporting by in-
dustries that may pollute, from monitoring of the environment, and from the
results of specific environmental investigations. The governmental agencies
principally involved in providing these data are the US EPA and ATSDR.
ATSDR’s information on specific instances of health threats is included in
HazDat, as are the public health assessments of Superfund sites.

Toxics Release Inventory

The Toxics Release Inventory (TRI), published by the US EPA, informs citi-
zens regarding toxic chemicals that are being used, manufactured, treated,
transported, or released into the environment. It contains information con-
cerning waste management activities and the release of toxic chemicals by
facilities that manufacture, process, or otherwise use these substances. The
list of currently reportable substances includes over 600 individual chemi-
cals and chemical categories.

The data are compiled by EPA and made available to the public. Access to the
information was initially quite cumbersome. However, EPA’s current interface
operates over the Web (http://www.epa.gov/tri/) and is user-friendly. Users may
indicate their geographic area of interest or may focus the output in other ways
(e.g., all sites dealing with a particular substance). They are able to see the amounts
of environmental releases, by chemical, in the area of interest. “Drilling down”
into the data permits the identification of specific source-enterprises, identifying
them by name and street address. Thus, one may identify the reported environ-
mental chemical releases of any particular company itemized by year, by chemi-
cal substance, by quantity emitted, and even by the environmental route of
pollution (i.e., to air, surface water, injection well, or land).
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Such information is of great help to those trying to identify the types of
pollution problems in a community and to identify the sources. Moreover,
because remedies may differ substantially by chemical type, these data may
help identify solutions to environmental contamination problems.

Diagnostic Aids
One of the most challenging tasks faced by consulting clinical practitioners
(and sometimes public health officials) is diagnosing the problem. Diagnosis
may be problematic in toxicology and environmental health because of the
great number of possible causative agents. It is difficult for even very expert
personnel to keep track of and mentally evaluate all possible causes for a
given clinical picture.

Texts (whether paper or electronic) and the scientific literature constitute
the ultimate references supporting the diagnosis of a specific toxicant-medi-
ated syndrome. Unfortunately, current bibliographic retrieval systems do not
necessarily present information in the way a diagnostician needs to receive it.

One product is worthy of mention as an important step forward toward
solving this problem. The SymIdx (symptom identification) module of the
Lexi-Comp™ CD-ROM Clinical Reference Library can be very helpful in
cases (or public health problems) in which a toxic cause is suspected but the
agent is not clear. This module takes multiple symptoms and signs as input.
The user receives lists of pharmaceuticals, other chemicals, and biologically
produced compounds (e.g., animal venoms, toxic plants) associated with the
selected symptoms. Each list is ranked in descending order by the number of
symptoms attributed to each agent. Such a list can be an important start for
further diagnostic investigation and ultimate identification of the causal agent.

Poisoning Case Management
Patients, their friends and family members, or their healthcare providers seek
expert advice about the evaluation and treatment of toxic or potentially toxic
human exposures to chemical substances over two million times per year.
Despite their number, the cases are distributed throughout the population. It
is infeasible to have substantive clinical toxicologic expertise at every
healthcare facility to which poisoned patients might come for evaluation and
treatment. Accordingly, approximately 70 regional poison control centers
(poison centers) located around the country share their toxicologic expertise
with callers who may be healthcare providers or members of the public.

Because of the many potential clients of poison centers, the call volume
may be high. At any given moment, the specialists in poison information
(SPIs) may have several active cases, all of which need further follow-up.
While dealing with these cases, they intermittently need to access computer-
ized sources of data. Moreover, SPIs pass on active cases to others at the end
of a shift.
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A type of computer-based patient record system specific to poison centers
has been developed and deployed at most poison centers around the country.
There are currently four companies that produce this type of software, and
these systems perform the following ideal functions to varying degrees:

• Record and display information on:
•  Patient identification and demographics
•  Exposure: toxicant, dose, context
•  Symptoms, signs, laboratory findings
•  Follow-up calls
•  Eventual outcome

• Operate with sufficient efficiency and ease to allow the SPI to record and
read information while continuing to carry on the telephone conversation

• Change rapidly between patients
• Provide a legible and easily understandable account of the case to an SPI

who takes over at shift change
• Allow (or facilitate) consultation of computerized data sources (especially

Poisindex) during a call
• Hold data and produce reports providing data for:

•  Improved case management
•  Administrative reports
•  Regular reports of summary call information to the American Association

of Poison Control Centers for its Toxic Exposure Surveillance System
(required for poison center accreditation)

Surveillance
In general, surveillance in toxicology and environmental health is not as well
developed as in the infectious disease arena. Nevertheless, two outstanding
systems are worthy of mention.

ATSDR maintains an active, state-based Hazardous Substances Emergency
Events Surveillance (HSEES) system to describe the public health conse-
quences associated with the release of hazardous substances. Systems cata-
loging chemical spills and releases prior to HSEES had little public health
utility. The HSEES system has four goals:

1. Describe the distribution and characteristics of hazardous substances
emergencies

2. Quantify morbidity and mortality experienced by employees, responders,
and the general public as a result of hazardous substances releases

3. Identify risk factors associated with the morbidity and mortality
4. Provide data on which to base strategies to reduce morbidity and mortality

from hazardous substance releases

The American Association of Poison Control Centers (AAPCC) collects
summary information from each call to accredited poison centers as part of
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the Toxic Exposure Surveillance System (TESS). TESS currently acquires
over two million records per year. Summary findings are published annually
and serve to direct attention to the poisoning problems with which poison
centers most frequently deal and to those that are most frequently fatal.

An Imaginary Scenario Involving Multiple Systems

The distinct systems and databases described in this chapter all serve comple-
mentary purposes. An imaginary scenario involving events with health con-
sequences may best make this point.

A tractor-trailer truck carrying cylinders of an industrial gas jackknifes and turns
over near a populated area of County X. A cloud of visible fumes is emitted from
cylinders that are damaged in the wreck. The cylinders are labeled as carrying liquid
fluorine. The director of county emergency services connects with the Internet and
accesses HSDB. Within five minutes she is able to radio important information to
firefighters, police, and EMTs who have not even reached the area yet.
She warns them that inhalation of even very small quantities of concentrated fluorine
gas may cause death, and she describes the required protective equipment for dealing
with fluorine liquid and gas at close range. She also warns that fluorine gas may be
heavier than air and may collect in low-lying areas and may not dissipate promptly.
She advises firefighters of special techniques for fighting fires associated with flu-
orine (which is not itself flammable but supports combustion). She advises police
and firefighters of the US Department of Transportation’s official recommendation
for an initial evacuation radius. She describes the acute symptoms and signs of
fluorine exposure to EMTs to let them know what to expect and advises them
regarding treatment that can be administered in the field (oxygen, possibly bron-
chodilators), and maneuvers to avoid (mouth-to-mouth respiration).
Following a protocol set forth in the local emergency management plan for chemical
spills and releases, she contacts the county health officer, and together their depart-
ments contact local health care facilities and the regional poison center to advise them
of the situation and to allow them to prepare for possible casualties.
The Medical Director of the poison center accesses his CD-ROM copy of the ATSDR
toxicological profile on fluorides, hydrogen fluoride, and fluorine to prepare himself to
answer any in-depth specialized clinical questions that arise. He also downloads the
ATSDR ToxFaqs sheet on the same subject. He distributes it to the SPIs answering the
phones to aid them in responding to queries from the public about the release.
The county health officer downloads the same document and gives it to his media
relations specialist to use in preparing a press release about the incident. He also
informs the state officer, since environmental measurements beyond local capacity to
conduct will be required before the area can be declared safe. The state health officer
will also see that the incident is reported to HSEES.
Unfortunately, it turns out that some people have been exposed to the gas. As pa-
tients begin to arrive in his Emergency Department, one resident physician, doubting
whether the cause is really fluorine, enters his patients’ primary symptoms into a
computerized diagnostic program. He is reassured when fluorine comes up as a
strong possibility.
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The SPIs have been reviewing the Poisindex management protocol for fluorine,
available over their poison center’s CD-ROM server and local area network. They
are now fully prepared to advise healthcare providers on management of exposed
persons. Their medical director will back them up on difficult or atypical problems.
Cases that come to the attention of the poison center will be reported to TESS.

The Future

This situation represents an idealized scenario of the ways in which public
health, healthcare, and first responder personnel could work together effec-
tively to deal with a chemical emergency. Note that persons in each role
require knowledge of and access to information tailored to his or her respon-
sibilities. Further progress in toxicology and environmental public health
requires both the ongoing enhancement of the information systems we use
and the proper training of public health and healthcare personnel in how to
use them.

Questions for Review

1. List and explain the key reason(s) that access to searchable databases may
be more important for environmental public health than for other fields.

2. What factors led to the emergence of the poison control movement in the
1950s? Why were paper-based information files unsatisfactory for poison
control? What key information was not provided by paper-based
information sources regarding the treatment of poisoning with particular
chemical substances?

3. Review the evolution of the National Library of Medicine (NLM) and its
projects to support the practice of environmental health. Whose history of
work in the environmental arena is longer, that of the US EPA or of the
NLM?

4. What are the relative advantages and disadvantages of (a) bibliographic
information systems and (b) information systems containing authoritative
peer-reviewed data in addressing environmental health problems?

5. Why is unambiguous chemical identification important? How is this
identification enhanced by current technology?

6. What is the usefulness of having technical databases written for the lay
public?

7. In what ways is a poisoning case management system different from the
prototypical computer-based patient record? In what ways is it the same?

8. What are the potential ultimate benefits of on-line reporting of chemical
spills and releases and their health consequences?
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Learning Objectives

After studying this chapter, you should be able to:

• Define primary, secondary, and tertiary knowledge-based information.
• Explain the challenge to public health workers of using the abundance of

so-called gray literature now available on the Internet, and both the
challenge and the benefits of the conversion of traditional health-based
publications to the Internet.

• Explain why, despite the appearance to the contrary, that knowledge-based
information on the Web is not all easily accessible and why public health
information is more difficult to locate than clinical information.

• Explain the principles of a keyword search of a database that is not highly
structured and well indexed.

• Describe the nature of such information search tools as MEDLINE, CDC
Wonder, the National Guideline Clearinghouse, Sociological Abstracts,
PsyINFO, the National Technical Information Service, TOXNET, and the
Hazardous Substances Data Bank.

• Describe options available to a public health worker for obtaining full-
text documents that do not appear in full on the Internet, along with the
trade-offs involved.

• Explain why both knowledge-based and evidence-based resources are
being increasingly applied to the public health field, and explain their
usefulness in policy formulation.

Overview

Knowledge-based information has become increasingly important to the prac-
tice of public health. As technological developments have made such infor-
mation more readily available, the challenge to the public health worker,



ironically, is learning to access it, including learning to access and use the so-
called gray literature. Fortunately, a number of databases are readily avail-
able to public health workers, but a searcher must know how to use keyword
searches and other tools to access and use them. Such sources as CDC Wonder,
PubMed, the National Guideline Clearinghouse, Sociological Abstracts, and
TOXNET furnish a cornucopia of information to public health workers, but it
is crucial to know how to use them and to understand the nature of the infor-
mation they contain. It is also important for public health practitioners to
know how to obtain copies of articles, because full-text documents are not
usually available via the Internet, and the trade-offs involved in selecting a
delivery source. The greater availability of both knowledge-based and evi-
dence-based information sources has significant implications for the devel-
opment of public health policy.

Introduction: Toward a Definition of
Knowledge-Based Information

Many of the preceding chapters in this part of the textbook—indeed, of the text
itself—demonstrate that data are the foundation of public health practice. For
example, numbers related to birth, deaths, and the incidence of disease and injury
provide critical data that give a snapshot of what is occurring in a population at
a given time. Combined with other such snapshots, such data can provide evi-
dence of trends or confirmation of the effect of interventions.

In this chapter, however, we are concerned with knowledge-based informa-
tion rather than data. In its simplest sense, knowledge-based information is
that information derived from the professional literature of a field of knowl-
edge. Knowledge-based information is part of a class of information used to
support evidence-based practice, derived from work done in the develop-
ment of an approach to clinical practice known as evidence-based medicine.
One article defines evidence-based medicine as “the conscientious, explicit
and judicious use of current evidence in making decisions about the care of
individual patients.”1 The relationship between knowledge- and evidence-
based information will be considered at the end of this chapter.

In the field of health care, Hersh distinguishes between patient-specific
and knowledge-based information.2 According to Hersh, patient-specific in-
formation is information collected on an individual patient, as in a patient’s
medical record. In contrast, knowledge-based information in health care is
information that is derived from observations or research concerning many
patients. The purpose of knowledge-based information is to create new knowl-
edge regarding the effectiveness of clinical interventions, knowledge that
can then be applied in the treatment of individual patients.

In the same way, data from public health information systems can be thought
of as population-specific information. Knowledge-based information in pub-
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lic health is derived from many observations, from perhaps an intervention
involving many populations or many interventions concerning a single popu-
lation. For example, knowledge-based information might consist of data sys-
tematically gathered from tuberculosis control interventions among Native
Americans in several communities. Such information is no longer a snapshot.
Rather, it is a summary of observations carried out in the field. It is a research
report, and thus leads to new knowledge.

Knowledge-based information is not simply text-based. Some text—news
and announcements, for example—are essentially ephemeral. But knowledge-
based information cumulates and contributes to a growing body of knowl-
edge, in contrast to data. A Web site containing public health news and related
information is a text-based system. But that same Web site may also be a
knowledge-based system if it provides access to research findings. For in-
stance, agency and organization Web sites, such as those hosted by state
health departments, the Centers for Disease Control and Prevention (CDC),
the Health Resources and Services Administration (HRSA), the National As-
sociation of County and City Health Officials (NACCHO), and the Associa-
tion of State and Territorial Health Officials (ASTHO), are likely to be hybrids.
They contain news and announcements—“text”—and also guidelines based
on research findings—“knowledge.” In the same way, journals in the field,
such as the American Journal of Public Health and the Journal of Public
Health Management and Practice, may be hybrids containing a mixture of
textual and knowledge-based information.

Hersh also identifies the following three categories of knowledge-based
information:

1. Primary knowledge-based information consists of the primary literature,
broadly defined, such as original research reports in journals, books,
proceedings, and other venues.

2. Secondary knowledge-based information is information that indexes the
primary literature. For example, MEDLINE is a secondary resource. It and
similar indexes provide access to and organize primary resources. Similarly,
a bibliography is a secondary knowledge-based information resource.

3. Tertiary knowledge-based information provides reviews of, summarizes,
or synthesizes the primary literature. Review articles in journals are tertiary
resources, as are textbooks and monographs that synthesize whole areas
of knowledge. A less familiar form of tertiary resources are compilations
of secondary resources—they gather metadata (or descriptions of data
about) secondary resources.

The focus of this chapter is on secondary and tertiary resources, as defined
by Hersh. Practitioners, after all, usually consult these resources for an obvi-
ous reason: Although a practitioner will typically scan a few journals in his or
her specialty on a regular basis, there usually isn’t time for more comprehen-
sive direct use. The reason is that the primary literature is not cumulated or
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synthesized. Mining the contents of primary literature takes both time and
skill. Another barrier to the direct use of primary resources is that results—
that is, the contribution that such literature makes to decision making—are
never certain: there is no way to predict whether the investment of time will
pay off in one instance or not. Tertiary resources, on the other hand, add value
to the primary literature by summarizing and synthesizing the findings, thus
distilling primary research and making it more directly applicable to deci-
sion making, and increasing the likelihood of potential value to decision
making. Secondary resources organize primary literature and make it more
accessible. Organization and synthesis—adding value—meets the needs of
the practitioner by limiting the time necessary to acquire useful knowledge.3

Issues Related to Access and Reliability
of Knowledge-Based Information

Professional journal articles, textbooks, and conference proceedings are the
most organized and controlled sources of research information—“controlled”
in the sense that these standard publication channels involve forms of profes-
sional review for quality and scientific rigorousness. Such sources involve a
formal peer review process, and the production and distribution channels are
understood and predictable.

Other formats—including printed technical reports and, increasingly, Web
sites—are less well controlled and reliable. For these formats, review pro-
cesses may not be in place. The author or producer of a Web site may be an
individual, with no organization backing the veracity of the site’s content,
either explicitly or implicitly. In a bibliographic sense at least, such gray
literature is also less accessible because there are traditionally no secondary
resources to describe and organize it.

An irony of gray literature is that while the literature is considered inacces-
sible because of the lack of a centralized publication and distribution process
and the lack of organization by secondary resources, it is far from inacces-
sible in the ordinary sense of the term. On the contrary, we may be deluged by
it. Technical reports from federal, state, and local agencies pile up on desks,
while Web sites—possibly relevant and perhaps useful—proliferate. Such
resources are inaccessible in a bibliographic sense. They are inaccessible in
the sense that they are not controlled and organized, and cannot be accessed
from an index. The lack of bibliographic access to gray literature means the
reader has no guide to its use—no terminology control, no relationship map-
ping, and no sense of comprehensiveness—things a secondary resource should
provide.

However, because of the proximity and convenience of the Web, the irony
of gray literature is that public health practitioners will increasingly find that
it is more accessible—as the term is more generally understood—than the
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standard professional organs. For example, journals are likely to be confined
to special or academic libraries; they may therefore be more difficult to ac-
cess for those not affiliated with the host institutions than are the Web sites
housing gray literature.

Even the professional organs that have appeared as traditional print publi-
cations are in transition to electronic formats. An access-related benefit of
this movement is that the contents of a journal, once directly accessible to
only one user at a time as it is pulled from a library shelf, can now be accessed
from any location providing the opportunity to log on to the Internet. Of
course, the issue of who is authorized to access Internet-based resources is
complex. It involves a mix of licensing agreements, affiliation or member-
ships, and subscription and use fees. Nevertheless, the fact that such material
is available on the Internet and thus not restricted to a single location is a
great boon to access. The technical complications, however, actually limit
access more severely than the location. If a would-be user is not part of an
academic institution or an agency that subscribes to an electronic publica-
tion, for example, access will be denied or at least restricted without the direct
payment of a fee to the publisher for each article.

It is clear that the convergence of strong technologic and economic forces
is changing publication practices, patterns, and formats. It is also clear that
more print publications will move to various forms of online availability,
either exclusively or in conjunction with print analogues. What is less clear
is who will have more access and who will have less, and who will pay for
what level of access at what point in the process.

The developments are changing the way that scientific information is dis-
seminated. A case in point is PubMed Central, which is based on the idea that
scientific research, especially research that is funded by public dollars, should
be freely accessible to all who need it.4 Such a resource requires fundamental
changes in the ownership of information and in the roles of authors and pub-
lishers. At the same time, it takes advantage of the promise of networking
technology to increase access to knowledge for all.

Searching Knowledge Resources

Imagine that you are responsible for community health assessment in a local
public health agency. You attend a community meeting at which participants
express considerable concern that several children have recently been hit by
cars while crossing the streets or playing near driveways. Someone raises a
question about what has been done or could be done to prevent the incidents.
You are not sure, and you decide to locate information about such incidents.

But where do you look? For an increasing number of public health profes-
sionals—those with access to a computer and an Internet connection—the
easiest approach is probably a “quick and dirty” Web search. By the use of
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Google, a general Web search engine (http://www.google.com), you could
type “child pedestrian injuries” and retrieve over 21,000 Web pages of infor-
mation about such injuries. Results will vary according to the Web search
engine used because of differences in indexing methods and search algo-
rithms. How does a searcher, even a casual searcher, make sense of the re-
trieval of thousands of pages? An obvious technique is to ignore the large
number of sites retrieved, to assume that those listed first are likely to be most
relevant, and to scan the first few pages for the best of the limited lot. Such a
technique makes sense.

Although such general Web searching is both undeniably convenient and
instructive about what is “out there,” it has many limitations that make it
unreliable for a serious search. The major drawback is that the information
content of the Web pages retrieved may not be vetted by anyone. The onus of
evaluating the quality of the information provided is on the searcher: caveat
lector. In the area of public health practice and policy, this burden is not
trivial. It follows that sticking to known and trusted resources is a good way
to limit exposure to bad information. Fortunately, the Web sites of familiar
state and federal agencies—including the CDC, HRSA, and the Environmen-
tal Protection Agency (EPA)—relieve the public health researcher of the bur-
den of determining what information to trust.

Another way that a public health researcher can save time in an informa-
tion search to is use a site containing a Web portal—a selected and organized
compilation of links to other sites. For example, portals like those offered by
HealthWeb from the University of Michigan and HealthLinks from the Uni-
versity of Washington provide links to numerous health-related sites. If, as
another example, you needed to access information about child pedestrian
injuries, the CDC Web site provides an “injury” portal to the National Center
for Injury Prevention and Control (NCIPC).5

Although the Web provides access to a super-abundance of information,
there is a risk in over-relying on it. The danger is that casual searchers will be
lulled into a sense that if information cannot be located by use of a general
search engine on the Web, it must not exist. Of course, such is not the case.
Most science research reports and most of the public health knowledge base
are contained within special databases—special databases that may be acces-
sible on the Web but are not accessible through use of a general Web search
engine. Rather, a searcher needs to use search interfaces that are usually spe-
cific to a particular database to extract information from these databases.

In this section, we examine a number of these more specialized resources.
Many of them require little more than some time to learn the search syntax
and the other peculiarities of the interface to the database. In fact, there are
few barriers to a typical public health practitioner’s use of these resources. We
describe a comprehensive search approach and show how to use many of
these resources. The approach we describe, however, is one that a professional
librarian might use to conduct a fairly comprehensive search for the highest



358 Part III. Key Public Health Information Systems

quality of information available; it is unlikely to be used by a public health
worker. Nevertheless, the search process illustrates the use of key knowledge
resources in public health and demonstrates the activities involved in con-
ducting a serious search.

Finally, it is necessary to point out that, by its nature, public health infor-
mation is more difficult to locate than clinical information. Clinical informa-
tion, after all, is most often found in relatively few, peer-reviewed databases.
Public health information, on the other hand, spans a number of disciplines—
including biomedicine, the social sciences, law, and business—and it there-
fore necessitates broad-ranging searches in databases that are highly structured
(MEDLINE, from the National Library of Medicine, is an example) or else
largely unstructured. Moreover, public health information does not appear in
the form of the randomized controlled trials that form the gold standard for
clinical literature; in fact, such controlled trials are almost nonexistent in
public health.

Using Tools for a Search on the Topic of
“Child Pedestrian Injuries”
For illustrative purposes, we will use the topic “child pedestrian injuries” to
illustrate the complexities of a search for public health information. The key
databases for this topic are

• Biomedicine: MEDLINE, EMBASE, CINAHL (Cumulated Index to Nursing
and Allied Health Literature)

• Social Science: Sociological Abstracts, ERIC (Educational Resources
Information Center), PsycINFO

• Government: NTIS (National Technical Information Service), PAIS (Public
Affairs Information Service, NIOSHTIC (National Institute for Occupational
Safety and Health Technical Information Center)

• Transportation: TRIS (Transportation Research Information Service)
• Business: ABI Inform
• General: Dissertation Abstracts, Expanded Academic Index, full-text

newspaper databases

Access to such databases varies. Some are available at no charge on the
Web, such as MEDLINE from the National Library of Medicine. Others are
available to those who have an affiliation—for example, with a university—
or else privileges to use an academic library to conduct research. Still others,
such as EMBASE, are available only for a fee through a commercial search
service such as Dialog. The latter are usually accessed with assistance from a
librarian at a university or at a government agency.

Of course, the need to search numerous databases affects both the accuracy
and the reliability of the search. The problem is ameliorated somewhat by the
use of highly organized and indexed databases, in which professional index-
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ers assign subject headings from a controlled vocabulary after analyzing all
entries. Such headings make it unnecessary to include synonyms, spelling
variations, or equivalent conceptual terms in the search. For example, a search
of PubMed for articles that discuss the effectiveness of seat belts in prevent-
ing motor vehicle injuries can be accomplished by virtue of the fact that
PubMed provides “seat belts” as a subject heading. On the other hand, a
search in a database that does not provide subject headings might entail
considering such terms as “safety belt(s),” “seatbelt(s),” “booster seat(s),” “lap
belt(s),” “shoulder belt(s),” “seat restraint(s),” “car seat(s),” “restraining
device(s),” “safety harness(es),” and more.

It is often useful to conduct a keyword search of databases with no single
controlled language or of databases with little indexing. Such a search re-
trieves any citation, abstract, or full-text document that includes the
keyword(s). It is important to recognize, however, that keyword searching is
literal in that retrieval is based on word occurrence only and not on meaning.
Getting around this drawback requires a searcher to use synonyms, spelling
variations, and equivalent conceptual terms. A pleasing exception to this
requirement is a keyword search in PubMed (http://www.ncbi.nlm.nih.gov/
entrez/query.fcgi), which provides automatic linking of keywords to appro-
priate indexing terms. Still, the advantages of keyword searching include the
ability to search numerous databases with one search strategy. A disadvan-
tage is the impossibility of including every conceptual and textual variation
in a search—and losing search precision as a result.

It is important to remember that keyword searching is the only searching
available in databases that are not indexed and that the nature of a keyword’s
precision of meaning helps establish the difficulty of the search. For example,
the keyword “pedestrian” is relatively precise and singular: It has one very
precise meaning—a person on foot in a motor vehicle environment. There are
no significant synonyms and no second meanings of the term. Using this
keyword therefore makes the search relatively easy. On the other hand, a
search on a more difficult topic, such as effective interventions into injuries
from speeding, might include the use of multiple keywords, such as
“speed(ing)” and “speed limit(s).” Moreover, in many articles the terminol-
ogy is implicit—for example, an excessive speed such as 75 mph is men-
tioned in the article, and it is assumed that the reader will recognize the
velocity rate as an issue of speed. Finally, the terminology itself might differ
from one country to another; for example, in the United Kingdom and in other
European countries, speeding intervention is referred to as “traffic calming.”

Another problem in locating public health information is the lack of speci-
ficity in the conceptual “location” of the material. The concepts employed in
database searching were developed by the military in the 1940s. The search
terminology still reflects this history. A “hit” is the retrieval of relevant infor-
mation, and a “direct hit” refers to the retrieval of information that is an exact
match to the information need. The terms originally referred to the use of
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radar to locate a target, and a hit is most possible when there is a discrete
point in space where the target resides (i.e., a meeting of coordinates). It is
much more difficult to locate information when you are unable to find an
exact location, or when the information resides in more than one discrete
place. For example, in the field of clinical medicine, it is relatively easy to
locate articles concerning drug treatment options for tuberculosis. This infor-
mation can be found in a discrete space, grouped into a coherent category.
The search in PubMed would be “tuberculosis/dt” or tuberculosis with the
subheading of drug therapy. This search targets the appropriate set of infor-
mation, which can be further limited by language, publication year, random-
ized controlled trials only, etc. In public health, most topics occur on a
continuum rather than defining a discrete space.

For example, an effort to retrieve relevant information about effective in-
terventions in child pedestrian injury must address the following location
issues, or else information retrieval becomes increasingly difficult:

• End points to be measured or prevented might include death, broken bones,
head injuries, or any injury, regardless of the seriousness.

• Should the information retrieved focus on the drivers or the children? If
children, what age? Should it be preschool age, elementary school age, or
teenagers?

• What types of intervention should be examined? Should it be legal
interventions, educational interventions, or environmental modification
interventions, or all three?

• What research methodology is stringent enough for this study? Assuming
that there will be few, if any, randomized controlled trials, will case-control
studies be acceptable? Is there any room for qualitative methods in the
study? Are reports from newspapers and magazine articles acceptable?

In addition to the complications caused by the spread of public health
topics over many disciplines, yet another complication is that many of these
topics are couched in social science terminology rather than in a more sharply
defined clinical vocabulary. The terminology is, therefore, less specific and
more difficult to pinpoint. Of special concern in conducting database searches
is the use of “implicit” versus “explicit” information. For example, in the
topic of “injuries to child pedestrians,” the scenario is most often that a traffic
accident occurred. However, in many studies, this information is assumed,
rather than stated. Including the concepts of “crash” and/or “accident” will
therefore not retrieve all relevant information.

A Search Example: Data Sources
for Child Pedestrian Injuries
In this section, we will present an example of the use of certain knowledge-
based resources to locate information about the topic of child pedestrian
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injuries. We will discuss the nature of each resource used and the information
the resource can provide.

CDC Wonder

CDC Wonder (http://wonder.cdc.gov) provides a single point of access to a
variety of CDC reports, guidelines, and numeric public health data. Users
may log on either as anonymous users or as registered regular users. Being a
registered regular user entitles a searcher to save searches and to receive e-
mail from the system that provides notification of the search results that are
available. Figure 18.1 provides a view of the screen that a user would encoun-
ter in a search for information about child pedestrian injuries. Clicking on the
Injury Mortality Data link would provide the searcher with pedestrian death
statistics by state, by age, and by gender. For children ages 5–9, for example,
a searcher would learn that the death rate for pedestrians throughout the coun-
try was 1.21 per 100,000 in 1999.

PubMed

PubMed is the National Library of Medicine’s search service. It provides
access to MEDLINE and other NLM databases. MEDLINE is NLM’s premier
bibliographic database, covering a broad swath of biomedical and healthcare
topics. It contains bibliographic citations and author abstracts for more than
4,300 journals from the United States and 70 other countries, although the
emphasis of MEDLINE is on English-language journals. MEDLINE contains
more than 11 million citations, some as recent as the previous week and
others dating as far back as 1966. Conducting a search of PubMed on the
topic of child pedestrians could start with the entry of keywords, as follows:

pedestrian* AND children* AND (motor vehicles OR automobiles OR traffic acci-
dents OR accident prevention)

Note that the keywords pedestrian and children are both truncated, as indi-
cated by the use of the asterisk as a truncation symbol. The entry indicates that
pedestrian and children are root words. AND and OR are Boolean operators. The
AND is exclusive, limiting the search to only those documents in which all the
words connected by and in the search statement occur. The OR is inclusive; it
retrieves documents that contain any of the words linked by or in the search
statement. The parentheses indicate that all terms within must be searched first.
Figure 18.2 shows a screen obtained from the use of this search.

Motor vehicles, automobiles, traffic accidents, and accident prevention are all
subject headings in MEDLINE. By constructing a search statement in the manner
we have shown, a searcher could retrieve all documents that contain any of these
terms first; then, the entire set will be joined by pedestrian and children.

This search strategy retrieves 241 documents. A searcher may reduce the
number of documents retrieved by setting limits on the publication year or
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the publication type. Clicking on Limits at the top of the screen and then
choosing “randomized controlled trial” as a publication type reduces the set
to only four articles.

The National Guideline Clearinghouse

The National Guideline Clearinghouse (http://www.guideline.gov) is a pub-
lic resource for evidence-based clinical practice guidelines sponsored by the
Agency for Healthcare Research and Quality, the American Medical Associa-
tion, and the American Association of Health Plans. These guidelines are
defined as systematically developed statements designed to assist practitio-
ners and patients make appropriate decisions. Searching may be conducted in
three different files—disease/condition, treatment/intervention, and organi-
zation. All guidelines are available with a full summary, but many are also
available in full-text on-line. A search in this database for “pedestrian” re-
trieves three guidelines, one of which is available full-text from the database.
Figure 18.4 shows the search.

Sociological Abstracts

Sociological Abstracts provides access to sociology literature and related disci-
plines. It includes abstracts of articles selected from over 2500 journals, confer-
ence papers, dissertations, and sociology book abstracts. The database is published
by Cambridge Scientific Abstracts. Because it is not primarily a health-related
database, the search strategy for a health topic can be broad without fear of
returning too many irrelevant hits. Searching with the terms “pedestrian* and
child” returns just six articles. One is entitled “The urban environment and child
pedestrian and bicycle injuries: Interaction of ecological and personality charac-
teristics.” This article, by Christopher Bagley, appears in the Journal of Commu-
nity and Applied Social Psychology (1999;2:281–289). From the title alone, it
appears that this article is highly relevant to our search. But note that the journal
is not indexed in MEDLINE; therefore, limiting the search to MEDLINE would
not have turned up this information. Sociological Abstracts is provided at no
charge at many universities; it is also available commercially through such data-
base vendors as Dialog.

PsycINFO

PsycINFO, published by the American Psychological Association, provides bib-
liographic coverage of 1,300 psychology journals in addition to bibliographic
coverage of a variety of books, dissertations, and technical reports. It is espe-
cially relevant for injury prevention materials because of its emphasis on psycho-
logical skills and effective safety training. PsycINFO uses “pedestrian accidents”
as a subject heading. The following search, performed in PsycINFO, retrieved 50
relevant documents published in the 1998–2000 time period:

pedestrian accidents (subject) and child* (keyword)
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A number of the articles retrieved by this search strategy are in journals not
indexed by MEDLINE—for example, “Characterization and prevention of child
pedestrian accidents: An overview,” authored by J.P. Assailly and appearing in
the Journal of Applied Developmental Psychology (1997;18:257–262).

National Technical Information Service

National Technical Information Service (NTIS) provides bibliographic cov-
erage of government documents, research reports, journal articles, and data
files for sale by NTIS. It provides many unique documents not available in
other databases. Each record may be found on microfiche at depository librar-
ies or may be purchased directly from NTIS. A search in this database using
keywords “child” and “pedestrian” retrieved numerous relevant documents
not available in other databases. One example is “Epidemiology of injuries
in Hispanic children; phase two,” by P. Agran and D. Winn. The study was
performed by the University of California at Irvine and sponsored by the
National Center for Injury Prevention and Control. A case-control study of
pedestrian injuries was utilized to identify risk factors for pedestrian injury
among Hispanic children, resulting in development, implementation, and
evaluation of a research-driven community pediatric pedestrian inter-
vention.

A Second Search Example: Locating Chemical/
Environmental Health Information

A second example of a search will focus on chemical/environmental health
information, which is of interest to consumers as well as to public health
practitioners. A major source of information about this subject is TOXNET
(http://toxnet.nlm.nih.gov), a cluster of databases covering a range of toxi-
cology, hazardous substances, and environmental health topics. All of these
databases are available via the Internet from the National Library of Medi-
cine at no charge. This source provides full-text information—a document in
its entirety rather than a citation and an abstract that refers to a specific
document that may be available only in print.

The following search example will illustrate one possible use of these
databases:

Assume that an environmental health specialist in Los Angeles has heard
about the dangers of 1,1,1–trichloroethane and needs to know more about the
chemical in order to determine whether it is present to the community at
dangerous levels.

Once on the Internet, the specialist connects to TOXNET and selects the
Toxic Release Inventory database for the reporting year 1999 (the most recent
available.) The TRI is a database that provides information about estimated
releases in the environment of many of the toxic chemicals. TRI is searchable
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by chemical name or by CAS (Chemical Abstracts Service) registry number,
facility name(s), facility location (by state, city, county, or zip code), or amount
of release. Figure 18.5 shows the TRI search screen.

Searching TRI for 1,1,1–trichloroethane in Los Angeles retrieves two
records. It is also possible for our specialist to restrict the geographic area of
concern further through a search of Los Angeles by zip code. On the page
listing the records, an icon permits a searcher to perform calculations on the
records in order to derive total calculations for environmental releases and
off-site waste transfer. According to this information, all the environmental
release is air release, rather than water, land, or underground injection. Figure
18.6 shows the screen containing the calculations.

The Hazardous Substances Data Bank

Having located information about the industrial release of 1,1,1–
trichloroethane via TOXNET, our specialist now consults the Hazardous Sub-
stances Data Bank (HSDB), a scientifically peer-reviewed database containing
full-text information on human and animal toxicity, safety and handling,
environmental fate, and governmental regulation. HSDB is an excellent source
of information about the chemical of interest. A search of HSDB provides the
screen shown in Figure 18.7.

It is always easier to search HSDB by CAS number, a unique identifier that
obviates a search through myriad records.

The HSDB record for 1,1,1–trichloroethane describes two major forms of ex-
posure: (1) industrial solvent exposure and (2) exposure of adolescents from
sniffing glue. The record indicates that there is no conclusive evidence of carci-
nogenicity from exposure to the chemical; however, exposure does cause central
nervous system depression that ranges from headaches and lightheadedness to
coma and death. The estimated daily intake of the chemical from air is 0.110 parts
per billion (ppb)—0.420 ppb in urban/suburban areas and 1.20 ppb in source-
dominated areas. The “Human Health Effects” section of the record details the
expected symptoms at various exposure levels. The regulations regarding expo-
sure limits appear in the “Environmental Standards and Regulations” section as
well as in “Occupational Exposure Standards.”

Our search for information about 1,1,1–trichloroethane is over.

Document Delivery and Library Services

Prior to the mid-1990s, all of the resources we have identified were more
difficult to access and use. Searchers often had to have specialized, client-
side software to search the databases and master arcane search languages. In
addition, it was necessary for searchers to establish accounts, dial, and pay for
modem-mediated, dedicated communication networks. Obviously, a searcher
of these databases had to be highly motivated.
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Since then, the rapid spread of the Internet has fueled a transition of these
resources to easily accessible Web-based tools. Now, with a computer and an
Internet connection, a user can access these resources at any time from any
location, often without having to establish accounts and pay access charges.

This technological advance has had profound implications for access and
use. Using these resources prior to the Internet required overcoming barriers
of time, skill, and cost, effectively limiting use to librarians and some re-
searchers and educators who either did not have librarian support or needed
to search directly. The point is that very few practitioners were searchers of
these resources. Now, the barriers to practitioners have been greatly lowered.

Still, the result of a database search today may be a set of citations and
abstracts. The search phase may be complete, but finding answers to ques-
tions may not be. In fact, finding those answers may require obtaining copies
of the identified articles, chapters, or reports. How does a searcher obtain
those copies? Unfortunately, there is no single, simple answer. For one thing,
it depends on the source of the information.

For example, the National Library of Medicine’s PubMed offers an inte-
grated document-ordering feature. The feature is known as Loansome Doc.
Following the Loansome Doc screens, a searcher is instructed to contact a
Regional Medical Library (1-800-338-7657 or http://www.nnlm.gov) for a
referral to a library that will provide this document delivery service. Fees and
other terms of service will vary by provider. The Regional Medical Library
(contact information given above) can provide more details.

However, there are no services similar to Loansome Doc available through
the other databases referred to in this chapter. The ready availability of docu-
ments from the National Library of Medicine (NLM) is a result of NLM’s
dedication to ensuring that these information services are available to health
professionals throughout the country. As part of this effort, NLM has fostered
the development of a national network of libraries that together provide the
Loansome Doc service.

However, there are many document suppliers that can deliver copies of
articles identified from searches of multiple databases in many different dis-
ciplines, usually for a fee. A directory of suppliers with links to their Web
sites can be found at http://www.library.vcu.edu/docsup. In addition, state
and local public libraries can usually obtain copies of journal articles and
books through interlibrary loan. This service is usually free for registered
users of the library system. There is a trade-off between using commercial
suppliers and using public libraries: The commercial supplier will cost in
dollars but not in time to deliver the item; the public library may not cost in
dollars but will most likely take more time to deliver a document.

Services other than document delivery that may be of interest to a public
health worker are database searching, search consulting, and search training.
Asking a librarian about the availability of these services can be useful. Pub-
lic health practitioners can contact the area Regional Medical Library for a
referral to libraries that provide these services.
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From Research to Practice: Putting
Knowledge-Based Information to Work
Knowledge-based information has been defined as “information derived from
the professional literature of the field.” Technically, evidence-based medi-
cine (from which evidence-based public health practice has evolved) includes
clinical expertise and information about a particular patient as well as the
pertinent professional literature. However, this comprehensive view of evi-
dence-based medicine is not usually reflected in practice. In most discussions
and/or literature about evidence-based medicine, clinical expertise and pa-
tient information are largely ignored, leaving the professional literature as
the primary component of evidence-based medicine. In such a typical situa-
tion, knowledge-based information and evidence-based medicine become
largely synonymous.

Systematic reviews and meta-analyses are research methods at the high
end of the knowledge-based resources. Systematic reviews in clinical medi-
cine were originally summaries of relevant randomized controlled trials (RCTs)
performed in a systematic way so that other researchers could duplicate the
results. However, because there is a paucity of RCTs available in many clini-
cal areas and almost none available in public health areas, systematic reviews
employ the best external evidence available: RCTs when possible, and com-
parative studies or primary studies when no RCTs exist. Meta-analyses are
systematic reviews that employ a quantitative method to summarize results.
Both originate with population-based studies. The application of popula-
tion-based studies to individual patient care seems less appropriate than their
application to the health of society at large, or the public health arena.7

Both knowledge-based and evidence-based resources are being increas-
ingly applied to the public health field. Their usefulness in maintaining and
improving the health of populations is intuitive but difficult to demonstrate,
given the fuzziness and complexity of relevant information. Policy formula-
tion is an area where this type of information support could be essential. For
example, in a systematic review exploring the effectiveness of driver educa-
tion as an intervention in motor vehicle crashes, the review’s authors found
that there is no evidence that this education is effective in reducing crash
involvement.8 They recommend that schools and communities consider other
options, such as graduated licensing. In another article in the same supple-
ment, a comparable review found graduated licensing to have some effective-
ness as an intervention in adolescent driving.9 Driver education has been a
mainstay in high schools in this country for many years, reflecting a huge
financial and philosophical investment, but in this example of the applica-
tion of knowledge-based and evidence-based information, the investment
appears to have provided little payback.

There are many other examples of public health policies that are rooted in
belief rather than evidence. As budgets tighten, and pressure for increased
accountability mount, it becomes more important to put into practice those



374 Part III. Key Public Health Information Systems

policies that show strong evidence of their effectiveness. Applying the evi-
dence to policy and practice—using knowledge-based information—is a nec-
essary step toward accomplishing this goal.

Questions for Review

Questions 1–10 are based on the following short case:
You are a public health specialist interested in securing information about

the incidence of AIDS in children ages 0–6 in the United States and how these
children receive treatment. You have access to the Web at your workplace.

1. List some of the end points, focus issues, and types of intervention you
might want to guide your search.

2. Explain how you would conduct a search of gray literature on the Internet
and why this literature is not always inclusive, accurate, and reliable.
What is the central paradox relating to the accessibility of this literature?

3. Your general search engine search of the Internet turns up more than 800
hits on the topic of children with AIDS and the treatments used. What
technique would you use to limit the number of hits you need to review?

4. Assume that you find a Web portal regarding AIDS in children on one of
the Internet sites you locate by use of a general Internet search engine.
Explain what this portal is and why it might provide access to information
relevant to your search topic.

5. Explain how you might use CDC Wonder to obtain relevant information.
How could you limit your search to obtain relevant information only on
children?

6. Explain how you would frame a keyword search to limit your search of
databases with no controlled indexing terms.

7. Explain the advantage of using PubMed in your search.
8. How would you conduct a search of the National Guideline Clearinghouse,

a search of Sociological Abstracts, a search of PsycINFO, and a search of
the National Information Technical Service?

9. In your search of the Internet by use of a general search engine, you find
references to several articles whose titles seem relevant to the purpose of
your search, but the articles themselves are not available in full text on
the Internet. Your public health organization does not currently have a
membership in or an affiliation with an organization that can provide you
with these copies.
a.  Explain your options for obtaining hard copies of these articles.
b.  What are the trade-offs involved in making your choice?

10. You decide that you need help in database searching, search consulting,
and search training in order to conduct your search. How would you go
about identifying the availability of these services?
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Part IV
New Challenges, Emerging Systems

Introduction

In Part IV, we examine many of the challenges that public health informatics
specialists and, indeed, all public health practitioners face. We also take a
look at several of the systems that are emerging to provide public health
practitioners with fast access to critical information.

In Chapter 19, Denise Koo, Meade Morgan, and Claire Broome explore
one of the new challenges facing public health: collecting data in such a way
as to accommodate the needs of users within a variety of systems. After a
discussion of the need for data in public health, the authors explore the cur-
rent situation in data collection with regard to public health surveillance.
They proceed to discuss several motivators for change in data collection,
including the unsatisfactory nature of the ubiquitous stovepipe categorical
systems, the deficiencies of current systems, mounting concerns about secu-
rity and confidentiality, and the opportunity to transform the practice of pub-
lic health. After a discussion of enablers of change in data collection, including
the Internet, the authors conclude with a discussion of the National Elec-
tronic Disease Surveillance System (NEDSS) as an example of the new direc-
tions that public health data collection must follow.

In Chapter 20, Robb Chapman discusses another challenge facing public
health—finding means to access data quickly and easily. First tracing the
forms and the history of data access, Mr. Chapman focuses on present-day
considerations for building public health data access systems, including
choosing a suitable architecture and capitalizing on the promise of the data
web as an access mechanism. He also cautions against over-reliance on the
Internet as a data access tool.

In Chapter 21, Carol L. Hanchette provides an introduction to geographic
information systems (GIS) as tools for organizing and displaying data. Using
numerous examples of the utility and versatility of GIS, she discusses GIS
functionality in the public health setting. She also provides an extensive
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discussion of implementing and using GIS systems—on small, departmental,
and enterprise-wide scales. Dr. Hanchette addresses many of the issues associ-
ated with GIS—personnel and training issues as well as social/institutional
issues such as confidentiality, security, agency coordination, and organiza-
tional politics. After a discussion of both the limitations and the lessons to be
learned from GIS experience, she concludes the chapter with a discussion of
the implications of emerging technologies, including the Internet, for GIS
development and use.

In Chapter 22, Robert W. Linkins focuses on immunization registries as
tools for increasing immunization rates in the United States and for effecting
a reduction in the rates of morbidity and mortality attributable to vaccine-
presentable disease. After providing a definition and a developmental history
of such registries, Dr. Linkins focuses attention on the national Initiative on
Immunization Registries and its purposes. In particular, he discusses the rec-
ommendations of the National Vaccine Advisory Committee with regard to
several registry issues: protecting the privacy of individuals and the confi-
dentiality of information, overcoming technical and operational challenges,
ensuring recipient and provider participation, and determining the resources
needed to develop and maintain immunization registries. Dr. Linkins cites
statistics that demonstrate the efficacy of immunization registries and points
out their dependence on the development of integrated health information
systems.

In Chapter 23, William A. Yasnoff and Perry L. Miller discuss yet another
kind of emerging systems, decision-support and expert systems. To illustrate
both the complexity and the utility of such systems in public health practice,
they provide an example of the use of decision-support systems in childhood
immunization forecasting. Through coverage of IMM/Serve, they discuss such
design issues as encoding in various forms of knowledge and knowledge
representation; the system development process; testing such a system both
manually and through automated tools; implementation; local customization;
and maintenance. They conclude the chapter with a discussion of system
development strategies, including criteria that can be used to determine the
desirability of decision support and expert systems.

Part IV ends with Chapter 24, in which Larry L. Dickey and John D. Piette
focus on the delivery of preventive medicine in primary care through infor-
mation technology. Among the tools that they discuss are the electronic medi-
cal record, the comprehensive risk assessment, and interactive voice response
systems for preventive care assessment. The authors also discuss the use of
information technology for preventive care service delivery, for preventive
care reminders, and for preventive care auditing. They point out that, al-
though information technology is unlikely to replace the health-promoting
relationships of primary care clinicians with their patients, it holds promise
of promoting public health and preventing disease much more effectively
and efficiently than ever before.
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Learning Objectives

After studying this chapter, you should be able to:

• Describe the current situation in public health with respect to data collection
and data sharing, as indicated by public health surveillance systems.

• List and discuss the factors that are providing the motivation and the
opportunity for public health practitioners to move to developing and
using systems that provide for integration of public health systems and
healthcare systems and that permit efficient, effective sharing of data across
system boundaries.

• Discuss the characteristics of the data collection and surveillance systems
of the long-term future in public health.

• List some of the barriers and requirements that public health must address
in developing the ideal health information systems of the long-term future.

• Describe the Centers for Disease Control and Prevention’s National
Electronic Disease Surveillance System as a model for future public health
systems, including its short-term and long-term objectives.

Overview

The current challenges to public health in collecting, analyzing, and sharing
data necessary to promote the health of the population is exemplified by the
current inefficient systems used for public health surveillance. Current data col-
lection systems lack interoperability, speed, and comprehensiveness, among other
deficiencies. In part, these inadequacies are products of distinct funding streams
and a compartmentalized approach. Yet, many forces now at work are motivating
public health and the healthcare system in general to move toward an integrated,
efficient, and comprehensive approach to the collection of data important to
public health. These forces include recognition of the deficiencies of current data
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collection and data sharing systems, interest in acquiring new data, the continu-
ing proliferation of systems at all levels, concerns about security and confidenti-
ality, and the opportunity to transform the practice of public health. Such enablers
of change as public policy and the multiple developments in information tech-
nology are also driving the effort. A new public health initiative, the National
Electronic Disease Surveillance System (NEDSS), is a primary example of the
long-term vision of data collection and data sharing in public health. NEDSS’s
long-term vision is of complementary, interoperable electronic information sys-
tems that permit automatic gathering of health data from a variety of sources on
a real-time basis, facilitating the monitoring of the health of communities, assist-
ing in ongoing analyses of trends in and detection of emerging health problems,
and providing information for setting public health policy. Although that long-
term vision faces numerous barriers to and requirements for its realization, the
comprehensive, as opposed to disease-based, approach used by NEDSS exempli-
fies the electronic capture and sharing of information between the healthcare
system and public health that will move the United States toward data collection
systems that will support public health practice in the 21st century.

Introduction: The Need for Data in Public Health

The mission of public health is to promote the health of the population. The
emphasis of this mission is often on prevention, especially primary preven-
tion, rather than on treatment. Public health practitioners are interested in
intervening as early as possible in the causal pathway of disease or disability,
preferably before the manifestation of disease. Thus, for the public health
professional, areas of interest or study include factors in the pre-exposure
environment (including air quality, poverty, access to health care, education
status) and the presence of hazardous agents (whether chemical or biologi-
cal), behaviors, and exposures. In addition to collecting data on these deter-
minants or risk factors for disease, public health officials monitor the
occurrence of health events/conditions and deaths, as well as the activities of
the healthcare and public health systems and their effects on health. Together,
these data enable public health officials—in collaboration with policy mak-
ers—to arrive at informed decisions about the most effective mechanisms for
intervention. Because the most appropriate data sources vary for a given
problem or disease, public health professionals frequently must combine in-
formation from multiple, usually incompatible systems and sources to obtain
a more inclusive and accurate depiction of the problem—for example, to
arrive at an accurate estimate of incidence, to determine the prevalence of
behavioral or environmental risk factors, and to ascertain the availability and
use of preventive services related to the disease or condition. Usually, the
various systems from which public health professionals derive the necessary
information do not communicate with one another, nor do they connect with
systems operated in the healthcare industry.
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Yet, if public health is to address such continuing future problems as dis-
ease prevention and control, and if it is to deal with future public health crises
in a fast and effective way, it must have quick and comprehensive access to
data across system boundaries—access that ties together public health sys-
tems at the federal, state, and local level, and access that integrates public
health and healthcare industry systems. The vision of public health systems
of the future is very different from the reality of public health systems of
today. This chapter will discuss the forces that are driving public health to
develop and implement integrated systems that will enable practitioners to
acquire and share information quickly. It will also present a vision of the
future of public health information systems, including the new directions, as
exemplified by the NEDSS and the barriers to and requirements of such sys-
tems, as well as some strategies for attaining this vision.

The Current State of Public Health Surveillance

Public health surveillance is defined generally as the ongoing systematic
collection, analysis, and interpretation of health-related data for use in the
planning, implementation, and evaluation of public health practice.1,2 Sur-
veillance is a key data-driven activity of public health. The Centers for Dis-
ease Control and Prevention (CDC) recently conducted an inventory of all its
public health information systems, identifying 120 surveillance systems in
use at CDC, of which 71 were used by or exchanged data with partners in state
and local health departments (unpublished data). These systems use data
from various sources, some of which are collected from healthcare providers,
laboratories, individuals, or directly from medical records and birth and death
certificates explicitly for surveillance purposes. Other systems make second-
ary use of existing administrative data, such as hospital discharge data or
workers’ compensation or other insurance data, for surveillance. Methods of
data collection vary, but traditionally they have consisted largely of paper
reports that are either mailed or faxed or of telephone reports. Figure 19.1
presents a sample state case report form that is characteristic of the paper
reports existing today.

In some instances, public health officials conduct resource-intensive chart
review with an abstraction form, and attempting to use administrative data
frequently requires them to wait for the availability of unwieldy, difficult-to-
use data tapes from the primary source.

This current situation is exemplified by the schematic in Figure 19.2, which
depicts several of the existing surveillance information systems, their data
sources, and information flows.As is clear from CDC inventory results and
from this figure, CDC programs provided with funding by Congress for the
surveillance, study, and control of specific diseases—for instance, for tuber-
culosis (TB), sexually transmitted diseases (STDs), acquired immunodefi-
ciency syndrome (AIDS), and lead exposure—employ independently
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developed disease-specific computer applications for use at the state (and
sometimes local) level for the collection, entry, and analysis of surveillance
data, and for transmission of data to CDC. The distinct funding streams, the
mechanisms for delivering clinical care and health services, the partners and
data sources (e.g., STD program managers and clinics for STDs, TB program
managers and clinics for TB, and clinical laboratories for blood lead lev-
els)—all promote such independence. Some examples of these systems for
infectious diseases, depicted in the figure, include the human immunodefi-
ciency virus/AIDS reporting system (HARS), the Sexually Transmitted Dis-
ease Management Information System (STD-MIS), and the Surveillance System
for Tuberculosis (SURVS-TB), now replaced by the Tuberculosis Information
Management System (TIMS). Examples of such systems for other conditions
include the Adult Blood Lead Epidemiology and Surveillance program
(ABLES) and the Childhood Blood Lead Surveillance System.

These systems have played an important role in standardizing data collection
and reporting across the nation for their respective diseases. As such, they pro-
vided, and continue to provide, information that is crucial to public health prac-
tice. However, a crucial shortcoming of these systems is that they are not
horizontally integrated. The variables common to multiple systems, classifica-
tion and coding schemes, user interfaces, database formats, and methods for trans-
mitting or analyzing data are not standardized and/or cannot be reused. Most of
these applications do not allow the import or export of data. Personnel at local
and state health departments are required to use multiple, incompatible applica-
tions to enter and analyze data; data cannot easily be exchanged, linked, or
merged by different programs (e.g., notifiable disease reports and laboratory re-
ports of isolates) or be used to evaluate problems by person (e.g., co-morbid
conditions or later occurrence of a second disease) over time and geographic
area. As the sophistication of local and state health departments in computing
and information management and the need to exchange and use electronic data
have increased, the shortcomings of the initial uncoordinated and unstandardized
efforts to computerize surveillance have become apparent.

Motivators for Change

Yet there are forces at work that are compelling the public health system to
make changes in the approaches and systems for collecting data. These forces
include the inefficiencies of current stovepipe categorical systems, the defi-
ciencies of current systems in general, a growing interest in acquiring data
from new sources, the proliferation of information systems in the public health
industry, concerns about the security and confidentiality of health informa-
tion, and the opportunity to transform the practice of public health in gen-
eral. In addition, certain enablers of change, including federal law and
developments in information technology, are driving public health toward
making changes in data collection systems.
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Stovepipe Categorical Systems
This disease-based approach to prevention and control, with its accompanying
disease-specific surveillance information systems, has made it more difficult for
state and local health departments to assess the diseases and health problems in
their communities efficiently. In order to evaluate the overall health of their
jurisdictions, local and state health officials must use and access multiple infor-
mation systems. For example, maternal and child health programs cannot easily
access data in the independent surveillance information systems for monitoring
childhood lead poisoning, asthma, and vaccine-preventable diseases. It was clear
by the mid-1990s that a more efficient, nonduplicative change in the approach to
conducting public health surveillance and to building information systems to
support these activities was needed.3,4

Deficiencies of Current Systems
In addition to the need for efficiency, there are other key motivators for a change
in approach. Current surveillance systems generally capture only a fraction of
cases, in a delayed and labor-intensive fashion. Underreporting to public health,
particularly from physicians, has been well documented.5–10 Many providers do
not know how or to whom to report diseases, or else they believe that disease
reporting is a burden that detracts from their clinical responsibilities. Few
healthcare providers understand the importance of public health surveillance,
the role of the provider as a source of data, and the role of the health department
in response. As well, some of these surveillance systems are more targeted at
specific sites, such as STD clinics, thus limiting the completeness of data when
patients are not seen and treated at such specialized clinics.11 Data in these sys-
tems are also frequently delayed,12–14 in part because of the burdens of reporting
and duplicative data entry on participants either in the healthcare system or at the
local or state health department. There are also substantial delays and challenges
in obtaining and using final hospital discharge data or data from other sources for
secondary use for surveillance.15–17

Interest in Acquiring New Data
Interest in acquiring new data is also driving public health toward the devel-
opment of more efficient and effective data collection systems. Public health,
after all, will benefit by collecting more timely and complete data not only
from current data sources, but also from new sources. Highly critical is the
need for more information for public health—for example, data useful for
detecting bioterrorist events and emerging infectious diseases. In the past,
public health has designated specific conditions or syndromes as important
for notification to public health. However, concerns about bioterrorism and
the relative uncertainty about the exact biological or chemical agent that a
terrorist will choose to use as a weapon give rise to an interest in capturing



386 Part IV. New Challenges, Emerging Systems

somewhat less specific data in a more timely fashion, such as collecting “real-
time” data on the occurrence of suspicious respiratory syndromes (i.e., pos-
sible early anthrax, plague, smallpox, or tularemia) in order to generate a
more rapid and effective public health response.18 Early access to these data
in electronic format, as they are entered, is highly desirable. For a more effec-
tive public health response to bioterrorism or to other, less urgent problems, it
is also anticipated that new data sources, such as emergency room or prescrip-
tion or over-the-counter pharmacy data—or even, potentially, school absen-
tee or 911 call data—may supply useful information. Many of these data may
not provide detailed information about the persons involved, but their timely
availability may signify important trends that lead to earlier detection and
response to a public health problem.

The Proliferation of Information Systems
The increasingly widespread use of information systems, both at the state and
local health department as well as in medical and other information systems,
provides another motivator for a change in approach to collecting data for public
health. Many state and local health departments have developed systems to meet
a range of internal data needs. These departments wish to simplify reporting to
CDC programs by using a single electronic approach—for example, by secure
Internet transmission—and without re-entry of data into CDC systems. This prob-
lem is even more pressing at the most common primary data sources, the informa-
tion systems of the healthcare provider or the laboratory. It would be unrealistic
to expect that the healthcare system would use, in addition to its own information
systems, multiple freestanding public health information systems built to meet
the needs of a particular federal program. Thus, the increasing sophistication of
both the healthcare system and the public health system underscore the need for
an integrated approach to gathering public health data from key primary data
sources, an approach that facilitates capture and use of data that are already in
electronic form. Such an approach will, of necessity, also acknowledge the inter-
dependence of the public health and the healthcare systems and improve the
efficiency of systems to support both.

Concerns about Security and Confidentiality
Even a discussion of direct electronic access to clinical data and of integra-
tion of public health systems with healthcare systems heightens the concerns
of consumers about the security and confidentiality of their personal data. In
reality, the use of electronic information systems actually provides an oppor-
tunity to improve the security and confidentiality of medical data.19 After all,
a definition of security includes the technological, organizational, and ad-
ministrative processes designed to insure that only authorized persons access
data systems. It is widely acknowledged that the technology exists for mark-
edly improved security and protection of electronic health information, and
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the National Research Council (NRC) has made recommendations for how to
insure such security.20 Several institutions have collaborated to demonstrate
the feasibility and efficacy of an approach that incorporates these recommen-
dations.21 Nationally, security standards for health information systems that
closely follow the NRC recommendations are under development as part of
the Health Insurance Portability and Accountability Act. In addition, given
the general public’s concerns about privacy and confidentiality, CDC has
developed agency-wide Internet security standards and a secure Internet pipe-
line for transmission of data (described further below) that are consistent with
the NRC recommendations for security of health-related data. It is hoped that
these standards will eventually facilitate secure electronic exchange of ap-
propriate data between public health and the healthcare system.

The Opportunity to Transform the
Practice of Public Health
The closer integration of public health and the healthcare system and the
timely capture of data at its origin will provide unprecedented opportunity to
transform the nature and practice of public health. Elimination of repeat data
entry or manual data transcription reduces the opportunities for mistakes,
thus hopefully leading to improved data quality, or at least the ability to
determine the specificity and quality of the data directly. And direct capture
of clinical or other data for public health purposes means that public health
will not simply conduct surveillance as it always has, only a bit faster and
with slightly more data; rather, this new, integrated approach will provide
public health with the opportunity to use new methods of detecting public
health problems sooner than before, facilitating earlier identification of per-
sons at risk and more timely interventions.

Enablers of Change

Accompanying the motivators of change that we have discussed are certain
developments that enable that change. These developments include shifts in
public policy and innovations in technology.

Policy: The Health Insurance Portability and
Accountability Act (HIPAA)

Standards for exchanging electronic data are the critical glue for improving
the sharing and use of health information among systems. In 1996, the US
Congress passed the Health Insurance Portability and Accountability Act
(HIPAA) (P.L. 104-191), which—at the request of healthcare providers and
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the industry that finances health care— contained provisions for administra-
tive simplification. It mandated the development, implementation, and use of
standards for exchanging financial and administrative data related to health
care. These provisions required the Secretary of the Department of Health and
Human Services (DHHS) to adopt national uniform standards for electronic
transactions related to:

• health insurance enrollment and eligibility, healthcare encounters, and
health insurance claims;

• the establishment of identifiers for healthcare providers, payers and
individuals, as well as code sets and classification systems used in these
transactions; and

• security of these transactions.

Rules for all of these have been published (except the rule for the indi-
vidual identifier, which has been delayed until appropriate privacy protec-
tions are in place), and HHS has adopted final rules for transaction standards
and code sets. (For up-to-date information about the status of these standards,
see the Administrative Simplification page on the DHHS Web site, available
at: http://aspe.os.dhhs.gov/admnsimp.) Anyone who conducts these transac-
tions electronically will be required to use these national standards, which
are largely based on existing private sector data standards and include input
from standards development organizations, the healthcare industry, and state
and local government.

Agreement on standards is particularly challenging because of the diverse
needs of the groups who record and use health information, including provid-
ers, payers, administrators, researchers, and public health officials. Most of
the coding systems or standards proposed for HIPAA have been designed for
business purposes, not to facilitate the assessment of the quality of health
care or other data needs of public health.22 However, HIPAA has provided the
impetus for various standards development organizations (SDOs) and termi-
nology and coding groups to work collaboratively to harmonize their sepa-
rate systems23 (see also http://www.hipaa-dsmo.org). For example, two American
National Standards Institute (ANSI)-accredited SDOs, the Accredited Stan-
dards Committee X12N (http://www.x12.org)—which has dealt in the past
principally with standards for health insurance transactions—and Health Level
Seven (HL7, http://www.hl7.org)—which has dealt with standards for clinical
messaging and exchange of clinical information within healthcare institu-
tions (e.g., hospitals)—have collaborated on a standardized approach for pro-
viding supplementary information to support healthcare claims. The payer,
billing, and clinical arenas had traditionally remained separate from their
respective standards organizations.

Until recently, public health agencies had not worked closely with SDOs
such as X12 or HL7, nor with clinical coding systems. Thus, neither healthcare
information systems nor public health information systems took into account
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approaches that would facilitate public health surveillance, such as elec-
tronic transmission of laboratory data directly to public health agencies, use
of medical codes designated by public health as relevant, capture and coding
of behavioral or environmental risk factors in the medical record, or the re-
cording of race and ethnicity or educational background with the enrollment
of a patient.

But such approaches are necessary to the development of integrated data
systems for public health. Such systems require a clear definition of public
health data needs and the sources for these data, consensus on data, and
communications standards—to facilitate comparability and exchange of
data—and policies to support data sharing while preserving data security,
along with generation of mechanisms and tools for accessing and disseminat-
ing data in a useful manner. Public health practitioners, through the activities
of the NEDSS initiative (described below) and the Public Health Data Stan-
dards Consortium—which includes public health and health services research
interests (http://www.cdc.gov/nchs/otheract/phdsc/phdsc.htm)—are attempt-
ing to improve the utility and re-usability of data captured in clinical systems
for population-based health. It is also expected that the re-usability of clini-
cal data will facilitate the ability to measure and improve the quality of care,
patient safety, and clinical cost-effectiveness, and address other issues of
concern to those involved in health care as well as in public health.

Information Technology
Another enabler of change in data collection appears in the form of recent
changes in technology. These changes provide new opportunities for data
collection and analysis and will facilitate the transformation of public health
surveillance in this country. The innovative technologies will (1) allow more
timely and secure reporting of public health data; (2) reduce the burden of
reporting on healthcare providers; (3) facilitate receipt of easily utilized data
at already overworked public health agencies; and (4) provide access to data
across governmental and political boundaries—while at the same time en-
forcing appropriate privacy and confidentiality restrictions on the sharing of
information. Table 19.1 summarizes the changes in information technology
that we will discuss.

The Internet
The first and most important of these new technologies is the Internet. The
Internet will affect both the collection and dissemination of data. First, it will
enable more rapid collection of data from healthcare providers and infection
control professionals, allowing them to report data directly to local and state-
based public health computer systems by use of only an Internet-connected
computer with a Web browser, rather than filling out a piece of paper and
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faxing or mailing it. Second, public health decision makers will also be able
to access and analyze data through the Internet and a browser, in turn provid-
ing these decision makers access to more timely information about emerging
public health problems. Also, as laws regarding confidentiality and the use of
health-related data are refined at the state and local levels, Internet access to
these systems will allow staff to retrieve data at appropriate levels of detail
from their own jurisdictions and to compare and monitor data regarding pub-
lic health problems in neighboring areas as well. In anticipation of increased
use of the Internet for public health surveillance (as well as for other activi-
ties), state and local health departments are being equipped with secure
Internet access as part of the US national Health Alert Network (HAN).18

Extensible Markup Language (XML)
A new technology closely tied to the Internet is the Extensible Markup Lan-
guage (XML, see http://www.w3.org/XML/). XML will provide a more flex-
ible method of transferring data from information system to information system.
Properly constructed and standardized XML documents will provide not only
public health data, but also the information that permits these data to be used
in the appropriate context. For example, XML documents could contain, in
addition to raw disease indicators and rates, standardized descriptions of the
sources of the data, how they were collected, and their reliability. Such infor-
mation will allow public health professionals to better interpret the informa-

TABLE 19.1. Changes in information technology enabling changes in data collection

Changes in Information Technology Expected Impact

The Internet • Will enable more rapid data collection and

analysis by use of only an Internet-
connected computer with a Web browser;
will  also enable comparisons across
systems and levels.

Extensible Markup Language (XML) • Will  provide standardization for

transferring data from system to system
and from the healthcare setting to the
public health setting.

Industry standards for information
systems design and development

• Will enable state and local systems to tailor
their systems to use technologies that are
consistent across systems, enabling the
development of such tools as virtual
databases.
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tion and make appropriate policy decisions. However, although XML does
show considerable promise in facilitating the transfer of raw data and the
exchange of processed information, it alone is not sufficient. Detailed speci-
fications for the application of generic XML standards will be needed to
insure that public health information needs are met. These efforts must be
coordinated across the entire public health enterprise if the potential of XML
is to be realized.

The standards development organization HL7 is among the leaders in
adopting XML technology for the transfer of information within the healthcare
setting, with the necessary additional specification24,25 (see also HL7 Web
site). The new version 3 of HL7 will provide standard definitions for XML
markup of document structure and content. This new version will remove
much of the optionality and lack of true standardization associated with older
versions of HL7. Through version 3’s more rigorous adherence to rules for
markup and the use of standard vocabularies for coding data elements,
healthcare professionals will expend less effort to retool existing systems and
transform data from “HL7-compliant” applications, thus allowing healthcare
systems to send and accept the information needed for public health surveil-
lance.

Standards for Information Systems
Design and Development
A related advance, of which HL7 is simply one example of many, is the in-
creased use of industry standards for information systems design and devel-
opment. Historically, many systems relied on particular software packages
and hardware vendors. As interoperable standards for software become more
widely disseminated, state and local health departments will be able to tailor
their systems to use technologies that are consistent with the information
technology standards (hardware and software) within their state governments;
at the same time, these departments will still be able to plug in solutions
developed for the public health community at large. As a hypothetical ex-
ample, software written in the Java programming language to detect out-
breaks of infectious disease could be used on virtually any computer that a
state or local health department might have, whether the computer is Intel
and Microsoft, Sun and UNIX, or an Apple Mac.

An example of the advantages of these types of standards is the ability to
create distributed “virtual” databases. Currently, many of the disease-specific
programs have data systems that either cannot share data or that must signifi-
cantly transform those data before they can be transferred into and out of
other systems. Although standards such as HL7 can assist in this transforma-
tion and transfer process, sending messages back and forth still requires many
steps. By the combination of the Internet and XML with appropriate security
protocols, it will be possible to create virtual databases that physically exist
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in different places but that, to an information system user, appear as though
they are all a single, local database. The advantages of such an approach are
evidenced by a pilot effort already under way. The CDC, in collaboration
with the US Bureau of the Census, has developed a prototype application
known as Data Web (see Chapter 20). By using formally structured metadata
to describe the content of various databases, the Data Web system can dy-
namically link notifiable disease reports (numerators) with the most current
population data (denominators) maintained by the Bureau of the Census to
create maps showing rates of disease by state and county. Future versions will
allow even more databases to be linked in a fashion consistent with privacy
laws and confidentiality guidelines.

New Directions: NEDSS

Vision for the Future
An example of the kind of integrated data collection and surveillance system
we have discussed as a desirable development in public health is a new pub-
lic health initiative spearheaded by CDC, the NEDSS. The long-term vision
for NEDSS is that of complementary, interoperable electronic information
systems that:

• gather health data automatically from a variety of sources on a real-time
basis;

• facilitate the monitoring of the health of communities;
• assist in ongoing analyses of trends and detection of emerging public

health problems; and
• provide information for setting public health policy.

This vision incorporates some key implications. First is the assumption of
ongoing, automated capture and analysis of data, including automated algo-
rithms for detecting aberrations of potential importance. Second is the point
that these data are already electronic, and that there will be no need for re-
entry of data. Third is that this more comprehensive approach would support
efficient data collection via access to multiple critical sources—such as com-
puterized medical and laboratory records as well as sources of data outside
the health arena (e.g., environmental monitoring systems, highway traffic
crash data)—for multiple programmatic uses, and not through the building of
myriad independent systems for single diseases or programs. Finally, at the
core of this vision is the closer integration of the public health and the
healthcare systems, an integration that should lead to improved provision of
health care as well as public health.

In a scenario from this future, suppose a patient sees a physician with
respiratory symptoms. As the physician enters the symptoms in the patient’s
electronic medical record, the differential diagnosis pops up on the screen.
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Because a public health agency would have worked with those developing
the computerized patient record, diagnoses such as plague or anthrax might
be included, depending on the geographic location or epidemiologic charac-
teristics of the patient. Data could be available from public health computers
about the prevalence of or concern regarding various conditions that month
or that season. The computer would recommend diagnostic tests, some of
which are more relevant for public or community health than for the care of
the individual patient, such as measles immunoglobulin M for a fever and
rash, or a stool culture for Salmonella for diarrhea. When these test results
become available and a diagnosis is made, these data are automatically shared
with the public health agency. Such sharing insures that the public health
authority is made aware of all individual cases in a timely fashion—facilitat-
ing early public health intervention if the numbers or trends appear to reflect
more than the random occurrence of sporadic cases. Although it is a more
complex application, one could also imagine a collaboration with clinical
laboratories to retrieve specimens if further testing such as molecular finger-
printing were indicated.

In a simpler scenario, the computer might track the rate of drug resistance
among isolates of various bacteria and flag increasing resistance to antibiotic
P. Suppose that, through a query of pharmaceutical databases across the coun-
try, a public health official notes an increase in utilization/sales of this anti-
biotic in the same annual period over the last several years, prior to and
concurrent with the increase in resistance. Regardless of whether this is cause
or effect, the official sends an electronic notice to healthcare providers for
these areas of the country, pointing out the likely decreased effectiveness of
drug P. In addition, the official makes plans to step up the campaign for the
judicious use of antibiotics, including insuring that a warning automatically
appears whenever a provider writes an electronic prescription for this antibi-
otic for a patient whose clinical status is consistent with infection by resistant
bacteria.

Barriers and Requirements for the Future
This exciting vision remains a vision for the future, not for tomorrow. The
1995 report of the US Public Health Service, entitled Making a Powerful
Connection: the Health of the Public and the National Information Infra-
structure, highlighted in a similar fashion the opportunity to integrate public
health and healthcare delivery and argued that in order to move in this direc-
tion, “health-care organizations and the public health community will need
to coordinate not only their roles and responsibilities, but also their informa-
tion systems.”26 The report described several requirements for the develop-
ment of “logically integrated health information systems, in which information
collected once can serve multiple purposes.” The authors cited the need for
nationally uniform policies for data standards, privacy and security, unique
identifiers, and data sharing. They also mentioned organizational and finan-
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cial barriers as well as a lack of informatics training in public health as im-
pediments to the development of such policies. An additional requirement for
achieving this long-term vision, presumably subsumed under the category of
data standards, includes a standardized electronic medical record, although
recommendations for the eventual adoption of standards for the electronic
exchange of medical record data were also presented to the Secretary of HHS
by the National Committee on Vital and Health Statistics in July 2000, as
required by HIPAA (available at http://ncvhs.hhs.gov). Public health offi-
cials will need to ensure that evolving standards for a computer-based patient
record27 facilitate its use by public health—for example, for the purpose of
the exchange of clinically relevant data for public health surveillance, with
appropriate and secure protection of privacy and confidentiality.

Privacy of Health Information

Having similar standards and coding for data will not be useful if it is not
permissible to share the data. Maintaining the privacy of a person’s health
information is a key requirement for allowing the sharing of data with others.
Health information privacy refers to “an individual’s claim to control the
circumstances in which personally identifiable health information is collected,
used, and disclosed.”28 Much of the current privacy protection of health infor-
mation is based on a patchwork of state laws and regulations that predate the
electronic age and do not provide adequate protection for either paper or
electronic health information.29,30 Consumers have many understandable con-
cerns about the potential for misuse of electronic health records in this dawn-
ing era of computerized medical records. Health information privacy is,
therefore, a hotly debated topic.

However, public health officials have generally protected the privacy of
health information and constrained its use for public health purposes. CDC
and the Council of State and Territorial Epidemiologists (CSTE) have re-
cently attempted to clarify the existing myriad of federal and state privacy
laws affecting public health departments by developing a “Model State Pub-
lic Health Privacy Act” (http://www.critpath.org/msphpa/privacy.htm). This
Model Act states that public health departments may justifiably acquire, use,
and store personally identifiable health information for public health pur-
poses provided they respect the privacy and security of the information. In
addition, because no federal statute currently exists that protects the confi-
dentiality of all personally identifiable health data, HIPAA requires that the
US Secretary of HHS promulgate privacy standards by regulatory authority
for transactions covered by HIPAA. As John Christiansen has discussed in
Chapter 4, HHS recently published a rule for Standards for Privacy of Indi-
vidually Identifiable Health Information that includes a definition of pro-
tected health information and descriptions of disclosures that may occur only
with consent and disclosures that may occur without consent, such as disclo-
sures to public health for surveillance purposes.31
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Unique Health Identifier

Related to the issue of privacy is the issue of unique health identifiers, espe-
cially for individuals. One of the standards mandated by HIPAA is that of
establishing a unique health identifier for individuals, one that would allow
for longitudinal and geographic links among a patient’s healthcare records.
Unique health identifiers for individuals (in addition to those for providers,
health plans, and employers) would not only increase the availability and
quality of information for improved clinical care of the patient, but would
also facilitate the exchange and linkage of health data for population-based
functions like public health surveillance. However, in part because of fears
about privacy, and because there is as yet no overarching federal law protect-
ing health information privacy, the United States still has not defined a mecha-
nism for assigning unique health identifiers to individuals. In fact, current US
appropriations laws prohibit any further movement on this matter until such
a unique health identifier is legislatively approved.32

Organizational Issues

Although this chapter describes many technical advances as facilitators for
new approaches to data collection, integration of public health and healthcare
delivery systems is not primarily a technical problem, but rather a political,
as well as an organizational, problem. The programmatic orientation and
organization within public health, described earlier in this chapter and seen
at local, state, and CDC levels, is also reflected within the DHHS. HHS is
organized into 11 operating divisions, of which CDC/ATSDR is only one.
Clearly, other HHS agencies have responsibilities for and collect data from
the public and various parts of the healthcare delivery system. Some of these
data are also useful for public health. However, each of these agencies oper-
ates independently and develops partnerships with its own programmatic
contacts, not unlike the partnerships developed by CDC’s disease-specific
programs with their state-based counterparts (e.g., Centers for Medicare and
Medicaid Services [CMS] with state Medicaid or Medicare directors; Food
and Drug Administration with state food agencies).

Acknowledging the need for increased coordination around data issues,
HHS formed the HHS Data Council in August 1995. The Data Council coordi-
nates all health and human service data collection and analysis activities of
HHS. These activities include developing an integrated health data collec-
tion strategy, coordinating health data standards, and dealing with health
information and privacy issues. The Data Council is also the focal point for
HHS interactions with the National Committee on Vital and Health Statistics
(NCVHS), an external advisory committee to the Secretary of HHS in the areas
of health data policy, data standards, privacy concerns related to health infor-
mation, and population-based data (see Chapter 14.) It is hoped that the Data
Council and its related activities will facilitate a more comprehensive ap-
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proach to health and the healthcare system. However, the challenges of coor-
dinating the efforts of these agencies and their partners at local, state, and
federal levels cannot be understated; similar organizational challenges have
already been recognized in the medical informatics field.33–35

NEDSS Activities
Although there is much work ahead to attain the vision we have described,
CDC, together with its public health partners, has initiated various activities
directed toward realizing it (for more detail, see http://www.cdc.gov/nedss).
The vision for NEDSS is depicted schematically in a public health-centric
view in Figure 19.3.

Note that, compared with the activities in Figure 19.2, data collection and
analysis are conducted with shared rather than independent facilities and tools.
In addition, data interchange takes place by use of standardized electronic for-
mats. Figure 19.3 also depicts standardized electronic data interchange (EDI)
with regard to some of the myriad data sources outside public health. It should be
clear from this description and the figure that NEDSS will rely on cross-cutting
standards. CDC and its partners are building a common standards-based frame-
work for surveillance information systems, one that consists of a common data
architecture, a consistent user interface, open systems architecture standards, and
standardized, secure Internet transmission of data to public health.

The common data architecture consists of several components—a public
health conceptual data model, data definitions, and coding. These compo-
nents provide a foundation for standardization of public health data collec-
tion, management, transmission, analysis, and dissemination. The public health
conceptual data model (PHCDM) documents the categories and properties of
data needed for surveillance (e.g., about persons or populations, health-re-
lated activities, case definitions, risk factors), and the relationships between
them (e.g., a person can have many episodes of illness but each episode can
have only one date of onset, with many dates for multiple specimens.) A
supplement to the data model will also provide detailed standards for certain
core data elements, including variable definition, with valid values for pos-
sible responses, and standards for how to collect, code, calculate, store, and
present a data element.

Together, these elements of the data architecture provide a framework for
organizing data standards and guidelines and facilitating data comparability
and exchange with other systems. The PHCDM is intended to serve as a ve-
hicle for communicating and reconciling the information needs of public
health at all levels. And by providing a common starting point in terms of
data constructs for database design, it will also reduce development efforts
for computerized information systems used in public health. Logical data
models from which database design models and physical models are subse-
quently derived may all be different in their implementation in a given state
or public health program, but their mappings back to the PHCDM will be
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maintained, facilitating sharing of information among information systems.
The data model also is critical to the development of standards for the ex-
change of information among public health and healthcare providers. The
PHCDM facilitates communication of public health data needs to national
standards-setting bodies such as HL7. Many classes and attributes in the
PHCDM originated with HL7’s Reference Information Model (RIM), given
its comprehensive representation of the clinical world. However, use cases
and concepts in the PHCDM have also been proposed to HL7, to broaden the
scope of the RIM from the care of the individual patient to the care of popu-
lations, whether these are populations in an intensive care unit of a hospital,
persons enrolled in a specific health plan or working in a given industry, or
persons at high risk for a specific disease. CDC is spearheading efforts to
harmonize the PHCDM with the RIM, to (it is hoped) mutual benefit. Table
19.2 provides an overview of the goals and objectives of the Public Health
Conceptual Data Model:

Through NEDSS development activities, separate surveillance informa-
tion systems will no longer have a different look and feel, and CDC programs

TABLE 19.2. Stated goals of the public health conceptual data model

PHCDM Goal Purpose

Source: Public Health Conceptual Data Model, Centers for Disease Control and Preven-
tion. Available at: http://www.cdc.gov/nedss/Data models/phcdm.pdf. Accessed April 2,
2002.

Provide a framework for organizing
data standards and guidelines

• Provide a context for data standards

guidelines and permit persons working on
data standards to determine areas for which
data standards and guidelines are required.

Reduce development effort for com-
puterized information systems used for
public health

• Provide reusable analysis and database

design; develop a common starting platform
that can be used or modified, all reducing
systems development time and cost.

Enhance data sharing through consis-
tency

• Minimize the need for complex data

mapping and transformation processes
prior to sharing or reusing data.

Represent public health data needs to
national standards-setting bodies

• Provide the ability to collaborate with

national health informatics standards-
setting bodies to define standards for the
exchange of information among public
health agencies and healthcare providers.

Facilitate collaboration between CDC
and its state and local partners in pub-
lic health

• PHCDM to serve as a vehicle for collecting

and reconciling information that meets the
needs of public health at all levels.
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will not develop tools separately for functions that are shared across systems,
such as automated electronic capture of data from the healthcare system and
data analysis or dissemination. In addition, NEDSS will use commercial off-
the-shelf products when appropriate. NEDSS also includes or will include
standards for items such as the user interface of the system and components
such as registry matching or XML messaging. The user interface standards
provide guidelines for consistent graphical user interfaces, whether for Win-
dows or for browser-based systems.

These CDC constituents and any other information systems tools used at
state and local health departments are intended for employment in the con-
text of an information systems architecture containing elements that can be
implemented in a modular fashion. Consistent with the rest of NEDSS activi-
ties, the information systems architecture also incorporates standards-based,
open systems, thus providing a structure around which public health informa-
tion systems can be integrated. This approach permits development, pilot
testing, and implementation of NEDSS in phases at various sites in state and
local health departments, using commercial industry standards. State and
local health department partners will not be required to use CDC-developed
software or components. This standards-based approach and the modular ar-
chitectural framework should facilitate the sharing of data and reports among
public health organizations at all levels.

In addition, given the need for a single, secure mechanism for transmitting
data to CDC, NEDSS will make use of CDC’s Secure Data Network (SDN),
which protects Internet-based systems that involve the transmission and pro-
cessing of sensitive or critical data. The SDN is a security subsystem based on
standard security technology that:

• verifies client identity;
• controls access to protected Internet-based activities—file uploads, file

downloads, sensitive Web pages, Web-based programs;
• encrypts data during transmission across the public Internet;
• certifies that information must have originated from a particular individual;

and
• certifies that access to information is accessible only to a particular

individual or group.

This network meets standards recommended by the National Research Coun-
cil and is consistent with those that will be recommended as part of HIPAA
security standards. It is hoped that the SDN lays the groundwork for direct,
secure electronic exchange of data between public health and the healthcare
system.

Related CDC Infrastructure Activities
NEDSS will rely on a public health workforce that has robust access to the
Internet, the capacity to make secure connections, and the ability to use its
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data and information systems. The Health Alert Network (HAN) is a related
activity that is designed to insure that all full-function local and state public
health agencies have Internet access and training as well as access to dis-
tance-based learning technologies. HAN provides a vital infrastructure for
NEDSS. In addition, public health has recognized the need for new skills
among the public health workforce. These skills require an understanding of
the role of data modeling and standards and the use of increasingly sophisti-
cated information technology. Public health informatics, after all, is the “sys-
tematic application of information and computer science to public health
practice, research, and learning”.36 For the promotion of the development of
integrated systems for sharing data electronically with the health care infor-
mation infrastructure, it will be essential for all public health workers to have
a basic understanding of public health informatics, and for some workers to
develop a deeper understanding of the application of informatics to gather-
ing data for public health. CDC has made some initial efforts to develop the
needed educational programs through a one-week general overview course in
public health informatics for public health program managers37 and a two-
year public health informatics fellowship for training persons interested in
careers in public health informatics (see http://www.cdc.gov/epo/dphsi/
informat.htm). It is hoped that through expansion of these programs and
through partnerships with the National Library of Medicine, which sponsors
training programs in medical informatics at academic medical centers across
the country, the numbers of public health workers trained in informatics will
steadily increase. These efforts are critical for assembling the pool of workers
that will build and maintain our public health information systems in the
future.

Current Pilot Efforts

The NEDSS approach incorporates both long-term and short-term objectives.
It is important to begin to capture electronically and use data from the
healthcare system now if the long-term objectives are to be accomplished.
Many of the activities we have described, especially those related to the data
model and interactions with health informatics standards organizations, are
geared toward influencing, in the future, how and what data are collected a
priori. However, CDC and its public health partners are also conducting vari-
ous pilot projects designed to capture data directly from providers, or to
exchange data electronically as it presently exists and use it. In this process,
public health is learning about the technical and policy implications and
challenges of direct electronic sharing of data from outside public health.

These pilot efforts are aimed at capturing data that already exists in the
private healthcare sector. Often, these are data that public health currently
uses and that usually require paper-based reporting and re-entry of data. In
Hawaii, for example, the State Health Department established a partnership
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with several laboratories.38 Electronic capture of private sector laboratory
data more than doubled the number of notifiable disease reports, reports that
were also more complete and timely than those in the usual paper-based noti-
fiable disease system. This particular effort did not rely on the use of national
data standards. CDC and its public health partners, on the other hand, are
exploring the electronic capture of key laboratory data through the use of
standard HL7 messages containing data coded in LOINC and SNOMED clini-
cal vocabularies.39,40 CDC has also developed HL7 messages for use by immu-
nization registries41 and is piloting the use of HL7 messaging for cancer
registries.42 For further information, see Chapter 22.

Other pilot projects are geared more toward capturing data that exists in
the healthcare system but are currently not widely available or used by public
health. The Data Elements for Emergency Department Systems (DEEDS)
project attempts to standardize information capture in emergency depart-
ments.43,44 These standards are being pilot-tested, with sharing of emergency
department data directly with the state health departments in Oregon45 and
North Carolina. The ultimate goal is routine electronic public health report-
ing for trauma, infectious disease, etc., triggered automatically by data en-
tries in clinical emergency department records. Pharmacy data are another
type of data underutilized by public health. A project in Massachusetts dem-
onstrated the utility of electronically available health maintenance organiza-
tion pharmacy data for detecting 18% more cases of active tuberculosis than
were reported to the State Health Department.46 In addition to hospital dis-
charge databases, large data repositories, such as that of a large national
clinical laboratory, have also been shown to contain data useful for public
health purposes.47 And, given the strong interest in early detection of a
bioterrorist event, many state or local health departments are attempting to
capture and use nonspecific healthcare system data such as 911 calls, Emer-
gency Management System responses, emergency department and other acute
care visits, and intensive care unit beds or admissions, in addition to hospital
clinical data on diseases or syndromes and medical examiner or death certifi-
cate data, by cause of death or syndrome.18,48 CDC’s National Center for Health
Statistics is working with partners, including the National Association for
Public Health Statistics and Information Systems (NAPHSIS), to develop stan-
dardized electronic birth and death certificates that should improve the time-
liness, completeness, and utility of vital statistics reporting (see http://
www.naphsis.org and Chapter 14.)

In recognition of the complexities and longer-term nature of the goal of
capturing and using data from already existing electronic information sys-
tems, some state health departments and CDC programs have designed their
systems so that providers can enter data in a protected fashion directly over
the Internet. These notifiable disease systems in the states of Colorado, Kan-
sas, and New York, the CDC unexplained deaths surveillance project, and the
Hazardous Substances Emergency Event Surveillance System not only allow
direct data entry by participants in the system, but also are designed to permit
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direct queries of the data and feedback of reports. CDC also worked with state
and local health departments to set up similar, temporary surveillance sys-
tems in emergency departments during events such as the World Trade Orga-
nization meeting in Seattle in December 1999, as well as the 2000 Democratic
and Republican national conventions. The experiences with these systems
underscore the value of supplying immediate feedback and analytic capacity
to data providers and other participants in the system. However, to the extent
that these systems require data entry activities distinct from those undertaken
during routine provision of care, they may unduly increase the burden of
reporting for healthcare providers and may not be sustainable in the long run.

Conclusions

The continuing changes in the healthcare system in the United States, the
increased emphasis on standardization of healthcare transactions, and the
advent of the Internet and other advances in information technology are con-
verging with a strong and growing interest in capturing an increasing amount
of health-related data electronically. Public health organizations, therefore,
are attempting to take advantage of these opportunities by moving away from
independent disease-based or programmatic systems to collect data through a
more comprehensive approach that involves capture of data that are already
electronic, especially from (although not limited to) the healthcare system.
The development of integrated and comprehensive public health information
systems requires the ongoing cooperation, collaboration, and contributions
of public and private organizations. These organizations include but are not
limited to state and local health department epidemiologists, public and pri-
vate medical and public health laboratories, state and federal vital statistics
programs, federal agencies (e.g., in addition to the DHHS agencies, the De-
partment of Transportation, the Environmental Protection Agency, and the
Department of Labor), managed care organizations, professional organiza-
tions, and national standards development organizations.

Indeed, the efforts of CDC and its public health partners, as exemplified by
NEDSS, fit within a larger framework of activities at the federal level. To-
gether with the National Center for Health Statistics (part of CDC) and the
HHS Data Council, the NCVHS is developing a vision for health statistics for
the 21st century, one that is supportive of the concept of integration of public
health and healthcare delivery systems (http://ncvhs.hhs.gov/). It is intended
that the vision reflect all manifestations of health and healthcare delivery,
while also encompassing population health, healthcare delivery systems, and
the interactions between the two. This vision will integrate and coordinate
public and private data sets, as well as data collected and maintained at the
national, state, and local levels. NCVHS also recommends building and inte-
grating the health information infrastructure through a set of technologies,
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standards, and applications that support communication and information to
develop a national health information infrastructure.49 NCVHS has described
three types of presumably integrated computer-based health records—(1) per-
sonal (consumer), (2) healthcare provider (clinical care), and (3) community—
for monitoring the health of the public and outcomes. NCVHS has
recommended that this infrastructure be driven by patient care and health
status, and not by reimbursement. This comprehensive view is consistent
with the long-term direction in which public health needs to go.

Exciting opportunities exist today to transform many of public health’s
monitoring functions and to integrate them more closely with the health care
information infrastructure. To be most effective, the public health commu-
nity must be able to use data from many different sources both within and
outside of public health, with rapid dissemination of data to those who need
to take action to protect the health of the public. In deciding to develop such
integrated systems, the United States is joining such countries as Australia,50

Great Britain,51 and Canada,52 in all of which efforts are well under way to
integrate public health and health information systems and activities.

Questions for Review

1. Questions 1a-c are based on the following short case: Governmental
authorities have alerted the CDC that reliable information establishes the
strong possibility that a terrorist group plans to expose the populations of
five major cities to deadly anthrax. The CDC has been asked to coordinate
efforts to detect early diagnoses of anthrax with the healthcare providers
of the five cities, with the local public health organizations, and with
state health departments of the states in which the five major cities exist.
At present, the overburdened healthcare providers and laboratories in these
five cities use a hodge-podge of slow and incomplete paper-based systems
to report the existence of notifiable conditions to local public health
departments. Local public health departments manually enter the data
from paper-based forms into their computer systems, none of which
communicate directly with other local systems or with the various state
systems. Local public health departments then send the captured data to
their respective state health departments in the form of data tapes or on
diskettes, which are loaded into computerized state health department
surveillance systems. The state health departments in the five states in
which the cities are located must manipulate the data in order to make it
available to the CDC.
a.  List at least five reasons that the existing systems will likely be too

slow, inefficient, and ineffective in alerting the CDC to the occurrence
and magnitude of outbreaks of anthrax poisoning.

b.  Explain the factors that have led to the situation depicted, in which a
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variety of health authorities have developed independent and
incompatible systems for reporting morbidity.

c. Explain how the NEDSS system, if fully deployed at this time, would
permit the CDC to collect more complete data on anthrax outbreaks
rapidly. Identify the reasons that NEDSS would likely be a more
effective means of capturing data, analyzing the data, and comparing
the data across the five cities.

2. Identify at least four factors that serve as motivators for change in the way
that healthcare providers and public health organizations are collecting,
sharing, and analyzing data needed to protect public health. Explain the
contribution that each of these factors is making.

3. In what sense do (1) public health policy and (2) recent changes in
information technology serve as enablers of change in the way that
healthcare providers and public health organizations collect and exchange
data?

4. Explain how Extensible Markup Language (XML) functions in enabling
changes in public health data collection and transfer.

5. Explain why the increased use of industry standards for information
systems design and development is important to the change that must
occur in the way that public health collects and shares data.

6. In what sense are (1) privacy of health information and (2) unique health
identifiers requirements for future public health data collection systems?
Why are unique health identifiers so controversial that Congress has
reserved the right to approve their implementation?

7. In what sense is integration of public health and healthcare delivery
systems a political and an organizational problem, rather than merely a
technical problem?
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Learning Objectives

After studying this chapter, you should be able to:

• List and define the characteristics of the three basic forms of data access.
• Explain why data are an expensive and a valuable resource, and list the

reasons that an organization that owns data might want to share them and
might not want to share them.

• Explain the characteristics of data access trends in the 1970s, 1980s, and
1990s.

• List and discuss at least five present-day considerations that an organization
must make in building public health data access systems.

• Explain the characteristics, advantages, and disadvantages of using a data
warehouse approach to sharing data.

• Explain why Web-based deployment of databases is a popular choice, and
list at least six drawbacks or limitations inherent in Web-based deployment
as it generally exists today.

• Define the concept of the data web, listing and explaining at least seven
characteristics that render a data web approach to data access desirable.

Overview

Increasingly, organizations are finding that data are an expensive and valu-
able resource that needs to be husbanded carefully. Today, access to data
takes several forms; the form varies according to the type of data analysis to
be performed. Although there are many reasons that an organization might
not want to share data, there are also benefits that an organization can derive
from data sharing. The history of data-sharing technology over the past three
decades has led to today’s Web-based approach to database deployment. Al-
though the current Web-based approach to data sharing has undeniable ad-



vantages, it also features certain disadvantages that render the approach less
than ideal. The concept of a data web as a means of providing data access
holds promise of providing an architecture that overcomes the limitations of
today’s Web-based approaches. It also accommodates the increasing need to
examine data from socioeconomic, criminal justice, and environmental do-
mains in conjunction with public and private health provider and payer data.

Introduction

The practice of public health can be considered, somewhat simplistically, as
a three-stage process. First, data pertaining to some aspect of a health issue is
gathered. Second, the data are studied and analyzed, and in the process they
are transformed from data into information. Third, this information is used to
guide a course of action aimed at changing, hopefully for the better, some
social health condition.

The first of these steps comprises the varied data-gathering activities of
public health: disease surveillance, surveying the populace, compiling of
vital statistics, etc. The second step, data analysis, is predicated upon data
access, the focus of this chapter. For our purposes, data access is access to
data already gathered and compiled, for purposes of analysis and reporting,
outside the context of any particular program, health area, or application.
Here, we will regard data access not only as a technical problem, but also as
an administrative, an organizational, and a political problem.

In this chapter, we will first differentiate among the common forms of data
access. We will then discuss data as a business resource, including why organiza-
tions do and do not want to share data. After a brief treatment of the history of data
access over the past three decades, we will discuss present-day considerations for
building data access systems in public health. After a discussion of consider-
ations in choosing an architecture to facilitate data sharing, we will point out
some of the shortcomings inherent in a Web-based approach to providing data for
use by healthcare and public health workers. We will conclude the chapter with a
discussion of a data-sharing development mentioned in the previous chapter, the
data web, including its characteristics and advantages.

Forms of Data Access

Data access can take several forms, and the types of data analysis that data
support can vary correspondingly.

• Access to fundamental data. This level of access to data in all its detail and
complexity supports exploratory data analysis. Researchers looking for
new relationships or trying to illuminate poorly understood relationships
between cause and effect in public health issues would be candidates for
this level of access. The need of such researchers is for very flexible access
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to very detailed data and for precise data documentation. This type of
analysis requires considerable sophistication in understanding and
manipulating data—data used for such issues as survey methodology,
choosing the correct weight to apply, calculation of confidence intervals,
and measuring statistical significance.

• Access to pre-interpreted data. Pre-interpreted data might include
aggregated data, data otherwise processed to enhance integrity and
accuracy, or data processed to provide confidentiality. This kind of data is
appropriate for what might be termed guided data analysis. Health program
planners, policy makers, or health issue advocates who are looking for
metrics on the size or severity of a well-defined, well-understood problem
would be a typical audience for this level of access. Pre-interpreted data
provide decision support. The need here is for somewhat flexible access to
fairly detailed data. This type of analysis requires less sophistication in
understanding and manipulating data.

• Access to presentations based on data, such as reports, graphs, and maps.
This level of access is appropriate for the public, who are targeted with
educational information, easily digested summaries and reports, and public
health messages.

As is true in other areas of informatics and information technology, data
access over the last several decades has become easier, more powerful, and
available to a wider and less technically sophisticated audience.

The Business of Data

Data are an expensive and valuable resource. Data have market value; they
represent a revenue stream for many academic and governmental agencies.
Whether in the form of actual data sets on disk or of hardcopy reports bound
in volumes, data are sold by many data-gathering organizations, even pub-
licly funded ones. This should not be surprising, considering the effort and
expense that go into gathering, compiling, cleaning, integrating, and storing
some of these data sets. Businesses, political groups, and other organizations
need and are quite happy to pay for information that supports their activities.
Researchers at some organizations have significant personal and professional
investment in their data; in fact, some have built their careers upon expertise
in one or a few data sets, and many of these data sets are large and complex
enough to require years of study and experience to interpret and utilize. Such
resources are not something one gives away.

Why Organizations Do Not Want to Share Data
Even where data has been compiled through use of public funding, as in most
government and academic settings, provision for general access to data is not
often a priority. Although taxpayers, with legislatures behind them, increas-
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ingly see it as their right to see and use data that they have already paid for
with tax dollars, it is a simple fact that most government and academic orga-
nizations, already pressed for funding, cannot afford to give away what they
have struggled to obtain. Table 20.1 provides an overview of the typical
reasons that organizations may not want to share data with the general public
or with groups or individuals.

Possession of the data and authority over the interpretation of it may con-
stitute the basis of an organization’s authority; the idea of general public
access to data can be perceived as an actual threat to an organization’s con-
tinued existence. On a more fundamental level, it costs real money to publish
and mail disks, to publish books, to create and maintain Web sites, and to pay
staff to perform these tasks. Disseminating data to the wider world may or may
not be one of the primary mandates, and more to the point, one of the funded
mandates of the organization. Some organizations address this problem by
charging for data simply to cover their costs of distributing it.

Another reason that organizations hesitate to provide general access to
their data is that it may be dangerous to provide general access to uninterpreted
data. After all, data can be misused and misinterpreted, either intentionally or
because of simple ignorance. An organization may see the public and all
organizational outsiders, justifiably or not, as unfit to interpret data properly,
even if the outsiders have access to computers to assist in interpreting the
data. After all, it is notoriously difficult to capture heuristics and such “right-

TABLE 20.1. Typical reasons that organizations do not want to share data

Reasons for Not Sharing Data Comment

Organizational authority Release of the data may pose an actual threat to
the organization’s continued existence.

Cost Expenses of sharing include staff costs, mailing
costs, publishing costs, Web site maintenance costs.

Funding The organization may not be receiving a funding
mandate to share data, and thus such data sharing
is not a priority.

Ethical considerations The organization may not perceive the general
public as fit to interpret data properly, and thus
there is a risk of misinterpretation.

Data security The risk that providing general access to data may
expose the data to hackers or malicious intruders,
or else users may mistakenly modify or delete data
fields or leave data pathways unguarded. Alterna-
tively, providing general access to the data may run
afoul of laws protecting the confidentiality of in-
formation about private citizens.
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brained“ abilities as “interpretation“ in a computer system. The effort and
expense required to capture and present institutional knowledge about data
may be too daunting to contemplate.

In fact, it is dangerous to provide general access to data, period. Data
security obviously is or ought to be a major concern to organizations that
make their livelihood from data. It is an inescapable fact that the security of a
data set is indirectly proportional to the number of persons who have access
to it. Aside from the obvious concern over hackers and malicious intruders, as
discussed in Chapter 10, bona fide users can mistakenly modify or delete
fields, records, or files; overwhelm systems with too much work; introduce
viruses; and leave privileged access pathways unprotected. Data access should
never be attempted without tightly coupled attention to data security.

Finally, it may be unethical or illegal to provide general access to data.
This can be particularly the case in the public health arena, where health
information about private citizens is the subject and where personal privacy
and confidentiality issues are common.

Why Organizations Want to Share Data
Nonetheless, despite the reasons for not wanting to share data, there is at the
same time a genuine interest among health organizations in providing access
to their data. These organizations view data as a product, a positive contribu-
tion that the organization makes to society, and a marketing tool. Possession
of data and standing as an authoritative source of data bestows worth and
value on an organization. Thus, organizations trade or give away data as a
strategy to build up constituencies and clienteles, to attract business, to im-
press legislatures and funding sources, and to prove their value as organiza-
tions: Witness the stacks of CD-ROMs being handed out at health conventions
and the eager proliferation of Web sites featuring data access.

Progress in Data Access over the Last Three Decades

The trends in data access over the last 30 years show that data access capabil-
ity has migrated (1) from a technically adept few to the technically unsophis-
ticated masses; (2) from organizational insiders to significant partners to the
general public; and (3) from application-specific formats to “open architec-
ture” formats (e.g., HyperText Markup Language [HTML], eXtensible Markup
Language [XML]), and (4) from proprietary networks to the Web.

The 1970s
During the 1970s, businesses, governments, and other organizations moved
from paper-based systems to mainframe computer systems. This transition
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was a direct result of the maturation and increased cost-effectiveness of mag-
netic tape and disk storage technology, the greater availability and decreas-
ing cost of large database management systems, the replacement of punched
cards with terminals as primary input devices, and the development of a com-
puter-literate workforce. The first large-scale computerized government and
private health-related information systems appeared in this decade.

During the 1970s, the Internet was unknown outside the defense and aca-
demic communities, and dial-up modem access was too slow for applications
involving any appreciable volume of data. Access to computerized informa-
tion, therefore, more or less depended on access to a terminal directly con-
nected to a central computer via a proprietary network. Terminals usually
existed exclusively in offices of the organization that owned a system. Access
to data, therefore, depended on organizational affiliation and physical prox-
imity to the machine. In practical terms, only employees of the organization
or of direct partners had real-time access to an organization’s data.

The formatting and structuring of databases were unique to each system.
Proprietary databases and the proprietary computer programs that fed and
cared for them evolved together in an inbred, incestuous manner. The data-
bases were virtually inaccessible without special computer code unique to a
database structure, and the computer code was usually incapable of accessing
other databases. Writing, compiling, and executing this code required con-
siderable programming skill and experience. Computer programmers—a very
small minority of the organizational workforce—were the only available in-
termediaries to data access. For most users, data access was more or less lim-
ited to reports printed on hardcopy or displayed on 80 x 25 terminals and
containing tables of aggregated data or detailed listings of fields from indi-
vidual records. A given report could generally be executed with a small num-
ber of parameters that could be set at run time, the only control that could be
exerted by the nonprogrammer. Nonprogrammers—users—could request new
reports in support of some new business requirement, but in large organiza-
tions the waits of weeks to months or even years for these new reports to
materialize became the stuff of sardonic cartoons and office legend.

The 1980s
During the 1980s, relational database technology and the structured query
language (SQL) gained acceptance. This was a significant step toward estab-
lishment of what would eventually become universal database interfaces that
encapsulate (hide) the particulars of a database implementation.

The personal computer revolution swept businesses and government, along
with graphical user interfaces, user-friendly software, and the heretical no-
tion that ordinary users could store, process, and present their own data with-
out the services of a staff programmer. Spreadsheet software, in particular,
with its highly flexible applicability and its built-in graphics, proved ex-
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traordinarily popular among business users and data users. However, PCs of
the time lacked the sheer storage capacity and computing power required for
large-scale database applications; therefore, significant efforts began to front-
end the massive storage and computing power of the mainframe, along with
the existing sophisticated mainframe application code base, with the user-
friendliness and the compelling graphical capabilities of the PC.

Local-area networks (LANs) and the LAN-based file servers appeared. Dial-
up modem access speeds reached 2400 bits per second. It became practical to
provide remote dial-in access to an organization’s internal systems from across
a campus or from across the country.

Another major innovation of this decade was the advancement of report
writers and statistical analysis software targeted at nonprogrammers—not or-
dinary users, perhaps, but knowledge-domain experts such as statisticians
and epidemiologists. Such products as SAS, SPSS, and other packages re-
quired significantly less than full-fledged computer programming ability and
shielded the user from much of the arcana of the computing environment. At
the same time, these products enabled users to employ the superior storage
and processing capabilities of the mainframe. Using a scaled-down set of
commands that often mimicked the words and syntax of normal language,
users were now able to write their own sorts, merges, data extraction proce-
dures, and analysis routines and to produce analyses and reports. Users could
build up their own libraries of reports and processing routines, modify them
at will, and share them for use by others. Although much simpler than tradi-
tional computer programming, in any but the most trivial applications these
products unavoidably drew their users into considerations such as condi-
tional execution, loops, variable names, and other esoterica previously con-
sidered the domain of computer programming, and therefore required a
considerable amount of educational investment to use. But the bang was
worth the buck, and a huge number of scientists, epidemiologists, and statis-
ticians made the investment in learning to use an analysis or reporting sys-
tem. Using these systems, users obtained results much faster, and the domain
expert was in control of the programming and had the liberty of trying differ-
ent approaches—of playing with the data. Exploratory data analysis on the
computer was now possible.

The 1990s
During the 1990s, the World Wide Web made the Internet a household word
and became a dominant force in all aspects of commerce and government. In
addition, important principles of open system design were advanced, giving
rise to the object-oriented design paradigm and open architecture standards
and technologies such as Java, ODBC, JDBC, XML, and CORBA/RMI. These
technologies actually represent a profound shift in the business model of
many information technology companies, away from attempted solo domina-
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tion of the market and toward market share advancement through the build-
ing of symbiotic, mutually beneficial relationships.

Present-Day Considerations for Building
Public Health Data Access Systems

Today, there are many issues to consider in building public health data access
systems. Before a builder of a system designs it, and well before a system
architecture and a set of development tools and methods are selected, the
nature of the system—its overall intent, the nature of its content, and the
nature of its users—should be considered in a methodical way. The first and
most pivotal issues to resolve are these: What data are to be presented, why
are the data being presented, and who is the target audience? The answers to
these questions inform virtually all aspects of the system design, from the
layout and behavior of the user interface to the network architecture and
database design.

On one extreme, the intent may be to provide the public at large with health
statistics of general interest, such as birth and death counts, disease incidence,
and hospital utilization data. Here, the emphasis needs to be on making the query
interface clear and understandable and the presentation of the data such that
results cannot be misinterpreted, even if this means sacrificing flexibility, func-
tionality, and detail available in the data. For example, a system developer should
give thought to selecting the most appropriate population denominators and
precalculating rates, or perhaps use age-adjusted rates, so that naive users do not
draw mistaken conclusions by comparing incidences of health events between
unlike populations. Fast response times are also imperative; the public is easily
bored and will quickly abandon a system perceived to be unresponsive. Gearing
presentation toward the interests of specific communities and populations helps
to generate interest. Thus, business graphics and maps will be highly desirable.
An overall useful approach to such a system is to ascertain which views of the
data are likely to be most sought after, and then, for performance reasons, to
generate presummarized data sets containing no more detail than is required to
deliver these views.

On the other extreme, the intent may be to serve the needs of the scientific
community by providing researchers with access to original, detailed data.
For example, the owner of an extensive health survey data set may be charged
with providing access to researchers in the academic community. Here, it can
be assumed that the system’s users will be comfortable with the intricacies of
complex data sets and will want to perform their own calculations and data
manipulations. The system, therefore, should make as few assumptions as
possible about how the data are going to be used and should process the data
as little as possible, or perhaps only under direct command of the user. For
example, the system can provide rate calculations, weighted averages, etc., as
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processing options at the discretion of the user. The system should also de-
liver as much data detail as possible at the expense of response time; re-
searchers who have serious need of the data will tend to be computer savvy,
will appreciate the demands they are placing on a system, and should be
willing to wait for minutes or even hours to obtain what they need. Detailed
documentation—metadata—about how and by whom the data were collected,
sampling methods used, data element definitions, and explications of all data
element values are a hard requirement. Graphics and maps, however, are not a
high priority in such a system; in fact, little attention need be paid to beauti-
ful presentation of the data at all. On the contrary, it should probably be
assumed that users will import the data into a favorite sophisticated analysis
program, which will vary from user to user; therefore, the data access system
should emphasize file export capability more than data presentation capabil-
ity. Table 20.2 summarizes the contrasts in the types of data access suitable
for use by the general public, on the one hand, and by the research-oriented
scientific community on the other.

What data are to be presented? Generally, organizations choose to put up
their own data. But in some instances, they put up complimentary data origi-
nating in other organizations as well. For instance, community health indica-
tor data can be complimented with economic and demographic data. Moreover,
community health indicators can tell a more interesting story if they are com-
pared against comparable indicators at the state level and national level. An
organization today may find itself in a position to acquire and use data from
another organization and also decide to present these data jointly with its
own in one system. Such an idea is compelling, but before an organization
embarks on such a venture, it is critical to establish some form of long-term
agreement with the outside organization to help insure that updates for the
imported data will be available in the future, in a form that is consistent with
the present form of the data, so that data do not become quickly outdated or
else change to such an extent that the system requires rewriting. Failure to
establish such an agreement could result in an expensive failure—a system
that becomes rapidly outdated or that must be revamped frequently.

Once an organization knows what data are to be presented, it must con-
sider the scope of the data over the dimensions of geography and time. What
geographic areas are to be included? How many years of data should be pre-
sented? The jurisdictional authority of the organization usually answers the
question of geography. Determining how many years of data to offer requires
weighing the relative value of performing trend analysis over time against
the increasing cost, in both hardware and system performance, of housing
more data. Many health applications are really interested only in the most
current available data or data covering the last five years or so. On the other
hand, public health programs have been known to need systems holding 20
or 30 years’ data. One significant difficulty that arises with a requirement for
many years of data is that the structure or content of data sets tends to change
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over time. New variables are introduced, old ones are retired, or the categori-
cal values or variables can take on change.

One simple example of this problem occurs in the Census population esti-
mates over spans of decades. The race and ethnicity categories employed in
these population estimates vary significantly over time, from “white/non-
white” in the early 1960s, to “white/black/other” in the 1970s, to the 2000
Census in which respondents were allowed to classify themselves as any com-
bination of dozens of newly recognized race and ethnicity categories. A re-
searcher relying on Census estimates spanning these decades would have to

TABLE 20.2. Contrasting data access needs of the general public and the scientific com-
munity

System Characteristic General Public Need Scientific Need

Data type

Data interface

Response time

Data presentation

• Health statistics of
general interest, pre-
sented by use of pre-
summarization and in a
way in which results
cannot be misinterpreted

• Original, detailed data
without presummari-
zation and without pro-
cessing, with options
available to the user to
perform rate calcula-
tions, weighted aver-
ages, etc.

• Clear and under-
standable, with no
assumption made about
user familiarity with the
interface

• Assumption that user
will be computer savvy
and will  understand
interface

• Speed at the expense of
detail is a necessity

• Detail ,  even at  the
expense of speed

• Use of graphics and
maps to help users
interpret data

• Emphasis on gearing
data toward interests of
the community

• Graphics and maps not
a priority; priority is
providing complete
data and detailed
d o c u m e n t a t i o n ,
including information
about data collection,
sampling methods, data
element definitions, and
explications of all data
element values

• Comprehensive pre-
sentation of data and
data sets
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make difficult choices before these population counts could be presented in
a consolidated fashion by race. For example, either the number of race/ethnicity
classifications would need to be collapsed into a set that is common across all
years, or else the scope of years would need to be constrained. It is not pos-
sible to ferret out more granularity than existed in the original older data, and
it would be presumptuous to impute what the race/ethnicity ratios might have
been decades ago. This same type of comparability problem crops up when
the “same” data from multiple regions are compiled; the various regions are
likely to display local variations in the precise data elements collected, in the
data element definitions, and in the data element values encoded. It is a
phenomenon that is certain to occur whenever the scope of data is extended
along any dimension: As the scope of the data increases, the probability of a
breakdown in the comparability of data increases.

An additional design consideration emerges around the issue of data con-
tent. If the intent is to put up more than one data set in the system, then code
reuse and consistency of functionality and system behavior from the user’s
point of view is important. Nothing is more frustrating to users than having to
learn a new interface and a new set of behaviors for each content area. The
system needs to be designed to reuse code and enforce consistency across
content areas.

Are the data sensitive in any way? Are all the data sets appropriate for
public access, or are there data that must be restricted to access only by the
public health research community or trusted associates? If access control is
necessary, the complexity of both developing and operating the system in-
creases significantly. The best and surest solution, if it is possible, is to con-
strain the system to an enclosed network, such as the organization’s LAN, and
to use the existing network and server security facilities to restrict access.
However, if the system must be made available to users on a public network,
then the system developers have no choice but to become immersed in the
security business. This is a topic that exceeds the scope of the present chapter.
Suffice it to say that it is imperative that system security proceed from a
security model that delineates roles and authorities—what system functions
must be restricted and what roles will be defined with authority to perform
them—and that an organization must give significant thought to how the
system’s security will be managed and operated over the long haul. And if the
organization is going to use the Internet to provide access to a public net-
work, it is necessary to recognize that the traditional method of authenticat-
ing users with user ID accounts and passwords is woefully inadequate in an
age of sophisticated hackers. The system’s security should instead be based
on the best practical Internet security technology available and integrated
with the organization’s network security plan (see Chapter 10).

What desktop systems do the intended users typically operate? Are they
all Windows users running on Intel-based computers, or is there a mix of
operating systems and platforms? Do they tend to have up-to-date, powerful
machines or are there older, slower machines in the mix? Is it practical to
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ignore the constraints of the slowest machines, or is it important to be as
inclusive of slower machines as possible?

Are the intended users generally computer literate and comfortable in in-
stalling, configuring, and troubleshooting software, or will they need support
to install or gain access to and use the intended system? Does the organiza-
tion have the ability to provide this support if it is needed? A system that is
inadequately supported is a system that users by definition will not be able to
use. Support does not necessarily mean staffing a help desk and supplying
toll-free phone support. Depending on the system, it can be as simple as
adequate documentation and a “frequently asked questions” document.

By no means least important of the issues to consider before embarking on
a system design is the question of overall organizational support for a data
access system. It is important to realize that providing data access success-
fully requires some degree of institutional investment and commitment. The
host organization needs to make a clear decision as to what it intends to
deliver, assess whether it has the resources to deliver it, and determine whether
the organization is able to bear the cost. Is the intent to provide access “24 x
7 x 365,” or simply during normal business hours?

Does the organization have sufficient technical staff available to develop,
maintain, and operate the system? The almost-universal experience is that
systems are much more difficult and expensive to develop than expected.
And chances are that as soon as the system is released, requests for changes
will start to arrive. Systems tend to require a lot of modification during the
first two to four years of life. It is not generally wise to bank on outsourced
development’s leading seamlessly to maintenance-free operation. If the sys-
tem is considered an important organizational asset, somebody on staff will
have to be tasked with its care and feeding.

Are there sufficient server capacity and network capacity to handle the pro-
jected workload and perform adequately? System response times tend to vary
exponentially with utilization. Systems can become victims of their own success
and thus become overwhelmed with demand volume, effectively rendering sys-
tems unavailable as response times increase to unacceptable levels. It is impor-
tant to develop best-guess estimates of audience size and workload volume well
ahead of time, to plan for acquisition of sufficient hardware, and to take into
account the hard realities of the budget and procurement process. This process,
known as capacity planning, is fraught with uncertainty and guesswork and is
perhaps as much art as science, but is critical nonetheless to the prevention of
embarrassing failures. Creative contingency planning is often the best approach,
especially in government organizations that are not known for their ability to
react quickly to the unexpected.

Choosing an Architecture
It is really only at this point that the typical activities of system design should
begin. Having addressed the much larger questions of the precise intent and
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purpose of the system, the nature of the data itself, the characteristics of the
user community, and the level of organizational capacity and commitment,
an organization can make an informed decision about whether and how to
proceed.

For a variety of reasons, most new systems being developed today are
targeted for deployment over the Web. This is a simple economic decision.
HTML and the Web browser provide a simple means of presenting applica-
tions on virtually any kind of computing platform anywhere in the world. The
widest possible audience is reachable. Software distribution and version man-
agement problems disappear. Attractive user interfaces can be designed and
deployed with a fraction of the effort required for using thick client approaches.

Even where a thick client is employed, if there is any telecommunication
involved in the system, the universal choice today is to employ TCP/IP (Trans-
mission Control Protocol/Internet Protocol) or one of the communication
protocols built on top of it, usually HTTP. The public Internet is so ubiqui-
tous that any other choice becomes extremely difficult to justify. HTTP is
often the best choice of protocol because it has the least problem in commu-
nicating through other organizations’ firewalls.

Web-based deployment is an increasingly popular choice for applications
intended only for the organization’s Intranet. Web-based deployment simply
takes advantage of (1) what is often already-existing infrastructure, (2) the
fact that most workstations come with a Web browser installed, and (3) the
fact that users are already comfortable and familiar with the Web paradigm.

The main drawback to Web deployment on the public Internet is perfor-
mance. Whenever significant amounts of data must flow, and especially where
the connection is via dial-up modem, response times on Web applications
very quickly reach unacceptable levels. Even lean applications running in a
high-speed connection environment are subject to the unpredictable and un-
controllable performance of the public Internet. If predictable, consistent,
high performance is a high priority, an organization clearly needs to avoid
the Internet. In fact, a high-speed data access system today is probably best
deployed as an Intranet or a LAN-based application, because the performance
of an organizational Intranet is generally better and presumably controllable.
Otherwise, the system needs to be a stand-alone application running only on
the client’s workstation. The trade-off is that this approach creates data syn-
chronization problems. Infrequent updates—say, annual or less frequent—
are probably best handled by sending an entire new copy of the database to
the client site, either on compact disk through the mail or by means of a
single, large download. Frequent updates might best be handled by down-
loading only the changes made to the master database to each slave copy, but
in doing so it will be critical to insure that all updates are received and
applied in the correct sequence; otherwise, data integrity can be lost.

The limitations of the browser-based interface is the second most serious
drawback to Web deployment, whether Internet or Intranet. Consider the prob-
lem of performing edits on input fields. The browser-based HTML form has
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no ability to execute instructions; therefore, all edits have to be performed on
the server side. This limitation means that the form has to be transmitted to
the server. Any error messages must be returned on a copy of the form. While
all this is going on, the user experiences an awkward delay. Various technolo-
gies have been introduced to circumvent such limitations by essentially em-
bedding executable instructions within the HTML pages and providing the
means to execute them on the client side. Notable among these are Java applets
and JavaScript, supported on all platforms and browsers, and ActiveX and
DCOM, supported only on the Microsoft platform and browser. These tech-
nologies can work within limited circumstances—that is, if employed for
simple problems and/or if only certain platforms and browsers are to be sup-
ported. But the difficulty is that none of these technologies are universally
supported or behave consistently on various platform and browser combina-
tions.

In spite of the limitations, the most popular approach to data access in
public health today, as in many other fields, is to develop simple browser-
based Web applications that provide real-time access to health databases.
The number, variety, and sophistication of development tools available to
construct such systems have skyrocketed in recent years. The amount of de-
veloper effort and level of developer expertise required to use these tools has
correspondingly diminished and can be expected to continue to do so.

The Shortcomings of Today’s Rush to the Web
The current rush to put up health databases on the Web is clearly a step
forward, both for the public and for the practice of public health. It is hard to
argue with the value of more data being made available to more users of data.
There is a sense of excitement over the possibilities of the new Web technol-
ogy, and even a spirit of competitiveness as sites attempt to outdo each other
in functionality, usability, and clever interface design. This competitiveness
can lead only to better systems. Through these systems, in turn, members of
the public are able to apprehend directly the purpose and function of public
health and of the local health department, to see the fruits of tax dollars more
clearly, and to enjoy direct access and use of information about public health
issues affecting their families and their communities.

At the same time, the fact remains that there are serious limitations inher-
ent in the Web-enablement approach being pursued today. These limitations
are summarized in Table 20.3.

It is a disjointed, unorganized effort, devoid of overarching plan or pur-
pose. There is a great need for a more coherent approach. Below, we will
address some of the limitations that public health and other domains need to
recognize in adopting a Web-based approach to sharing data.

For example, there is no systematic directory service for data. To find
health data on the Web today, one has to know that it exists and know where
to go to access it. One has to have the data’s URL (Uniform Resource Loca-
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tor). The situation is particularly glaring at a large institutional Web site like
the CDC’s: One has to know the organizational structure of the agency in
order to locate the database systems put up by various program areas. Normal
Web search engines are useless for mapping the location of these sites, be-
cause, for the most part, the content of interest is not present as text in Web
pages, but rather is encoded inside the database in such a way that search
engines cannot parse it. A Web-enabled hospital discharge database may con-
tain records containing International Classification of Diseases (ICD) codes
that represent myocardial infarction, but the phrase “heart attack” probably
does not appear as text in any Web page where a search engine could pick it
up. A typical Web search would therefore not locate this resource.

Another limitation of the Web approach is that there is no plan for mount-
ing data on the Web according to scientific need. Rather, availability of data
on the Web today is a function of the distribution of wealth among health
agencies, not of the relative importance and usefulness of the data. Those
organizations blessed with technical resources can afford to develop Web-
enabled database systems. Poorer organizations cannot. Yet, it is hardly the
funding level of an agency that determines the usefulness of its data to the
larger public health community.

A third major limitation of the Web-based approach is that there is no
continuity of functional capability across these systems. Some of the systems

TABLE 20.3.  Limitations of current Web-based approaches to making data available

Web-Based Characteristics Limitation(s)

Data location Lack of systematic directory service for data. Nor-
mal Web search engines are useless for locating data
because content is not present as text in Web pages

Data mounting Data not mounted according to scientific need or
importance and usefulness, but rather according
to whether an organization has the resources to
develop Web-based database systems

Functional capability Lack of continuity; many systems serve up data only
in a very limited manner, with no support for explor-
atory analysis, and others present data featuring a con-
fusing and inconsistent array of offerings

Data coverage and compre-
hensiveness

Many systems focus on data compiled for one or
another single political region, with many different
sites presenting the data; lack of data comparability

Data standards and documen-
tation

Differ from one system to another, rendering
comparability difficult
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being developed simply offer preprepared tables of statistics derived from
one or a few underlying database systems. These are essentially book pages
published on the Web, not true data access systems. Although often useful,
and certainly better than no Web presence at all, such systems by their nature
can serve up data only in a very limited manner; they cannot support explor-
atory analysis at all. Some systems present data in simple HTML tables. Some
offer graphs and maps. Some offer the ability to reformat data into a variety of
popular file formats and download it to the desktop for import into any num-
ber of analytic packages—a useful feature for exploratory analysis, more seri-
ous research, or the incorporation of data into presentations and reports. But
because there is no continuity of functionality across systems, users of public
health data are presented with a confusing and inconsistent array of offerings,
an array that hampers their ability to use the data.

A fourth limitation is that most public health data are compiled for one or
another single political region—a state, a city, a county, a planning region—by
whatever health organization is authorized or positioned to perform the collec-
tion. As a result, the data are presented by separate systems at separate sites that
reflect these political divisions. But diseases and social problems do not respect
political boundaries; in public health, data for adjoining or comparable regions
often need to be compiled or compared. Unfortunately in many cases, the data are
not directly comparable across systems. As we have previously pointed out, this
lack of comparability is often a function of the lack of comparability in the
underlying data as a result of differences in the data elements being collected, the
method of collection, the categorical values into which data are encoded, etc.,
stemming directly from a lack of data standards. Or it may be an artifact of differ-
ences in the systems themselves, whether in the manner and degree of data sum-
marization and aggregation being performed, in the method of rate calculation,
or in something as trivial as the form of the output. Without comparability of
data, the task of characterizing public health issues across jurisdictional bound-
aries remains very difficult.

Finally, there is an overall lack of data standards and data documentation
accompanying many of these Web database systems, and as a result there is,
again, a lack of comparability of data documentation. Public health has been
slow to adopt data standards and metadata standards. An effective metadata
standard adhered to across the public health enterprise is key to addressing
the data comparability issues.

The Data Web
In response to these current challenges and shortcomings, some individuals
have proposed approaches to public health data access that take a more
overarching, enterprise-wide perspective, as discussed in the previous chap-
ter. It is significant to note that similar pressures are being experienced in
other social science domains as well, and parallel solutions are being ad-
vanced there. Because these social science domains, such as economics, de-
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mographics, and environmental science, share so much in common with pub-
lic health (collaboration of government, academic and private entities, huge
holdings of statistics housed primarily in publicly funded institutions, simi-
lar budgetary and resource constraints), it is exciting to contemplate joint
solutions that can serve many needs as well as promote multiple reuse of data
across disciplines.

One approach that has been advanced in many quarters is to build data
warehouses. It is an attractive idea that derives from the success of data ware-
houses in many commercial enterprises.

Data warehouses integrate formerly disparate data for purposes of discov-
ering otherwise invisible relationships and increasing the potential of data to
communicate information about the underlying reality it is intended to repre-
sent. Certainly there are huge dividends to be reaped from data warehouses
targeted at public health issues. Particularly of interest would be warehouses
that explore the intersection of public health and clinical medical practice—
such an exploration would provide public health disease surveillance capa-
bility, allow for much timelier assessment of therapies and interventions, and
lead to better informed prevention programs. But it remains to be seen whether
such a data warehouse approach will begin in earnest or bear fruit. After all,
data warehouses are very large, expensive and relatively risky projects that
tend to require very significant ongoing support for long periods before they
become productive. It is not clear at the present time that the public health
enterprise possesses the means and the perseverance to succeed with one.

Another approach is to build a common, integrated set of services to pro-
vide access to data sources distributed across the Internet. The intent here is
to build a data web analogous to the existing World Wide Web, with services
aimed at locating and serving up statistical content instead of text and image
content. This web can be thought of as a remote data access infrastructure, on
top of which specific application systems designed to serve the needs of
public health programs, environmental scientists, economists, demographers,
urban planners, or private businesses could be built. A major advantage of
this approach over a data warehouse is that it is a much less daunting and
complex project: It is built up from a series of relatively simple components
and standards, it distributes the burden of management and maintenance across
collaborating partners, and it requires no attempt to enforce a semantic
model—that is, it requires no presumption about how data will be used. Data
Web, as discussed in the previous chapter, is in fact the name of a research
project under joint development by the Centers for Disease Control and Pre-
vention and the US Census Bureau. Whether this particular effort succeeds or
whether it proves simply to be an initial attempt that informs later successful
attempts, it is an idea that is so logical as to be inevitable. The Web is clearly
the new public forum and global communication platform, superior to the
telephone and to mass media in its versatility and its provision for two-way
and collective communication. Government and public services are clearly
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destined to move to the Web. Public health and the other social sciences are
publicly funded activities built upon publicly funded data-gathering activi-
ties. In turn, publicly funded data are a public resource; it therefore needs to
be on the very public Web. Government, despite its nay-sayers (who forget
that the present Internet would not exist had it not been built by government),
is uniquely capable of establishing cohesive, standard protocols and mecha-
nisms that can be implemented at no cost or even free to the user.

What Are the Characteristics of a Data Web?
A data web has numerous characteristics, and in those characteristics reside
its advantages as a data access device. These characteristics are listed below.

Data Can Be Accessed at Its Authoritative Source

The organization that “owns” a data set should be the organization respon-
sible for its management. The data set should therefore reside at its home
organization. Systems in other organizations that need read access to that
data should go to the data’s home site. The alternative—permitting external
systems to import and store local copies of the data—is duplicative: It imme-
diately engenders data synchronization problems. After all, data change over
time. In fact, as a rule, data get more accurate over time. For example, the
Census Bureau’s population estimates for any given point in time are revised
several times over the years; public health disease surveillance reports trickle
in over a period of months; ICD codes and Federal Information Processing
Standards (FIPS) codes are revised approximately yearly. The Census Bureau,
where Census data reside, is in a position to update the data. However, if
multiple copies of base data exist in various external systems, it is inevitable
that these copies will become outdated and unreliable. In short, the most
accurate, timely, and authoritative source for data is at the home organiza-
tion. In a data web architecture, replication of databases is avoided; instead,
queries are dynamically directed to the most authoritative source.

Such an architecture does not, however, rule out the possibility of caching
local copies of data for performance reasons, so long as the caching mecha-
nism can determine when the cached copy is out of date and needs to be
refreshed from the master. Such a local caching mechanism is simply a net-
work-level analogy to the in-memory caching of disk storage systems to im-
prove input-output response time within a single machine.

This approach has the added benefit of minimizing and distributing the
work of managing data. After all, data management is not an insignificant
task when the number of databases being managed begins to number in the
dozens. Operators of large systems should be grateful for the opportunity to
offload this task as much as possible. Moreover, no one is more appropriate or
more qualified to perform the data management work than the organization
responsible for creating the data set to begin with.
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Data Can Reside on Any Platform

Currently, there is no reason that the user, or the application system, needs to
be concerned about the type of computer, the operating system, or the data
base management system on which the data of interest reside. Relational
tables are the de facto standard for public health and social science data, and
there are a number of tools—American National Standards Institute (ANSI),
structured query language (SQL), Java Database Connectivity (JDBC), Java—
that encapsulate the data repository and provide platform independence.

Data Can Be Readily Located

Every network requires a directory to assist in locating the contents of the
network. At its most basic level, a data web directory would have to consist of
data source names linked to network addresses. Thus, a user or an application
system could access a data source without knowing anything more about it
than its name.

But this basic level is of limited usefulness. It is analogous to requiring
users to know a Web site’s URL in order to access the site. For example, users
need to be able to search the World Wide Web by topic of interest in order to
discover unknown sites. Similarly, users will want to search the data web by
topic to discover data sources of interest to them. At its next level, then, the
data web directory needs the ability to associate “topical terms” with data
sources. One simple approach to providing this capability is to collect all
parseable text associated with a data source—the data set documentation, a
list of words one might want to associate with the data set, and descriptions of
all variables—to form an index.

But this next level is also of limited usefulness. After all, it is one thing to
know that a hospital discharge database contains a field for diagnosis expressed
as an ICD code. But it is more interesting to know that there are records in the
database wherein the diagnosis field contains the ICD code for “myocardial inf-
arction.” In other words, it is more interesting to know that this data set contains
information about cases of heart attack. To provide a user with ready access to
this kind of information would require collecting all the text associated with the
definitions of all data element values into the index.

But there is one final level of usefulness that has an analogy familiar to
anyone who has ever failed to get results with a Web search engine. That level
of usefulness requires building a thesaurus into the index. Such a thesaurus
would accommodate multiple definitions of data element values. For ex-
ample, users will tend to search the data by using the phrase heart attack more
often than they will use the phrase myocardial infarction, even though the
latter phrase is the precise definition of the ICD code value. A thesaurus
would accommodate both.

Clearly, what this discussion points to is the necessity of highly struc-
tured, highly complete, and accurate metadata for each data set, metadata that
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can be used not only to document the content of data sets but also to provide
a semantic directory. Admittedly, generating such metadata is no small task.

Data Are Accessed in Real Time

The purpose of the data web is to provide direct access to “live” databases.
Preprocessed summaries and reports are not components of the data web, any
more than they would be considered part of a database management system.

Data Support a Wide Variety of Applications

The data web is intended to function as a data access infrastructure, on top of
which a wide variety of data applications may be built. The data access infra-
structure should make no presumptions about how the data will be used or
presented in the application layer.

Data Can Be Recoded

Different databases employ different coding schemes to express meaning. Cat-
egorical data attributes—such as race, gender, state, smoker/nonsmoker—are
encoded in any number of ways. Specific application systems built on top of the
data web may require translation of codes from one scheme to another in order to
present data from a distant source in a familiar form. A facility to support requests
for recoding at query time therefore belongs in the data access infrastructure.

Data Are Appropriate for All Audiences

In a well-conceived data web, data access is not constrained to a certain level of
aggregation, to a maximum-sized result set, or to a maximum response time. Data
queries can, in principle, be as large and as effort-intensive as necessary to serve
the needs of the user or application. Data queries can also involve more than one
data source. The data web therefore supports the exploratory data analysis needs
of researchers. But less intensive queries are, of course, also possible.

Data Can Be Presented in Multiple Interchange Formats

This data access layer is capable of presenting data in a number of formats
suitable for data interchange with other systems, including systems using
XML, popular file formats such as Excel and delimited ASCII, and via JDBC
and Open Database Connectivity (ODBC) interfaces. The intention is to per-
mit the data access process to integrate seamlessly with the data analysis/data
visualization/reporting process, regardless of what the latter might be.

Data from Multiple Sources Can Be Conjoined

An important consequence of the ability to resolve differences in database
location and in platform and data-coding scheme is the ability to co-tabulate
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data from separate systems into a single result table with exponentially less
effort than is required today. It is true that there are significant restraints on
the number of variables by which and the circumstances under which such co-
tabulations can validly be performed. However, even the ability to link on a
few of the most common and obvious geographic and population variables
(date, state, county, age, race, sex) opens potentially significant new frontiers
for exploring data relationships and vastly reduces the cost and effort of
doing so.

Appropriate Data Manipulations Can Be Associated with Data

Certain data manipulations—such as the application of weights in the tabula-
tion of survey data or the calculation of age adjusted rates in the presentation
of incidence of health events—are so fundamental to the data that they may
be considered to be “behaviors” of the data. These manipulations ought to be
consistent from one application to the next. Therefore, they are not a feature
of the application, but rather of the data layer. In an object-oriented sense,
they are methods of the data sets. The metadata might well tag data sets with
these manipulations and the circumstances under which they may be per-
formed and build into the data web the ability to invoke these manipulations
when they are needed or requested.

Access to Data Can Be Controlled

Digital certificates and other public key infrastructure technology may be
employed in the data web to authenticate users strongly and to encrypt their
data transmissions across the public net. Pending development of a workable
security model that allows data set owners to control access to their data, it
may become practical to mount non-public user data on the data web and
provide restricted access to authorized users.

Expanding Data Needs of Today and the Future

The information needs of public health and of other social sciences are chang-
ing in significant ways. The needs are growing in scope and complexity, and
they increasingly involve partners outside the traditional domains. For ex-
ample, public health programs increasingly need to examine data from the
socioeconomic, criminal justice, and environmental domains, just as they
need to examine public and private health provider and payer data. Programs
in these other domains, in turn, also increasingly express need for public
health data, such as data related to disease incidence and data regarding
natality and mortality. There may be no limit to the number and variety of
computer applications that can derive benefit from cross-system data exchange.
Indeed, it can be argued that the primary value of the enormous existing
volume of information, gathered originally to study various separate aspects
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of populations and communities, will be tapped only when this information
is merged, linked, and compared.

Advances in information technology have made it possible to imagine
developing an integrated suite of services that would serve to bridge the gap
between data in all its disparate forms and applications that might make use
of it. Public health and the other social sciences may be positioned to make
great strides forward in capacity, capability, and efficiency as a result of these
advances. In this chapter, we have presented some concepts for increasing the
accessibility and usefulness of data to accommodate those disparate needs.

Questions for Review

Questions 1 through 10 are based upon the following information:
The Department of Public Health of State X maintains a database that

contains fundamental raw data relating to physician diagnoses of AIDS cases
of state residents. The department maintains a Web site at which it provides
simplified graphs and charts related to the incidence and prevalence of the
disease in the state, along with AIDS-prevention guidelines. These graphs
and charts compare the incidence and prevalence to national levels. The
department also provides restricted Web-based access to data that have been
manipulated to enhance the data’s security and integrity; this data, for ex-
ample, exclude geographic region and age at diagnosis. The data are updated
every three months.

1. Which of the Web features would be appropriate for general public access?
For access of health program planners, policy makers, or health issue
advocates looking for metrics on the size or severity of AIDS incidence
and prevalence? For researchers needing detailed data?

2. Explain why the Department of Public Health of State X might be reluctant
to provide general access to all the data.

3. In what sense might it be beneficial to the department to share the data
with the general public?

4. In what sense could it be illegal or unethical to provide public access to
all the data?

5. Explain why full organizational support is essential if the department is
to provide AIDS diagnoses data that are both current and accurate? What
technical support will the department need to provide to users?

6. What are the drawbacks and limitations to the department’s Web-
deployment approach to providing access to the data, assuming the
department maintains a typical Web-based database system and assuming
the current state of technology? What are the advantages and limitations?

7. Explain why a data warehouse approach to integrating the AIDS data with
data related to all diagnoses of disease in the state might be beneficial.
What are the drawbacks to such an approach?
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8. Why might it not be a good idea for the department to permit researchers
and other state departments to download and maintain their own AIDS
diagnoses databases from the department’s Web site?

9. Explain how use of a data web to house the AIDS data might provide the
department with advantages (provide at least six advantages of this
approach over traditional Web-based approaches).

10. In what ways would the characteristics of the data access systems of the
department need to be different if the primary purpose of the department’s
Web site was to (a) provide overall information about AIDS prevalence
and causes to the general public and (b) serve the needs of the scientific
community interested in conducting research?
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Learning Objectives

Upon completing this chapter, you should be able to:

• Describe the uses and value of the application of geographic information
systems (GIS) to public health.

• Discuss the history and the theoretical foundations of GIS.
• Understand the functional development of GIS and how it works.
• Analyze the organizational models and the respective hardware/software/

personnel requirements for GIS along the continuum from a single
individual user to community use.

• List and discuss the social/institutional issues that individual and
organizational users of GIS must address.

• Describe the limitations of GIS software and spatial data.
• Discuss the emerging technologies that have implications for GIS use in

public health.

Overview

Geographic information systems are powerful tools that can enable public
health practitioners to analyze and visualize data. A system of computer hard-
ware and software that allows users to input, analyze, and display geographic
data, GIS permits the manipulation and display of both spatial and attribute
data. GIS now exists at various levels, ranging from small-scale systems for
individual users to enterprise-wide systems. The advent of Internet map serv-
ers and client-server applications has made GIS more widely available and
accessible. However, users of GIS need to have the proper training in order to
use such systems properly. They also need to be aware of the social/institu-
tional issues that can influence GIS use. Finally, users need to be aware of the
limitations in GIS software and in data sets, limitations that can, if ignored,
result in reliance on incomplete and inaccurate data.
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Introduction

During the past few years, the contribution of information technology to the
practice of public health has become increasingly apparent and has led to the
emergence of the discipline of public health informatics. Public health
informatics has been defined as “the application of information science and
technology to public health practice and research.”1(p1) (also see Chapter 1).
Until very recently, there has been a general perception that the use of infor-
mation technology in the health sciences is 10 to 15 years behind its use in
other fields. Historically, the use of information systems in public health has
focused on the storage and retrieval of data. This focus is changing as the
healthcare industry increases its use of electronic medical records, upgrades
hospital information systems, and uses the Internet for distributing health-
related information and providing remote diagnostics.2,3 In addition, with the
shift of the U.S. healthcare system toward a managed care model, the role of
public health agencies is becoming strongly oriented toward the provision
and use of information and efficient access to it.

At a time when computer hardware and software are becoming more afford-
able, powerful, and user-friendly, public health agencies and service provid-
ers are scrambling to develop the technological infrastructure that will allow
them to make use of information technology. Recognizing the importance of
a strong information infrastructure in providing public health professionals
with access to technical information, the Centers for Disease Control and
Prevention (CDC) in 1992 initiated the Information Network for Public Health
Officials (INPHO) program, which has provided funding to public health agen-
cies to acquire and upgrade information resources. This program is adminis-
tered by the Public Health Practice Program Office (PHPPO), which is dedicated
to improving systems that manage public health information and knowledge.

One of the emerging technologies being adopted by public health profes-
sionals is that of geographic information systems. A GIS is a computer map-
ping and analysis technology consisting of hardware, software, and data
allowing large quantities of information to be viewed and analyzed in a geo-
graphic context. It has nearly all of the features of a database management
system, with a major enhancement: Every item of information in a GIS is tied
to a geographic location. Lasker et al. have identified three basic types of
information needs essential to public health services: (1) data collection and
analysis, (2) communication, and (3) support in decision making.4 GIS has
enormous potential to contribute to the analysis of population-based public
health with its ability to support all three types of information needs.

Although medical geographers have been mapping disease and conduct-
ing spatial analysis for decades, the use of GIS among public health profes-
sionals is a relatively recent development. The fact that two 1999 editions of
the Journal for Public Health Management and Practice were devoted en-
tirely to GIS applications attests to its emerging importance in health sci-
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ences. With GIS, public health professionals can manage large quantities of
information; map the distribution of diseases and health care resources; ana-
lyze the relationships among environmental factors and socioeconomic envi-
ronments and disease outcomes; determine where to locate a new hospital or
clinic; and even make decisions about the development or implementation of
health policy.

In this chapter, we will define the nature of a GIS. We will trace its theoreti-
cal foundations and its development and discuss the importance of GIS, par-
ticularly with regard to its contribution to public health. We will then discuss
how GIS concepts work—their treatment and representation of data, GIS or-
ganizational models, and issues related to implementation and uses of GIS.
We will conclude the chapter with a discussion of the implications of emerg-
ing technologies such as Web-based applications and data warehousing for
GIS as a public health tool.

What Is GIS?

What is a GIS? Dozens of definitions exist. Essentially, it is a system of com-
puter hardware and software that allows users to input, analyze, and display
geographic data. More specifically, it is “. . . a computer system that stores
and links non-graphic attributes or geographically referenced data with
graphic map features to allow a wide range of information processing and
display operations, as well as map production, analysis and modeling.”5(p281)

Clarke refers to GIS as (1) a toolbox, (2) an information system, and (3) an
approach to science.6 As a toolbox, GIS is a software package that contains a
variety of tools for processing and analyzing spatial data. Public health pro-
fessionals might use these tools to map infant mortality rates across a state,
identify areas with underserved populations, maintain an infectious disease
surveillance system, or model environmental exposures to toxic substances.

As an information system, a GIS consists of a series of databases that con-
tain observations about features or events that can be located in space and,
hence, mapped and analyzed. GIS also functions as a means of spatial data
storage.7 Information that for centuries was stored on paper maps can now be
stored in digital format in a geographic information system.

In some circles, the meaning of GIS is gradually shifting from “geographic
information system” to “geographic information science,” sometimes
referred to as GIScience.8 GIScience refers to the science behind the technol-
ogy and the study and understanding of the disciplines and technologies that
have contributed to the development of today’s GIS software. These disci-
plines include geography, cartography, geodesy, photogrammetry, computer
science, spatial statistics, and a wide range of physical and social sciences.
Goodchild has categorized these disciplines and provided a more extensive
list of them.8
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Theoretical Foundations and the
Development of GIS

GIS owes its current level of functionality to developments in a wide range of
disciplines and technologies. As a “science,” its theoretical roots lie in geog-
raphy, cartography, and spatial analysis. Ties to cartography are obvious, and
some of the basic cartographic principles critical to GIS use are discussed
later in the chapter. Certain paradigms in the discipline of geography have
had a strong impact on the development of GIS technology. In the mid-1950s,
geography experienced a shift from integrated, regional science approaches
to a paradigm that embraced logical positivism (with its deductive vs. induc-
tive reasoning), laws of probability, and the quantitative revolution. Emerg-
ing computer technology contributed to this shift by providing faster
computations and a means of storing and retrieving vast quantities of infor-
mation.9 During this time, methods of spatial analysis that had been devel-
oped earlier in the century were automated, and many new spatial/statistical
methods were developed. Other schools of thought in geography, such as the
landscape and human ecology schools, had an impact on the development of
automated mapping techniques to store and map environmental information.

In 1959, Waldo Tobler published a paper about the use of computer pro-
gramming to automate cartography.10 Over the next decade, Tobler’s ideas led
to the development of several computer programs and mapping packages,
many written in FORTRAN, for map production and spatial analysis. Faculty
and students at the Laboratory for Computer Graphics and Spatial Analysis at
Harvard University Graduate School of Design developed the most widely
used of these programs and packages. The Laboratory was directed by archi-
tect and city planner Howard Fisher, who developed SYMAP, a computer-
mapping program for analyzing data and producing maps on a line printer.
Other early mapping programs include GRID, IMGRID, CALFORM, and SUR-
FACE II (the latter developed by the Kansas Geological Survey). These soft-
ware packages all ran on mainframe computers and were still in widespread
use on university campuses until the mid- to late-1980s.

In 1969, landscape architect Ian McHarg published his book Design with
Nature, which described the process of using transparent overlays for making
siting decisions and for analysis of spatial relationships among features.
McHarg was not the first to use and overlay map transparencies, but his book
had a widespread audience. In fact, the ability to superimpose and overlay
maps is one of the strengths of GIS. One of the first programs to perform
polygon (area) overlay analysis was the ODYSSEY program, developed at
Harvard in early 1980s.11

Some of the earliest geographic and database management systems also
evolved during the 1960s. Roger Tomlinson’s Canada Geographic Informa-
tion System was capable of providing nationwide geographic analysis with
map data layers on agriculture, forestry, wildlife, recreation, census/demo-
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graphics, and land use. In 1967, the Land Management Information Center
was established at the University of Minnesota and began development of a
statewide GIS database. Parallel traditions in automated mapping and facility
management (AM/FM) systems by gas and electric utilities and other impor-
tant contributions, such as the development of computer-aided drafting (CAD)
systems, are described in detail in Antenucci et al.5

Although many of the early computer mapping and GIS programs were
quite powerful, they appear primitive by today’s standards. The maps they
produced were nowhere near as aesthetic as hand-produced maps; the soft-
ware had a much longer learning curve (which included learning mainframe
Job Control Language and commands specific to the software), and digital
data were difficult to come by.

Many U.S. federal government agencies were important to the evolution of
GIS technology and the development of digital cartographic data, perhaps
most notably the U.S. Bureau of the Census. In 1967, the agency piloted the
use of digital geographic files (streets and census blocks) for a study in New
Haven, Connecticut. These files, the Geographic Base File Dual Independent
Map Encoding files (otherwise known as GBF/ DIME files), were used in
urban areas for the 1970 and 1980 censes. Military use of geographic data
technology in the 1960s led to development of digital databases such as
the World Databank, which could be used in some of the early mapping
programs.

In the late 1980s, the move away from mainframe computers and toward
workstation and PC technologies resulted in dramatic changes to GIS soft-
ware and functionality. Most notably, software became increasingly easy to
use with the development of graphical user interfaces and menu-driven sys-
tems, and large collections of digital datasets were developed for use with the
software. Today, computer users with a day’s training or less can easily begin
using GIS. Such a facility of use has obvious advantages, but there are draw-
backs as well. After all, geographic data are complex. Without a sound knowl-
edge of basic geographic principles, data issues, and map design, it is easy for
an uninformed user to make errors, to mislead, and to be misled.

The Importance of GIS and Its
Contribution to Public Health

Many introductory texts on medical geography and the use of GIS in public
health begin with a reference to John Snow, the London physician who mapped
cholera cases in the Soho District of London during the cholera epidemic of
1854 (see also Chapter 2.) Snow was able to show that these cases clustered
around the Broad Street pump. The closure of the pump, through the removal
of the pump handle, and subsequent reduction in cases supported Snow’s
contention that cholera was a water-borne disease.
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Perhaps more interesting than Snow’s map, however, was his “medical detec-
tive” work preceding the 1854 epidemic and following the epidemic of 1849,
which helped him to recognize the association between contaminated water and
cholera. The cholera epidemic of 1849 killed over 52,000 people in Great Britain
and over 13,000 in London alone.12 While Snow published a brief account of this
epidemic in 1849, he continued to carry out research over the next few years,
leading to a second edition, published in 1854, that was a more substantial work.

In his second account, Snow noted the association between cholera, pov-
erty, elevation, and the water supply of the various London districts. A fasci-
nating reconstruction, mapping, and geographic analysis of these associations
is provided by Cliff and Haggett.12 As the authors have noted, “these associa-
tions result in some striking geographical distributions” such as the higher
mortality rates in areas adjacent to the River Thames and the relationship
between cholera and the water supply of London districts. At that time, a
number of metropolitan water companies were supplying water to the city
from a myriad of sources—some directly from the Thames, others from reser-
voirs. Cholera mortality was linked to contaminated water supplies provided
by companies drawing their water directly from the Thames.

Snow also investigated the relationship between elevation and cholera
incidence and observed that cholera was more likely to occur in low-lying
areas than in higher ones. There was some dispute over whether this was the
result of water contamination or of soil type, but it was actually a product of
a combination of the two factors: Lower lying areas had poorer drainage (soil
type), resulting in water stagnation and contamination. The alkalinity of wa-
ter also played a role in the transmission of cholera, as the microbe Vibrio
cholerae likes water with a high pH.

Although many of us would prefer to be in the field, rather than at a desk,
today’s technology makes it possible to carry out an analysis such as Snow’s
in a very small amount of time, at the desktop. Imagine Dr. John Snow at his
desk with a powerful computer mapping and information system. On his com-
puter screen, he has maps of London districts, their water supplies, and the
locations of cholera cases. In addition, his water supply map database con-
tains information about characteristics of the water, such as pH factor and
water source. He also has a map of soils, with information about their charac-
teristics and an elevation model to work with. With the tools available in a
geographic information system (provided that he has spatial data in digital
format), Dr. Snow could do point mapping of cholera cases, calculate dis-
tances to water sources, and examine the relationship of cholera incidence to
water source, water type, soils, and elevation.

Snow’s work provides an indication of how a GIS can benefit public health
practice. Medical geographers, epidemiologists, and other health practitioners
have been carrying out mapping and spatial analysis for centuries, but have been
doing it “longhand,” so to speak. Some of the classic geographic research on
probability mapping,13 disease diffusion and modeling,14 the spatial organiza-
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tion of cancer mortality,15 cardiovascular disease,16 and the allocation of health
services17 would have benefited from the use of GIS, or, more specifically, from
the combination of GIS and statistical analysis software—all used some combi-
nation of mapping, spatial analysis, and statistical analysis.

Obviously, GIS is needed for more efficient processing and analysis of
geographic data. It is also needed to integrate public health data from a wide
range of sources, to perform population-based public health analyses, and to
provide sound information on which to base decisions. Geography is a great
integrator: Nearly every entity of public health information is located some-
where in space, whether it be a county, a ZIP code, a dot on a map, a hospital
room, or even a point within the human body. GIS provides a means of inte-
grating all this information through a spatial referencing system.

GIS technology, then, has much to offer public health practitioners. Perhaps
most importantly, the analysis and display of geographic data is an efficient and
effective means of providing data for decision-making. As an example, Hanchette
has demonstrated the use of GIS by North Carolina state health agencies to imple-
ment the 1997 CDC lead screening guidelines and perform eligibility testing for
reimbursements under federal welfare reform legislation.18

Richards et al. have provided an excellent discussion of the advantages of
GIS technology, examples of its potential use by public health practitioners,
and constraints on its use.19 In addition to the advantages noted in the preced-
ing paragraphs, GIS permits the development of new types of data, the estab-
lishment of data partnerships and data sharing, and the development of new
methods and tools for use by public health professionals.

An additional benefit or function of GIS is that it can be used to carry out
quality control procedures for health datasets. Geographically based logical
consistency checks can be carried out to verify the accuracy of geographic
identifiers in health datasets. An example of this application is the use of city/
zip/county lookup tables to determine correspondence of geographic data
variables. Any records that do not have correspondence should be a red flag.
Geocoded patient residences or clinics can be overlaid with county or zip
code boundaries to ascertain whether their county or zip codes are correct.
Although such quality control procedures may appear to be an insignificant
role for GIS, an example cited later in this chapter confirms their importance.

How Does GIS Work?

GIS has in common concepts related to data association and display.

Spatial and Attribute Data
Although recent developments in hardware and database management soft-
ware have led to the development of many new data structures, we can think
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of GIS data as having two components. The first component is spatial data,
consisting of geographic coordinates that provide information about the lo-
cation and dimensions of features on earth and the relationships among these
features. These spatial data are stored in a topologic data structure—a data
structure that maintains information about the spatial relationships among
features, such as adjacency, connectivity, and containment.

The second component is attribute or statistical data, such as census vari-
ables or health outcomes, that describe the non-spatial aspects of the data-
base. Attribute and geographic data are linked through a geocode, a geographic
identifier that is contained in both data components. This geocode can be a
county name or a state name, a zip code, a street address, or some other nu-
meric code.

Figure 21.1 displays a map of Missouri that shows the number of persons
age 65 and over, by county. The spatial data on the map are the Missouri
county boundaries. Attribute data are contained in the table below the map
and are represented on the map by a series of shading patterns. Each record
contains information for a single county; in this case it includes county name,
state name, 1997 population, and the population age 65 and older. The table
also contains standard numeric codes (geocodes) for counties and the state of
Missouri. These codes were developed by US government agencies as part of
the Federal Information Processing Standard (FIPS).

The record for Saline County is highlighted, and the corresponding county
is highlighted on the map. The FIPS code for Missouri is 29, and the FIPS
code for Saline County is 195, providing a combined FIPS code (and a unique
identifier for Saline County, Missouri) of 29195. This value is contained in
the table’s FIPS field. The Missouri county boundary file has a FIPS code
associated with each county, and the attribute data are linked to the appropri-
ate boundary through this geocode.

Most federal geographic data, such as census data, use a set of FIPS codes.
However, the federal codes are not always used by state agencies or other
organizations. Geographic files, such as the county boundary file in Figure
21.1, often contain more than one set of geocodes. If health agencies in the
state of Missouri coded health data by county name, these data could be
mapped using county name as a geocode, so long as that information was also
contained in a field in the spatial database.

Attribute data originate from a variety of sources and come in a wide range
of formats. One of the challenges of using health and demographic data in a
GIS is working with different data formats and structures. Attribute data are
typically stored in tables, where columns represent fields or variables and
rows represent cases or observations. These tables or files are often stored in a
database, defined as “a collection of related data items stored in an organized
manner.”20 The original data may be stored in mainframe legacy systems;
SAS, SPSS or Access databases; Excel spreadsheets; or a number of other
formats. Linking these data to spatial data usually requires importing them
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FIGURE 21.1. Spatial and attribute data for Missouri counties. (Data source: US Census,
1990. Map Source: ESRI Redlands, CA,)
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into GIS. Most data tables can be converted to ASCII or dBase (.dbf) format,
for easy incorporation into GIS. Spreadsheets and databases are not the same,
and importing spreadsheets into GIS software can be problematic, although it
is often done. Many GIS users view dBase as a preferred file transfer format
because it is readable by many GIS software applications and requires little or
no formatting. Recent developments in both GIS and database management
software allow direct, live linkage among some GIS applications and data-
base management systems.

For years, the main database management system utilized by GIS applica-
tions has been the relational model, where two or more tables can be linked
easily via a common identifier, or key. This is how attribute data are linked to
spatial data using a common geocode. The new trend in the larger GIS soft-
ware applications is toward object-oriented databases, which are capable of
modeling complex spatial objects. These spatial objects contain not only
attributes, but the methods and procedures that operate on them. A more
detailed discussion of database management systems is beyond the scope of
this chapter, but readers are referred to Jones7 for more information about
database models in the context of geographic information systems.

Map Projections and Coordinate Systems
In a GIS, all geographic features, such as hospital location, county boundaries,
and street networks, must be defined in terms of a common frame of reference, or
coordinate system. Coordinates are defined by their distance from a fixed set of
axes. In general, an x-coordinate refers to an east/west location; a y-coordinate
defines a north/south location. Features on the earth can be located with the
geographic coordinate system, which uses latitude for a north/south position
and longitude for an east/west position. However, this system pinpoints location
on a spherical earth. Maps, on the other hand, are flat. Therefore, the transforma-
tion of features from a three-dimensional sphere to a two-dimensional surface,
known as a map projection, must take place in order for the system to produce
accurate mapping and analysis. Because degrees of longitude vary in actual
distance across the globe (i.e., they converge at the poles), projections are used to
establish a grid system with uniform units of measurement and to reduce the
distortion in unprojected map coordinates.

Map projection is a science in and of itself. Projections are mathematical
transformations of endless variety and, although they reduce the distortion
inherent in geographic coordinates, they all involve some sort of distortion of
shape, area, direction or distance. Imagine drawing a map on the entire out-
side of an orange, then trying to remove and flatten the peel and maintain the
integrity of the map features. While it takes time and experience to learn
which projections are best suited for a particular application, it is important
for the new GIS user to understand that all map layers to be used in an appli-
cation must use the same projection and coordinate system. Indeed, this is
one of the strengths of GIS: Multiple map layers can be overlaid and relation-
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ships among them can be analyzed and displayed when they are tied to a
common coordinate system.

Many geographic databases are stored as unprojected data—that is, as
latitude/longitude coordinates. Indeed, latitude/longitude coordinates are a
sort of lingua franca, a standard data exchange format, and must be projected
by use of the projection capabilities available in most GIS software products.
Projections and/or coordinate systems that are commonly used in the United
States include (1) state plane coordinate systems, (2) Albers Equal Area pro-
jection, (3) Lambert Conformal Conic projection, and (4) Universal Trans-
verse Mercator (UTM) projection. Good descriptions of map projections and
coordinate systems can be found in Clarke6 and Robinson et al.21 Figure 21.2
displays a map of the continental United States in latitude/longitude coordi-
nates (unprojected) and in Albers Equal Area coordinates (projected).

Representations of Spatial Data
Most spatial data in a GIS are either feature-based or image-based, often re-
ferred to as vector or raster, respectively. Vector data are represented by fea-
ture types that resemble the way we visualize and draw maps by hand—by use
of (1) point, a single x,y location (example: a residence); (2) line, a string of

FIGURE 21.2. Unprojected and projected coordinates. (Map source: ESRI Redlands,
CA.)
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coordinates (example: a road); and (3) polygon, a chain of coordinates that
define an area (example: a county boundary).

Satellite images, digital aerial photography, and other forms of remotely sensed
data are the most commonly used raster data. These data are stored, not as fea-
tures, but as a series of pixels or grid cells. Both types of data can (and should) be
registered to a real-world coordinate system for display and analysis. Figure 21.3
displays examples of feature (vector) and image (raster) data and the ability of the
GIS software to overlay these by use of a common coordinate system.

Scale
Scale refers to the ratio of a distance on a map to the corresponding distance
on the ground. A scale of 1/100,000 (usually represented as 1:100,000) means
that 1 inch on the map is equal to 100,000 inches on the real earth. The ratio
is true for any unit of measurement (1 centimeter on the map is equal to
100,000 centimeters on the ground). Large-scale maps show more detail than
small-scale maps. The concept of scale can be confusing because the larger

FIGURE 21.3. Vector and raster data. (Map source: ESRI Redlands, CA: USGS National
Land Cover Data.)
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the denominator in the fraction is, the smaller the scale is. In other words, a
map at a scale of 1:12,000 is a larger-scale map than one at 1:2,000,000.
Smaller-scale maps are generally used to show a larger area (such as the world
or the United States), whereas larger-scale maps can be used to “zoom in” to a
smaller area (such as a city or a neighborhood). Because many map details are
lost in smaller-scale maps, scale has an important effect on the precision of
location. Figure 21.4 shows an area of coastal North Carolina represented at
different scales. It is important to remember that, although GIS software al-
lows users to zoom in and out to different scales, the amount of detail in a map
depends entirely on the scale of the original map!

Functionality: Mapping and Spatial
Analysis for Health Applications

A discussion of GIS functions used for public health applications can be
found in Vine et al.22 Some of the more generic functions are described below.
For the beginning GIS user, the most heavily utilized application of GIS
probably will be the display of map layers and the production of thematic
maps, most likely shaded (choropleth) maps.

Choropleth mapping assigns different shades or colors to geographic areas,
according to their values; it was, in fact, the technique used to produce the map in

FIGURE 21.4. An area of coastal Carolina, shown at several map scales. (Map source:
ESRI, Redlands, CA.)
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Figure 21.1. In health applications, it may be used with counties, zip codes,
health service areas, census tracts, or other geographic units to show the distribu-
tion of health outcomes, socio-demographic characteristics, health services, or
other relevant variables. Because correct interpretation of the message or pattern
displayed on a choropleth map is so critical to analysis and decision-making, a
more detailed discussion of choropleth map production is provided in a later
section in this chapter concerning visual display of spatial data.

Automated address matching can be used to map clinics, patient residences,
and other locations that contain street addresses. Address matching is a term
that is often used synonymously with geocoding, but it is actually only one
of many methods of geocoding. Essentially, an address, such as 525 Fuller
Street, is a geocode—it refers to a specific location along Fuller Street. Ad-
dress matching works by comparing a specific street address in a database to
a map layer of streets. If the map layer contains relevant information about
the street name and the range of addresses along that street, the software can
interpolate the location of the address and place it along the street. An ex-
ample is shown in Figure 21.5. In this case, the street network data contain
fields with information about the beginning and ending address for the 500
block of Fuller Street. Even addresses are on one side; odd addresses on the
other. The address, 525 Fuller Street, falls about 25% of the distance from the
beginning of the block. Issues of privacy and confidentiality that arise from
address matching are discussed later in the chapter.

FIGURE 21.5. Address matching. (Source: ESRI Street Map, Redlands, CA.)
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Most GIS software allows the user either to enter addresses interactively,
one at a time, or to process an entire database of addresses in batch mode.
Although the concept of address matching is very straightforward, there are
many limitations and problems that can be encountered. These are described
in a later section.

Distances among geographic features can be determined with nearly all
GIS/mapping software. In health applications, distances are often needed to
analyze access to health care or to model exposure to an environmental con-
taminant, among other things. Most GIS software allows users to determine
distances either interactively or in batch mode through the use of a distance
function. In the case of the latter, the distance calculation is stored in a vari-
able that may be used for later analysis, such as regression or some sort of
exposure modeling.

Spatial query allows a GIS user to query the attribute database and display the
results geographically. For instance, a user could make a query to display the
location of all rabies cases that have occurred in a county during the past year, or
to show all census tracts in which more than 50% of households have a house-
hold income below the poverty rate. Queries can also be based on distance: A GIS
can be used to display all zip codes within a 25-mile radius of a particular health
clinic or to show all patients within 15 miles of a field phlebotomist.

Buffer functions can define and display a region or “ring” of specified
radius around a point, a line, or an area. GIS software allows the user to define
the width of the buffer—that is, the distance of the outside edge of the buffer
from the feature boundary. A 150-meter buffer might be created to determine
the number of residences close to a toxic release event. A 25-meter buffer
zone around major roads could identify areas with potential lead hazards in
soil from past use of leaded gasoline. Figure 21.6 shows buffers of 25, 50 and
75 miles from Saint Charles Medical Center in Bend, Oregon. Another hospi-
tal is located within 25 miles of Saint Charles Medical Center and there are
three hospitals within 50 miles of the center.

Overlay analysis allows GIS users to integrate feature types and data from
different sources. It is not to be confused with visual overlay, which occurs
when several map layers are registered to a common coordinate system and
displayed together, as in Figure 21.3. Overlay analysis involves some spatial
data processing and results in the creation of new data or modification of
existing data. Two commonly used types of overlay analysis are point-in-
polygon overlay and polygon overlay.

Point-in-polygon overlay is used to determine which area, or polygon, a point
or set of points lies in or whether a point lies inside or outside a particular geo-
graphic area. For example, a point map of patient residences might be overlaid on
a map layer of census tracts to determine the census tract of the residence of each
patient. This application is important when a user is examining the association of
census variables, particularly socioeconomic ones, with health outcomes.

Polygon overlay can be used to create a new map layer from two existing
polygon map layers, when their boundaries are not coincident. For example,



446 Part IV. New Challenges, Emerging Systems

a zip code map layer can be overlaid on a layer of primary sampling units to
obtain a map layer showing all ZIP codes and partial ZIP codes within a
sampling area. This application can be used to create a lookup table that can
be linked to addresses. Polygon overlay is sometimes used to estimate popu-
lations within a geographic area whose boundaries differ from census bound-
aries; it operates in a “cookie cutter” fashion to create new polygons.
Population is then prorated by comparison of the area of the new polygon to
that of the original.

While these are only a few examples of GIS functions, they are all commonly
used in health applications and are easy to learn. Many other functions exist,
ranging from relatively simple techniques such as suitability analysis and cre-
ation of Thiessen polygons to complex methods of spatial modeling. A good
source of information on GIS modeling is Bonham-Carter.23 Kulldorff has de-

FIGURE 21.6. Buffer function. (Source ESRI, Redlands, CA.)
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scribed some statistical issues and methods pertinent to public health data,24 and
Buescher has warned about computing and using rates based on small numbers.25

There are many time-honored spatial analysis techniques used by geogra-
phers for decades that are not yet incorporated into the more widely used GIS
software products. Furthermore, GIS software has always been lacking in sta-
tistical analysis functions. Using statistical or more advanced spatial analy-
sis techniques usually requires additional programming, often incorporating
a GIS software macro language, or reformatting GIS data for use with statisti-
cal software, such as SAS or SPSS. One statistical software package, S-PLUS,
can be used with ArcView software developed by Environmental Systems
Research Institute (ESRI). Other statistical software has been developed for
very specific applications, such as SaTScan (which can be obtained from the
National Cancer Institute at no charge) for analysis of disease clusters.24 Those
unfamiliar with spatial analysis and spatial statistics may want to refer to
Unwin26 or Cressie.27 Anyone with a strong interest in exploring spatial analy-
sis methods for use in health applications is urged to read Atlas of Disease
Distributions: Analytic Approaches to Epidemiologic Data.14

Visual Display of Spatial Data

The proper display of spatial data requires an understanding of cartographic
design, of levels of measurement, and of the wide range of symbols and color
schemes that can be used to represent feature, and image data. A thorough
treatment of this subject is beyond the scope of this chapter, but it can be
found in cartography references such as Robinson et al.21 and Monmonier.28

Unfortunately, the proliferation of GIS and the development of user-friendly
interfaces to GIS software has made it easy for the “cartographically illiter-
ate” to produce bad maps. Bad maps can result from the improper use of map
projections, unfamiliarity with basic principles of map design, lack of under-
standing of data type and distribution, and poor symbol choice.

Because choropleth maps are so frequently produced and they convey
such a powerful image of the distribution and quantity of phenomena, two
critical aspects of their production are discussed briefly in this chapter: (1)
grouping data into classes for mapping and (2) appropriate use of symbols for
choropleth mapping.

Grouping Data into Classes for Mapping
The way in which data are grouped or classified has a strong effect on the appear-
ance of the map and can result in maps that look very dissimilar but use the same
set of data. The mapmaker must determine how many categories or classes to use
and the intervals, or cut-off points, for each class. Most shaded maps use from
three to six classes that are represented in the legend. Most GIS/mapping software
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provides users with a number of options for classifying numeric data. Four com-
monly used methods are (1) equal interval, (2) quantile, (3) natural breaks, and (4)
mean and standard deviation. Figure 21.7 provides examples of these methods,
using the data from Figure 21.1 for illustrative purposes.

Generally, there is no consistent “right” or “wrong” classification method
to use for classifying data, but some methods are more appropriate for certain
data distributions. The mean and standard deviation method is probably used
least, because the general public may not understand the concept of standard

FIGURE 21.7. Data grouping methods for choropleth mapping. (Map source: ESRI,
Redlands, CA.)
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deviation. A disadvantage of using the equal interval method is that, because
classes are determined by dividing the range of data, and not by data distribu-
tion, it is possible to have data classes with no observations. In this case, a
class (and associated shade) would be represented in the legend, but not on
the map. Probably the best rule of thumb for those who are uncertain is to use
the natural breaks or the quantile methods.

Appropriate Use of Symbols for Choropleth Mapping
With the availability of color in computer hardware and software, it is tempt-
ing to use a wide range of colors in map production. However, a user working
with numeric data should choose colors and shading patterns that communi-
cate the map’s message as clearly as possible and reflect the value of the data
so that the patterns on the map are intuitive to the viewer.

In color terminology, hue refers to the name of the color (e.g., red, blue,
green) and value is the lightness or darkness of a hue.21 In general, it is best to
use light colors for low data values and intense or dark colors for high data
values. A gradation of values for one hue works well with numeric data, as
does a range of hues from light to dark. These configurations of colors are
often available in GIS/mapping software as color ramps, a range of hues or
colors set up in the software that the user can quickly apply to numeric data.
In the past, cartographers used white to indicate missing data. However, it is
sometimes difficult to develop a full range of colors that are distinguishable
from one another and that print out well, so white is often used out of neces-
sity to represent the class of lowest data values. When a user is producing a
series of maps, it is important to standardize color and shading patterns so
that their interpretation is consistent across the series. Examples can be found
in two recently published health atlases: The Atlas of Cancer Mortality in the
United States, 1950–94 29 and Women and Heart Disease: An Atlas of Racial
and Ethnic Disparities in Mortality.30 Figure 21.8 provides examples of both
appropriate and inappropriate use of symbols.

Maps are often produced for publications or reports. When color maps are
too expensive to produce, the map’s message often can be conveyed as effec-
tively in black and white. Gray shades, ranging from low to high value, can be
used in place of a range of colors. However, gray shades do not always print or
copy well, and solid black can obscure boundaries, text, and other features.
Dot and hatch patterns can be a more effective way to present the information.
Lower density patterns, such as sparse dots or hatch patterns with wider line
spacing, should be used for classes with lower data values.

Visual displays of spatial data often incorporate tables, charts, and graphs
to show data distributions and other important statistical information. A won-
derful example of this is the Atlas of United States Mortality,31 which uses a
two-page layout for each cause of death. A series of maps, charts, and box
plots displays information about the significance of rates (known as prob-
ability mapping), distribution of data, smoothed death rates for specific ages,
and predicted regional rates with confidence limits.
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GIS Implementation and Use

Getting Started: GIS Organizational Models
In the late 1980s and the early 1990s, GIS implementation strategies focused on
the acquisition of hardware and software, the collection of data, and aspects of
managing the system, including organization and staffing.5 Although all of the
considerations addressed by formal implementation strategies remain important
today, the technology has evolved to the point at which many GIS software
development companies offer a wide range of products that accommodate a vari-
ety of approaches or models.32 This flexibility provides the technological basis
for a continuum of organizational models and implementation strategies. At one
end of the continuum, a single individual uses GIS (small-scale GIS); at the other
extreme, the entire organization uses GIS and, in some cases, with the advent of

FIGURE 21.8. Use of map symbols for choropleth mapping of numeric data, (Map
source: ESRI, Redlands, CA.)
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the Internet, even the community uses GIS (large-scale GIS). For purposes of the
discussion that follows, we will describe several “discrete” models along this
continuum, but the reader should keep in mind that the boundaries between the
“discrete” models are quite fuzzy. In addition, these models can overlap, and
more than one model may exist in any organization.

Smaller-Scale GIS
Since the early 1990s, there has been a trend toward the use of desktop GIS, a
concept that involves making GIS and mapping accessible to people who use
computers in their everyday work environment. The advent of desktop GIS
has been concomitant with the development of powerful personal computers
and user-friendly, Windows-based software environments. A variety of desk-
top GIS software packages have menu-driven graphical user interfaces and
are easily integrated with office computer hardware.

Departmental GIS
A second organizational model is the departmental GIS. An example is a GIS
in a state health department, where project and mapping support are provided
on an as-needed basis to state and local public health agencies and where
multiple GIS analysts work under the supervision of a GIS manager. Larger
GIS operations such as these often use a wider range of GIS software products
and store large amounts of data on Unix or Windows-based servers.

Enterprise GIS
Larger-scale GIS operations use an enterprise GIS model that provides GIS
capabilities to an entire organization or a corporation and involves the use or
development of multiple data types and applications and coordination among
many departments. With an enterprise GIS, an organization’s data are spa-
tially enabled (i.e., geocoded and available for GIS and mapping applica-
tions) and accessible to the entire organization as a resource for analysis and
decision-making. Data are usually stored on powerful servers within the orga-
nization and served to users across a network. For example, the city of Wilson,
North Carolina houses an enterprise GIS that is used by employees in many
departments, including fire, police, public utilities, public works, and plan-
ning and community development.33 Environmental Systems Research Insti-
tute (ESRI), Inc. has developed a white paper on the development of enterprise
GIS in health and social service agencies.34

Internet Map Servers
In recent years, a revolution has occurred in GIS technology with the advent
of the Internet map server (IMS). This technology provides access to mapping
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capabilities through the use of a Web browser such as Netscape or Internet
Explorer. It requires some behind-the-scenes set up and/or programming (de-
pending on the product being used) by the organization providing the ser-
vice, but it is accessible to anyone with a Web browser. This technology
differs from the desktop GIS products discussed earlier, in that Internet map
servers have no software or data storage requirements and can be accessed
from any computer platform.

Three-Tier Client Server
Many agencies are using a three-tier client-server architecture to provide
geographic information and services to clients. Tier 1 refers to a data server or
data warehouse. Tier 2 is an application server that accesses data from Tier 1
and uses the data in an application, such as an Internet map server, to provide
the data to Tier 3, the client. As an example, the Research Triangle Institute’s
GIS program uses this architecture to provide project management support for
an epidemiology project. This project uses phlebotomists located through-
out the United States to draw blood samples from survey respondents. Project
management staff members need dynamic data and maps showing the loca-
tion of field staff (phlebotomists) and their geographic relationship to survey
respondents so that phlebotomists can be allocated to respondents efficiently.
Additional information, such as percentage of respondent surveys completed
by primary sampling unit or identification of all respondents within a 60-
mile buffer of phlebotomist location, have been incorporated into the appli-
cation. These types of applications use a Unix or Windows-based data server
for data storage and retrieval (Tier 1), a PC running ESRI’s ArcIMS Internet
map server software to serve the data via a Web-based application (Tier 2),
and a client—the epidemiologist/project manager, who accesses the applica-
tion through a Web browser (Tier 3).

Hardware and Software Requirements
GIS has been developed for a variety of computer platforms. The trend has moved
from minicomputers (mid-1980s) and powerful Unix workstations (late 1980s/
early 1990s) to personal computers. While Unix workstations are used to run
more complex GIS applications and still function as GIS data servers, most GIS/
mapping software applications used today are available for the PC environment.

In recent years, GIS software has moved away from command line inter-
faces to a Windows environment with easy-to-use graphical user interfaces
consisting of menus and tool bars. Many inexpensive, user-friendly GIS/map-
ping software products are now available, and product reviews are frequently
published in GeoWorld and Geospatial Solutions (formerly Geo Info Sys-
tems). A recent comparison of selected GIS software products can be found in
Thrall,35 and Richards et al.19 have provided information about costs.
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In order to evaluate hardware and software needs, GIS users in public health
must determine which GIS organizational model meets their needs, the avail-
ability and format of digital geographic data, and how their GIS activities
will be integrated with other research or operational units. In many cases, a
powerful PC with desktop software will be sufficient. With more sophisti-
cated systems, such as those used in a departmental or an enterprise GIS,
larger investments in data servers and software will be necessary. No matter
which GIS system is purchased, spatial data is always space-intensive. Geo-
graphic data files are large. A user should purchase more hard drive space than
anticipated need indicates.

Spatial Data Collection, Development, and Distribution
In the 1980s and early 1990s, the primary bottleneck in GIS implementation
was the need to develop and/or acquire high-quality geographic data, a factor
that was, and still is, often underestimated. Fortunately, during the past sev-
eral years, there has been a proliferation of available spatial data in digital
form as a result of improvements in technology, the ever-increasing use of
GIS, and coordination efforts by federal, state, and local government agen-
cies, such as the Federal Geographic Data Committee (FGDC). Many of these
spatial data layers are free or can be purchased at a minimal cost from federal
or state agencies.  Others are sold by private vendors who have either created
spatial data themselves or else added value to spatial data from government
and other sources.  Due to the recent acts of terrorism in the United States,
public access to some spatial data has become more restricted.

Probably the most commonly used spatial data in the country are the U.S.
Bureau of the Census TIGER/Line These files, usually referred to as simply
TIGER/Line (Topologically Integrated Geographic Encoding and Referenc-
ing system) files. These files were first produced for the 1990 census and
contain map layers for census geography, physical landmarks, rivers and
streams, transportation networks, and other features. These geographic files
can be linked with the census data files for mapping and analysis of census
variables. In urban areas, the street network data can be used for address
matching. Most states have several repositories for census data. The US Bu-
reau of the Census Web site available at http://www.census.gov provides in-
formation about accessing these data sets.

Tiger/Line files are updated on a regular basis. The Census 2000 TIGER/
Line files are now available. These files contain all of the geographic census
entities, including a new statistical unit, the Zip Code Tabulation Area (ZCTA),
that consists of an aggregation of census blocks but closely approximates a
post office ZIP code area. Such a combination is a dream come true for many
health professionals because it will allow them to link the ZIP code informa-
tion in many health datasets with census socio-demographic data with greater
accuracy than has been possible in the past. Of course, ZIP codes are rela-
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tively small geographic units, so users will need to take even greater caution
when dealing with rates and small numbers or issues of confidentiality. One
of the projects of the Federal Geographic Data Committee has been to imple-
ment a national Geospatial Data Clearinghouse, which functions as a data
catalog and is accessible via the Internet at http://www.fgdc.gov/clearing-
house/clearinghouse.html. The University of Arkansas’ Center for Advanced
Spatial Technologies maintains a guide to online spatial and attribute data
on its Web site available at http://www.cast.uark.edu/local/hunt/index.html.
Environmental Systems Research Institute (Redland, CA) maintains a Geo-
graphy Network site that is a global network of GIS users and data and
service providers. Users can search for spatial data via this link: http://
www.geographynetwork.com/.

GIS data for public health applications are often created by linking health
attribute data from state and local government agencies to geographic bound-
ary files by geocode. For instance, county-level mortality data can be linked
to a state’s county boundary file by county code. Health datasets that contain
zip code fields can be linked to a zip code boundary file by the zip code field
in both databases. Many public health datasets are created through the ad-
dress matching process, described in a previous section. A thorough review of
GIS data sources for community health planning can be found in Lee and
Irving.36

Often, local public health community planning efforts require relatively
detailed data in order to permit development of maps at the sub-county or
neighborhood level of geography.37 Given the requirement to protect the con-
fidentiality and privacy of individual medical record information, many ex-
isting state or federal spatial databases typically do not provide a sub-county
level of detail—the smallest geographic unit of analysis is often at the county
level. Thus, in addition to whatever data may be available at the state and
federal level, local health agencies need capabilities to geocode and import
their own data. Depending on the nature of a specific health problem being
addressed, the local public health agency also may need to develop local
spatial data partnerships with other local government agencies and commu-
nity organizations (e.g., the department of transportation for motor vehicle
accidents, the police department for teenage crime data.)

Spatial data are critical for GIS operations, but so is information about
those data. The Federal Geographic Data Committee (FGDC) has spent sev-
eral years developing a standard for metadata that describes the content and
quality of a spatial database, or, in FGDC’s words, “data about data.” Metadata
provide important information about who developed the database, the scale
of the original data, the time period of the content, and attribute and posi-
tional accuracy. While metadata does not guarantee the quality of the data,
they do provide important information with which a user can determine ap-
propriateness of the data’s use. Metadata are usually in the form of text stored
in a separate file. They are available for many of the datasets developed by
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federal agencies and are gradually being developed by other agencies as
well.

Today, it is of critical importance to have knowledge of existing GIS coor-
dination efforts at the federal, state, and local levels. Most organizations
need more data than they can afford to develop. Even though one organiza-
tion may not collect a certain type of spatial data, another organization may
have those data. And, for certain types of data (e.g. aerial photography), the
total cost for an entire state base-map may be sufficiently expensive that
multiple organizations need to contribute to the funding.

Personnel and Training Issues
All organizational models of GIS require personnel with high levels of tech-
nical competence to develop the databases and applications that provide
analysis and results for decision support. Somers has made a distinction be-
tween (1) full-time GIS users, (2) part-time GIS users, and (3) support staff.38

On the whole, one would expect full-time GIS users to be technicians, ana-
lysts, or managers who have educational backgrounds in geography or GIS;
part-time users might have backgrounds in a field of expertise, with training
in the use of GIS.

GIS practitioners come from all walks of life, however, and personnel clas-
sification schemes for GIS positions are not always clear-cut. In some cases,
the classification schemes do not exist at all. For full-time GIS staff, an orga-
nization may access a number of position and salary surveys available from
private vendors and associations. These surveys provide job classification
guidance with respect to salary, educational and experience requirements,
and responsibilities. For example, Geosearch, Inc. conducts an ongoing wage
and salary survey for GIS and related professions and makes information
available on its Web site at http://www.geosearch.com. The Urban and Re-
gional Information Systems Association (URISA) also conducts salary sur-
veys, available at http://www.urisa.org. Rather than hiring and attempting to
retain full-time GIS practitioners, some organizations find it more cost-effec-
tive to contract out their GIS work to other organizations or to hire contract
employees to conduct GIS work.

Many public health professionals—in epidemiology and disease surveil-
lance, environmental health, and community assessment—are using GIS as a
tool for analysis and decision-making. Although the educational background
of such professionals often does not include GIS, it is important for these GIS
users to understand basic geographic/GIS concepts and to be able to interpret
and critically analyze GIS maps created by others.

Eventually, as such part-time GIS users become more familiar with the
technology and its wide range of applications, they will go beyond mapping
and begin to use GIS for more sophisticated forms of spatial analysis. The
collection of maps recently published in the Journal of Public Health Man-
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agement and Practice39 indicates that the use of GIS in health applications is
headed in this direction. This evolution in GIS use will necessitate a higher
level of training and education for the part-time GIS user.

For the most part, learning how to use GIS/desktop mapping software is
not difficult or time-consuming, a fact that can be deceptive because it ob-
scures the complexity of GIS. GIS software vendors often offer their own
training courses, some of which are even available as distance learning op-
tions. As GIS users become more advanced in their analyses, it is imperative
that they have an understanding of coordinate systems, map projections,
geocoding, data development and conversion, metadata, and spatial analysis.
The National Center for Geographic Information and Analysis (NCGIA) has
been developing a core curriculum for GIS education. Topics in the core
curriculum are listed on the Web at http://www.ncgia.ucsb.edu/pubs/core.html.

GIS users in the public health fields have additional concepts that they
must master. Many of these concepts can be gleaned from a course in epidemi-
ology or biostatistics. These concepts include the use of rates, statistical
variation involving the use of small numbers in either the numerator or de-
nominator, the concept of rate adjustment (e.g., age, race, sex) and the impact
of different standard populations (e.g., 1940 vs. 2000) on rates. In addition,
state and local public health GIS users need to have a sound understanding of
the ecological fallacy in the analysis of cause-and-effect relationships and of
issues involved in modeling exposure to environmental factors or using prox-
imity as a surrogate.22

Fortunately, universities and community colleges are rising to the chal-
lenge of providing GIS education to a range of users. Many of them now offer
GIS-related courses in the evening or over the World Wide Web, making them
accessible to “mid-career professionals” who wish to enhance their GIS knowl-
edge. Many are also offering certificate or degree programs in GIS.

Social Institutional Issues
Individual and organizational users of GIS typically need to address a num-
ber of social and institutional issues. These issues include confidentiality,
security and data access, coordination with other agencies, and organiza-
tional politics.

Confidentiality

Many health datasets contain sensitive information. Consequently, public law
mandates that many agencies maintain the confidentiality of patient records and
health statistics. Databases often contain addresses that serve as individual iden-
tifiers—the location of a point on a map could be used to identify a person. GIS
users should be cautious about which maps are produced for internal use vs. those
that are distributed to the public or shown in presentations. Some methods used
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to protect privacy in GIS applications are to (1) aggregate patient data to zip code
or county level (in some cases, small population numbers in these units may pose
confidentiality concerns); (2) use smaller-scale maps that show less detail; (3)
avoid including the street network on the map, as this provides the most familiar
means of locating an address; or (4) displace point features through the use of a
random displacement algorithm, thus offsetting x,y coordinates but maintaining
geographic integrity.40

Security and Data Access

Many of the security and data access concerns are closely related to data
privacy and confidentiality issues discussed in Chapter 10. All of the major
computer operating systems have security features that can restrict access to
files and data through the use of log-ins and passwords. In addition, firewalls
are often set up to limit access from outside an organization. The epidemiol-
ogy project management IMS application, discussed in an earlier section,
uses a map database of respondents that contains identifying information
needed by the epidemiologists. For this reason, the application runs behind
the Institute’s firewall and is accessible only to epidemiology/project man-
agement staff. Data access and security are serious issues. It is critical to have
competent system administration and information technology staff to handle
them. All organizations that handle confidential or sensitive data should have
a set of procedures in place to cover digital and non-digital data. In fact,
public law mandates that agencies protect vital statistics and health data. As
discussed in Chapter 10, some agencies require employees to sign confiden-
tiality agreements and conform to an established set of procedures.

Coordination with Other Agencies

In an earlier section, we have noted the importance of coordination activities
in the development and sharing of digital spatial data. In addition to federal
coordination agencies, such as the FGDC, many states and regions are in-
volved in data sharing and coordination activities. Coordination activities
provide GIS users with opportunities for sharing data and applications; for
keeping abreast of developments in the technology; for training; and for
access to important information for decision-making, such as the proper soft-
ware product to purchase. As an example, North Carolina has a well-devel-
oped GIS coordination infrastructure that embraces state and local government
agencies, universities, and the private sector. The state’s Geographic Informa-
tion Coordinating Council, first established in 1991 by an executive order,
oversees the coordination efforts. Many of the state’s coordination activities
are carried out by a state agency, the North Carolina Center for Geographic
Information and Analysis. The agency provides geographic data and Internet
mapping capabilities via its Website (http://www.ncmapnet.com).



458 Part IV. New Challenges, Emerging Systems

Organizational Politics

The impact of organizational politics on GIS operations should not be over-
looked. For example, upper-level managers might veto GIS applications that
address politically sensitive or controversial issues. In addition, reorganiza-
tion in government agencies, common and usually political, can have either
a positive or an adverse impact on GIS operations. Moreover, GIS is a technol-
ogy that nearly everyone wants. Consequently, the location of a GIS unit in
the organizational structure in an agency can affect which projects receive
priority and/or funding.

Limitations and Lessons Learned

Although GIS is a powerful tool that is increasingly easy to use, GIS users
must recognize the limitations of the software and of the spatial data and
make attempts to work around those limitations. In this section, we will de-
scribe some of the common limitations that GIS users face.

Accuracy and Completeness of Spatial Data
Mapping and spatial analysis can be severely impacted by the quality of the
geographic data. Entire books have been written on this topic.41 In addition,
errors can be propagated during data processing or modeling activities.42

Coordinate precision, that is, the number of significant digits that are stored
for each coordinate, plays a role in some of these errors, as does the use of
different map projections. Three good rules to follow are (1) never to assume
that a geographic database is free of error; (2) to acquire the metadata and
read it to obtain information about the creation of the data, and (3) whenever
possible, to develop methods of assessing data quality.

Accuracy and Completeness of Attribute Data
Inaccuracies also exist in non-spatial databases. Character fields may have
misspellings, and numeric fields may have data entry errors. As with spatial
databases, quality control procedures should be developed to the extent pos-
sible. In 1998, the author conducted extensive mapping and geographic analy-
sis using one of the public health screening databases maintained by the state
of North Carolina. During this process, it became apparent that many of the
county geocodes in the database were incorrect. For the most part, staff mem-
bers of the laboratories doing blood sample analysis keyed in the geocodes.
The author compared data from 1994 to 1996, consisting of 265,492 records,
to a master lookup table containing CITY, COUNTY and ZIP CODE fields to
check for city/county/zip correspondence in the screening database. The
shocking discovery was that only 158,552 records (59.72%) contained accu-
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rate and/or complete information. Many counties had incorrect geocodes.
Some resulted from data entry errors (i.e., typos), which are easy to make,
because most geocodes are numeric; others resulted from confusion over city
and county names: many North Carolina towns and counties have the same
names but very different locations. For example, the town of Henderson, lo-
cated in Vance County, often gets coded to Henderson County, which is over
200 miles to the southwest. These types of errors are by no means limited to
this particular dataset in North Carolina. They went unnoticed until these
data were used in a GIS. With the use of GIS, North Carolina health agencies
have gained an increased awareness of the geocoding data issues affecting
their databases and have taken steps to address them.

Currency/Time Period of Data Content
One data characteristic that is often neglected is that of time. When were the
data collected? When were they last updated? It is easier to obtain funds to
create GIS databases than to maintain and update them. Currency is a serious
issue when a user is working with census data, which are commonly used in
health analyses. Because a census is conducted only every ten years, census
data can become seriously out of date. Moreover, while population projec-
tions and intercensal estimates are routinely computed for states, counties
and large municipalities, many analyses require data for small geographic
units or information about socioeconomic factors. Fortunately, projections
for smaller units can sometimes be purchased from private vendors. In 2003,
the full implementation of the American Community Survey by the U.S. Cen-
sus will result in more up-to-date data products, but it will be several years
before these data are available for small units such as census tracts.

Address Matching Issues
Address matching is commonly used with health datasets to create a map
layer of points showing facility locations or patient residences. Whereas ad-
dress matching works well in urban areas, in which complete map layers of
named streets with address ranges exist, its success rate in rural areas is usu-
ally lower. Address matching does not work for addresses that consist of P. O.
boxes or rural routes. Many counties across the nation are implementing
enhanced 911 (E911) systems for the routing of emergency vehicles. This
process involves the assignment of numbered street addresses to every build-
ing in the county—including buildings in rural areas—and the development
of GIS databases to maintain this information.

Finally, a clinic or patient address does not always reflect the building or
residence location. Many health surveys obtain information about mailing
address, which sometimes differs from address of residence. For epidemio-
logic studies, it is important to remember that address of residence does not
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always infer location of exposure. Also, an address provides no indication of
residential mobility. Information about previous addresses or length of resi-
dence at current address is rarely contained in health datasets.

Use of Zip Codes
Many health datasets do not contain an address field, and attempts to con-
duct sub-county analyses may therefore be limited to the use of ZIP codes.
When a user is mapping or analyzing ZIP code data, it is extremely important
to remember that ZIP codes were developed by the U.S. Postal Service for the
delivery of mail, not for geographic analysis and mapping. Unlike census
units (e.g., tracts, block groups) ZIP codes were not intended to be homoge-
neous with respect to socio-demographic variables. Although census data are
provided for ZIP codes, the heterogeneity of populations within a specific
ZIP code can lead to averaging of values. In other words, demographic char-
acteristics may vary widely within a ZIP code, but this variation will not be
detected with ZIP code data. The use of the Census 2000 Zip Code Tabulation
Area (ZCTA) should alleviate some of these problems.

One additional problem with ZIP code boundaries is that they change over
time. Therefore, health data from 1999, for example, should not be mapped by
use of a 1994 ZIP code file. Because the post office does not develop digital
ZIP code boundary files, in the past, they have been acquired from private
vendors, and purchasing them for a time period of several years could be
expensive. This situation will be improved with the release of Census 2000
TIGER/Line files with ZCTAs. Sometimes, because of economic constraints,
there is no choice but to use available data. In such a case, a user should
always document the source of the data and its time period.

Scale and Precision of Location
We have already noted the importance of metadata for assessing the quality
of a database. The FGDC metadata standard also includes information about
the processes used to create the database. For example, the scale of the source
map has a great impact on the coordinate precision of a feature’s location. The
location of features digitized from a large-scale map will be more precise than
those obtained from a small-scale map. The precision of point data is depen-
dent on the method used to locate the points. Points that have been address
matched to a street network will generally be more precise than points matched
to a ZIP code centroid.

Proximity Versus Exposure
In epidemiologic studies, it is important to remember that proximity to a
feature, such as a hazardous waste site, does not always imply exposure. Be-
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ware of associations gleaned from map overlay or geographic analysis. GIS is
a wonderful tool for understanding relationships among features and for gen-
erating hypotheses about etiology, but GIS must be supplemented with stan-
dard epidemiological methods when analyzing spatial correlates of health
outcomes.

Emerging Technologies and Their
Implications for GIS

Innovations in technology are making GIS less costly, easier to use, and more
widely available. These innovations include the Internet and Web-based ap-
plications, along with data warehousing.

The Internet and Web-based Applications
Internet map server technology was discussed briefly in an earlier section. A
more technical discussion can be found in Foresman.43 Internet applications
are highly varied; they range from viewing geographic data catalogues to
sophisticated geoprocessing activities. Harder has developed a categoriza-
tion scheme for geographic resources over the Internet,44 including:

• Maps that show only location—static images that are imbedded in an HTML
document. These maps are usually produced by use of GIS software and
saved as GIF or JPEG files.

• Maps that show change, such as weather or traffic maps. These maps are
frequently updated. A program running in the background replaces the
map image when a new one becomes available.

• Interactive maps, or maps that the user creates. These maps are
technologically more complex than the first two categories, as they require
the use of an Internet map server. The user sends a request to the map server
and a map is produced “on the fly.”

• Maps that perform spatial analysis—examples are maps that compute the
shortest distance and route between two points, or that locate all facilities
within a specified area.

• Maps that perform geoprocessing. These maps are less common than all
other categories. These are sites that process raw geographic data.

• Public data sites and commercial data sites that point to or provide access
to geographic data. In some cases, on-line data can be downloaded directly,
or, it can be provided on CD-ROM. In general, data available through
public data sites tend to be free or else available at low cost. Many
commercial data sites accept credit card orders.

Although Internet map server technology is promising, there are techno-
logical limitations to be overcome during the next several years. First and
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foremost, map data are space-intensive, and serving them over the Web takes
time. Many IMS applications are slow, and they include only basic functions,
such as turning map layers on or off and zooming in or out. As the technology
evolves, more sophisticated geoprocessing functions will become increas-
ingly available.

Data Warehousing
GIS software products are incorporating developments in database manage-
ment technology. One of these developments is data warehousing, a term that
implies more than a large central database. The term is used to describe a
central repository of all types of data used by an organization or enterprise.
These data warehouses provide high-speed access to databases by many us-
ers, and they allow transactions, such as editing, to occur without interrupt-
ing the normal flow of work. In the future, warehouses for spatial data will
become more common. Currently, few exist, but examples include CubeWerx
of Canada, MrSID image data warehousing, and ESRI’s Spatial Data Engine.45

Conclusion

GIS is an information system, an approach to science, and a powerful set of
analysis and visualization tools that can be used by public health profession-
als to enhance their analysis and understanding of public health issues and to
provide a basis for sound decision making. GIS is deceptively easy to use;
however, geographic data, spatial/epidemiologic analysis, and GIS informa-
tion systems are more complex than they appear to the casual user. The effec-
tive use of GIS requires a combination of good training and experience. In the
years ahead, that training and experience will become even more important as
GIS becomes an increasingly powerful and common tool in the practice of
public health.

Questions for Review

1. List at least five disciplines underlying the practice of “geographic
information science.”

2. Explain why GIS is needed in the practice of public health and how it can
assist epidemiologists and other practitioners in performing their duties.

3. Differentiate between spatial and attribute data as components in a GIS.
4. Explain why map projections and coordinate systems are important to the

use of GIS in displaying geographic features and why data obtained from
a geographic information system must be transformed before it can be
used for accurate mapping and analysis.
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5. Differentiate between unprojected and projected coordinates in the use of
a GIS, and differentiate between vector and raster data, providing an
example of each data type.

6. Define (1) choropleth mapping and (2) automated address matching in
the use of a GIS, and describe at least three potential limitations and
pitfalls in the use of automated address matching.

7. Explain the principles underlying (1) the use of colors in maps that display
data and (2) the principles for appropriate use of black and white.

8. Describe the capabilities and the nature of (1) Internet map servers and (2)
three-tier client servers in GIS applications.

9. Describe the limitations inherent in using census data produced before
the year 2000 in GIS applications, particularly with respect to the need to
display data covering sub-county areas, and explain how a GIS user can
overcome these limitations.

10. Explain why metadata is important to the proper application of GIS
systems.

11. Explain why the apparent ease of use of modern GIS systems can be
deceiving to the uninformed user.

Questions 12–13 are based on the following short case.
A public health researcher wants to use a GIS to analyze an apparent in-

crease in lead levels in well water in two small communities in a county
during the year 2001. The researcher is relying, in part, on use of a local
dataset produced in 1994 to display historic lead level measurements. County
health employees directly input the data in the dataset. This dataset covers
the years 1988–1994. It does not contain address fields, but it does contain
postal zip codes.

12. Explain why reliance on the postal zip codes contained in this dataset
may result in maps that display inaccurate or inconsistent data.

13. Explain why the data in the dataset may be inaccurate.
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Learning Objectives

After studying this chapter, you should be able to

• Understand the challenges to sustaining current high immunization
coverage and to reaching the unimmunized and under-immunized
populations in the United States.

• Define the concept of an immunization registry and describe the benefits
of a registry to (1) parents, (2) immunization providers, and (3) the public.

• Describe the history of the development of immunization registries and
the issues raised during the development of immunization registries in the
United States.

• Describe the current status of the development of population-based
immunization registries in the United States and identify the challenges
that must be met if public health officials are to succeed in widespread
implementation of such registries.

• Discuss the future role of immunization registries in the improvement of
public health in the United States.

Overview

Widespread, population-based immunization registries hold the promise of
increasing immunization rates in the United States and of effecting a reduc-
tion in the rates of morbidity and mortality attributable to vaccine-prevent-
able disease. Such registries also provide both direct and indirect benefits for
parents, school officials, providers of vaccination services, and public health
organizations. In recent years, public health officials have made considerable
progress in assisting states and communities to build such registries. Funding
and sponsorship, development of standards, and production of guidelines are
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only a few of the steps that public health organizations have taken to assist
state and local health departments to develop and implement immunization
registries. Still, the widespread implementation of population-based immuni-
zation registries faces many hurdles in the years ahead. Progress in increasing
the participation of immunization providers, ensuring the confidentiality of
registry information, integrating immunization reporting with provider sys-
tems, and securing funding must continue if immunization registries are to
deliver the full range of their potential benefits. As support from healthcare
organizations and members of the public continues to grow, meeting the reg-
istry objective set forth in the publication Healthy People 2010 is clearly
realizable.

Introduction

Immunizations have been described as one of the greatest public health tri-
umphs of the 20th century, and the U.S. immunization delivery system “a
national treasure that is too often taken for granted.”1,2 Disease morbidity
rates have declined dramatically for nine vaccine preventable diseases—small-
pox, polio, diphtheria, pertussis, tetanus, measles, mumps, rubella, and
Haemophilus influenzae Type b,2 and the United States now has record-high
immunization coverage levels3,4 as a result of the enormous effort and dedica-
tion of our immunization providers and public health workforce.

Despite this success, approximately 300 U.S. children die each year from
diseases that can be prevented by immunizations, and an estimated one mil-
lion two-year-old children still need one or more vaccine doses to be fully
immunized.2 Disparities in immunization coverage exist for the most critical
childhood vaccines, with the lowest coverage among urban and low-income
populations.5–7 Despite unprecedented success in protecting the population
from vaccine-preventable diseases, these “pockets of need” have not been
completely reached by current immunization delivery strategies.

Sustaining this coverage in the 11,000 babies born on average each day, as
well as reaching those population groups that continue to be at risk for vac-
cine-preventable diseases, is a continuing challenge threatened by several
factors:

• An increasingly complex childhood immunization schedule. Currently,
15–20 vaccine doses are recommended for a child by 18 months of age.8

By the year 2020, this number is expected to triple.2 Already, parents9-14

and providers15 find it difficult to assess whether a child needs an
immunization, potentially missing an opportunity to vaccinate or else
vaccinating when a child is already up-to-date. More recommended vaccines
would likely compound this problem.

• Provider overestimation of immunization coverage in their practices .
Several studies have shown that providers tend to think that the



22. Immunization Registries: Critical Tools for Sustaining Success 469

immunization coverage in their practice is better than it truly is.16 In
California, for example, providers thought coverage was approximately
90% for their patient population when the actual rate was below 70%.17,18

In Massachusetts, providers estimated 85%–100% coverage among two-
year-old children in their practices, whereas actual coverage rates were as
low as 19%.

• Incomplete immunization records scattered across health care providers.
By two years of age, more than 20% of children have seen more than one
provider.19,20 Accurately assessing immunization needs can be difficult if
records are scattered among different providers and the available
immunization history is incomplete.21-24 In addition to missed opportunities
for immunization, children who receive care from multiple providers may
receive too many immunizations.25 It has been estimated that 21% of
children 19–35 months of age receive at least one unnecessary dose of
vaccine.26

• Inconsistent use of effective immunization strategies. Recently, the Task
Force on Community Preventive Services conducted an extensive literature
review to identify effective public health strategies.27,28 Among the
immunization interventions identified were (1) reminder and recall systems
operated to notify parents about needed immunizations; (2) the “AFIX”
evaluation system implemented by public health departments to Assess
providers’ immunization coverage, provide Feedback on results, supply
Incentives, and eXchange information to boost coverage and avert missed
immunization opportunities; and (3) linkages between immunization
programs and WIC (the Special Supplemental Nutrition Program for Women,
Infants, and Children) services to insure that a child’s immunization status
is assessed at every WIC visit.  Although 75% of WIC agencies were reported
in a 1994–1995 survey to be assessing the immunization status of WIC
children,29 a 1995 survey showed that only 35% of pediatricians and 23%
of family physicians routinely operated reminder and recall systems,2 and
a 2000 study showed that only 48% of public and 6% of private clinics
nationwide conducted AFIX evaluations.30 Some studies have shown that
providers have difficulty implementing patient reminders and AFIX
evaluations, suggesting that the administrative burden associated with
these activities may be a barrier to their use.27 Lack of accurate information
about vaccination status, as well as an adequate information infrastructure,
may also inhibit their use.2

• Fluctuating federal resources to support demonstrably effective, but
resource-intensive immunization strategies. During the early 1990s, federal
dollars to support state immunization program infrastructure grew
substantially. Funding levels were at an all-time high of approximately
$261 million in fiscal year 1995. However, federal funding decreased during
the late 1990s to a low of $139 million in fiscal year 2000. As a result,
states reported that they reduced efforts to implement effective
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immunization interventions.2,30 More recently, federal support for state
immunization programs is on the rise. Congress appropriated $181.9 million
in fiscal year 2001 for state operations/infrastructure grants (K. Lane,
personal communication).

• Growing public complacency about the need for childhood immunizations
as a result of the record low levels of vaccine-preventable disease. With
record-high coverage levels achieving significant disease reduction, there
is little to remind parents and providers of the seriousness of vaccine-
preventable diseases.31 In the near-absence of disease, concerns about the
risks of vaccines versus the risks of disease have grown.

Together, these factors are making it more and more difficult to insure that
all children get the immunizations that they need. Community- and state-
based immunization registries may provide a sustainable tool to overcome
these ongoing challenges by providing an automated immunization delivery
infrastructure.

This chapter will provide a definition of an immunization registry, empha-
sizing the benefits of immunization registries. It will next discuss the devel-
opmental history of immunization registries in the United States, including
an overview of the involvement of various public health organizations in the
development and implementation of population-based registries. This chap-
ter will then discuss some of the challenges associated with developing and
implementing immunization registries, including the need to create immuni-
zation provider demand, the need to ensure the confidentiality of registry
information, the need to identify necessary resources, and the need to pro-
mulgate registry standards. After a discussion of the current status of immuni-
zation registries in the United States, the chapter will conclude with a look at
the future role of such registries.

A Definition of Immunization Registries

Immunization registries are confidential, population-based, computerized
information systems that contain data about children’s vaccinations.31 Ide-
ally, after consent is obtained from a parent or guardian, a child is enrolled in
an immunization registry at birth, often through registry linkage with the
electronic birth record or at first contact with the health care system. Identify-
ing data and immunization information is recorded at enrollment and trans-
ferred electronically from the provider’s office to the registry database,
typically located at a county or state health department. At each immuniza-
tion encounter, the child’s immunization record is electronically retrieved by
the provider’s office from the registry. If more than one provider has been seen
since the last visit, or if the child is a new patient, all records of immunization
are aggregated by the registry to generate a complete and accurate immuniza-
tion history for the provider. An automated algorithm is used by the registry
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to assist the provider in assessing the child’s current immunization needs,
identify children who are due or late for an immunization, produce reminder
and recall notices, and calculate immunization coverage levels in the
provider’s practice or geographic area. When the child begins school or day
care, official immunization records can be automatically generated by the
registry, hence saving office time and resources.

Some of the potential benefits of immunization registries for parents, pro-
viders, and public health officials are described in Table 22.1. Registries
have been used to increase immunization rates by as much as 45% in chil-
dren.32–41 More limited evaluations of registries that target adults demonstrate
similar effectiveness at increasing immunization coverage.15

Registries also can play an important role in increasing vaccine safety and
monitoring vaccine-associated adverse events, and consequently they can
increase the public demand for immunization. Tracking valid vaccine
contraindications can help ensure that children get only indicated vaccines.
Registries can also facilitate timely and accurate reporting of adverse events
and provide public health officials with population denominators necessary
to calculate and track adverse event rates. Registry data have been used to
help identify a cluster of vaccine-associated adverse events,42 to identify and
recall children who received immunizations from sub-potent vaccine lots or
inadequate dosages of vaccine,43,44 and to monitor the implementation of new
vaccine recommendations.44–48

Immunization registries that are integrated with a broader public health
information system have even greater benefits. Such registries have assisted
in increasing immunization rates in underserved WIC populations, in deliv-
ering non-immunization-related public health care, including screenings for
lead, tuberculosis, and anemia, and in identifying high-risk families for home
visits and nutrition counseling.49–56

Developmental History of Immunization Registries

In the 1960s, many US immunization programs began developing infant im-
munization tracking systems that used birth certificates to monitor all chil-
dren in their catchment areas. However, these systems were abandoned by
most states because they were primarily manual, expensive to maintain, and
not integrated within the broader public health delivery system. With the
assistance of the National Immunization Program (NIP) at the Centers for
Disease Control and Prevention (CDC) in 1974, Delaware became the first
state to develop an immunization registry that recorded immunization data
from all pediatric and family practice providers in the state.2

In 1980, NIP developed an Automated Immunization Management System
(AIMS) that ran on a microcomputer. From 1980 through 1985, this system
was installed and operated in 10 states or cities. Included among the features
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TABLE 22.1. Potential benefits of immunization registries

Beneficiary Potential Immunization Registry Benefits

• Assemble in one site all immunizations a child has received to
create an accurate and complete immunization history.

• Help ensure that a child’s immunizations are up-to-date through
computerized decision support.

• Provide reminder and recall notices when an immunization is
due or late.

• Produce an accurate, official copy of a child’s immunization
history for personal,  day care,  school,  or  camp entry
requirements.

Parents

Providers

Public health
officials

• Consolidate immunizations from all providers into one record
to serve as a source of complete and accurate immunization
histories for any child, whether a new or continuing patient.

• Help interpret the complex immunization schedule by providing
computerized immunization decision support.

• Identify immunizations due or overdue, and produce reminder
and recall notices.

• Produce official immunization records for schools, camps, and
day cares.

• Reduce a practice’s paperwork.

• Help manage vaccine inventories.

• Generate quality assurance reports (e.g., Health Plan Employer
Data Information Set [HEDIS] for managed-care organizations).

• Reinforce the concept of the medical home by facilitating
vaccination and referral back to the medical home.

• Help control vaccine-preventable diseases.

• Facilitate introduction of new vaccines or changes in the vaccine
schedule.

• Provide information to identify unimmunized and under-
immunized populations, target interventions and resources, and
evaluate programs.

• Promote reminder and recall  of children who need
immunizations.

• Integrate immunization services with other public health
functions.

• Prevent unnecessary (duplicative) doses of vaccine.

• Reduce missed immunization opportunit ies by ensuring
providers follow the most up-to-date recommendations.

Source: Adapted from Report of the National Vaccine Advisory Committee. Development
of Community- and State-Based Immunization Registries. January 12, 1999. Available at
http:www.cdc.gov/nip/registry/nvac.htm.
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of AIMS were immunization tracking and recall, immunization status assess-
ment, and vaccine inventory and accountability. Among the lessons learned
from this experience was the vital role that end-users and management staff
played in the development process. Ease-of-use and integration with office
routines were critical to system acceptance.

Several managed care organizations began to develop immunization reg-
istries following the AIMS effort. Group Health, Puget Sound’s registry, in-
cluded its 350,000 enrollees in the late 1980s, and in the early 1990s several
managed care organizations began developing registries and tracking sys-
tems for vaccine-adverse events in collaboration with NIP.2

Today’s concerted registry activity was motivated by a nationwide resur-
gence of measles in 1989. From 1989 through 1991, 55,622 measles cases
and 123 deaths were reported in the United States.57 Because of the difficulty
in estimating measles vaccine coverage in the population, CDC convened a
group of experts in 1991 to provide advice on measuring immunization cov-
erage. These experts recommended that a national registry system be created
to provide immunization coverage at the state and local level.58 The desired
outputs of this network of these state-based tracking systems were threefold:
(1) assessment of the immunization status of individual children; (2) estima-
tion of immunization coverage of provider practices for self-evaluation; and
(3) provision of local and state-based immunization coverage estimates to
enable effective targeting of immunization delivery efforts.59

At about the same time, The Robert Wood Johnson Foundation established
the All Kids Count Program to work with other national efforts to develop
computerized monitoring and follow-up systems. With assistance from five
other private foundations, 24 states and communities were funded in 1992 to
assist in the development of immunization registries in states and local com-
munities.60

In 1993, NIP began awarding planning grants to develop state-based im-
munization registries in every state. These state-based systems were to be
populated from birth registry databases and used to collect immunization
histories on all children resident in the state. As proposed by CDC’s panel of
experts in 1991, it was conceived that all the systems would be linked to-
gether for the exchange of definitive immunization histories for children who
moved from one state to another. Considerable flexibility was allowed in the
development of these systems. In particular, NIP supported the concept of
integrating state-based registries within more comprehensive information
systems at the state level.

In 1993, the Director of NIP stated, “The immunization registry system,
therefore, is the means to institutionalize vaccination of each succeeding
birth cohort and will be vital to maintaining high levels of immunization
coverage.”59 Shortly thereafter, in 1994, a National Vaccine Advisory Com-
mittee (NVAC) Subcommittee on Vaccination Registries recommended ex-
panded funding and new federal policies for a system of immunization
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registries to support national immunization goals. The members determined
that “Immunization registries are essential to reaching and sustaining cover-
age levels at the national goal.”61 In 2000, the Institute of Medicine echoed
NVAC’s members when noting, “with the increasing importance of popula-
tion-based approaches to health system planning and evaluation, immuniza-
tion registries offer one of the most useful instruments for assessing
population-specific effectiveness of health and medical care programs.”

Since 1994, NIP has allocated $181.9 million for the development and
implementation of a nationwide network of community- and state-based im-
munization registries to its 64 immunization grantees (50 states, the District
of Columbia, Chicago, Houston, New York City, Philadelphia, San Antonio,
American Samoa, Guam, Marshall Islands, Micronesia, Northern Mariana Is-
lands, Palau, Puerto Rico, and the U.S. Virgin Islands) that receive federal
immunization funds under the Public Health Service Act. The Robert Wood
Johnson Foundation, with a second phase of funding for 16 projects through
the All Kids Count Program, has provided an estimated $20 million for regis-
try development.31 Federal funds account for approximately 56% of dollars
spent on immunization registries. Other sources of funding include state (19%),
in-kind (12%), other (8%), private (5%), and local (<1%) sources (G. Urquhart,
personal communication).

Initiative on Immunization Registries

In 1997, the President of the United States directed the Secretary of the De-
partment of Health and Human Services (DHHS) to work with the states on
developing immunization registries.62 In response to this charge, the Initia-
tive on Immunization Registries was launched, led by NVAC, with support
from NIP and the National Vaccine Program Office. Members of the Initiative’s
Workgroup on Immunization Registries (WIR) included representatives of
provider organizations, managed care plans, state and local health depart-
ments, parent and consumer groups, and the health information system com-
munity. The WIR considered four key issues critical to registry development:

1. Protecting the privacy of individuals and the confidentiality of
information—Public health practice often requires access to health
information on individuals. Balancing the need for this information with
the need to protect the privacy of individuals is one of the greatest
challenges in registry development.

2. Overcoming technical and operational challenges—Since 1993, NIP has
encouraged the development of immunization registries to meet the local
needs of states and communities. This approach has resulted in a diversity
of registry systems that operate in different electronic environments using
a variety of front-, middle-, and back-end technologies and differing in
functionality. For example, population-based registries may be seeded
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through hospital birth data, vital records data, or newborn screening
records, or include only records that have received parental approval for
registry inclusion. System architectures include Web-based, client/server,
or distributed database designs, with central databases typically located
in smaller geographic areas. Larger areas tend to have hubs that connect
several smaller population-based registries together. Data entry occurs
through a variety of approaches (e.g., direct data entry, replication, batch
transfer, or bar codes), and data may be transported electronically via
Internet/intranet, dial-up connections, fax, interactive voice response, or
mail. Enabling these systems to exchange information with other registries
in secure environments to generate complete and accurate immunization
information on children is a continuing challenge.

3. Insuring recipient and provider participation—To be useful immunization
tools, registries must include immunization histories on a large percentage
of the target population. Consequently, they must have active participation
from all or nearly all public and private immunization providers. Currently,
only 24% of children in the United States have their immunization histories
included in a population-based registry,63 despite anecdotal reports that
less than 1% of parents choose not to participate when given the option.64

Focus group research indicates that although most parents are very positive
about immunization registries, they tend to follow their doctor’s advice
regarding participation.65 Data on the 32 population-based immunization
registries operated by federal immunization grantees in 2000 indicated
that 56% of public provider sites compared with 41% of private provider
sites are enrolled, a disparity due in part to the initial targeting of registries
to the public sector.66 Focus groups have indicated that barriers to registry
use in private practices include staff concerns about dual record systems,
slowing of patient flow, and the high costs for small practices with a high
staff turnover.67,68 One study estimated annual provider costs associated
with registry participation from $0.65 to $7.74 per child vaccinated.69

Other studies have shown that private providers are willing to participate
if (1) registry data are accurate; (2) participation costs are offset by cost
savings5,70; (3) registry data are kept confidential71,72; (4) the time required
for personnel to enter and retrieve immunization data is not significant73;
(5) there is no liability for data entry errors2,63; (6) the data are useful in
improving clinical practice73; and (7) providers understand the purposes
and benefits of the registry.73

4. Determining the resources needed to develop and maintain immunization
registries—The identification of stable funding sources, as well as better
information on the costs and cost-effectiveness of developing and
implementing registries, is critical to insure continued registry
development.74,75 Federal funds for registries have declined from a high of
approximately $50 million in 1995 to approximately $15 million in 2000
(K. Lane, personal communication).
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CDC Activities in Response to
NVAC Recommendations

Results from the hearings, from 21 focus groups with African American, Non-
Hispanic White, Hispanic, Native American, and Asian parents, and from WIR
deliberations resulted in the development of the recommendations that were
approved by NVAC in 1999 (see Appendix A). Since then, substantial progress
by CDC has been made in each of the four key issues in response to the
recommendations.

Protecting the Privacy of Individuals and
the Confidentiality of Information
In response to the WIR’s recommendations, NIP and partner organizations
developed minimum specifications to protect the privacy and confidentiality
of immunization registry information.76 These were approved by NVAC in
2000 and are consistent with recommendations made by the Secretary of
DHHS to Congress for privacy legislation and with privacy regulations now
required by the Health Insurance Portability and Accountability Act of 1996.77

The minimum specifications cover the following critical areas:

• Confidentiality policies: All registries must have a written confidentiality
policy that applies to everyone who has access to the registry. This policy
must be consistent with applicable federal, state, and local laws.

• Agreements to protect confidentiality: Authorized registry users must agree
in writing to comply with the written confidentiality policy.

• Notification: Patients and/or their parents must be informed of the registry,
and be told what data the registry will store, what the data will be used for,
with whom the data will be shared, and the procedures for data review and
correction.

• Choice: Patients and/or their parents must be allowed to choose whether or
not to participate in the registry, and be allowed to change this decision at
any time. Parents and children must not be penalized for choosing not to
participate.

• Use of registry information: All authorized registry users and parents must
be told why registry information is collected. Registry information must
be used only for its intended purpose.

• Access to and disclosure of registry information: Policies must define who
has access to registry information, and to what information they have access.
Law enforcement access to registry information must be limited to
extraordinary circumstances.

• Penalties for unauthorized disclosures: Policies must define what
constitutes a breach of confidentiality. Penalties for inappropriate
information use or disclosure must be defined and enforced.
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• Data retention and disposal: Policies must identify the length of time that
registry information will be retained, and what will happen to the data at
the end of that period.

Survey data collected from each state and the District of Columbia as of Octo-
ber 2000 indicated that 24 (47%) of the 51 jurisdictions had legislation specifi-
cally authorizing the establishment of an immunization registry.64 Twelve (24%)
jurisdictions mandated provider reporting to the registry, but only 4 (8%) had
penalties for failing to report to the registry. Eleven (22%) jurisdictions provided
some type of immunity for providers who report in good faith, and 8 (16%) had
penalties for improper disclosure of information. Of the 51 jurisdictions, 14 (27%)
required explicit consent to be in a registry, 35 (69%) had implied consent, and
the remaining 2 (4%) jurisdictions had not yet addressed this issue. Thirty-five
jurisdictions (69%) provided or were planning to provide notice of the registry;
however, 13 (25%) did not provide notice. The remaining 3 (6%) jurisdictions
had not addressed the issue of notice.

Future NIP activities related to privacy and confidentiality protection include
ongoing monitoring of state legislation. Confidentiality policies are being modi-
fied by several states to comply with the specifications. It will be critical to insure
conformity of the minimum specifications with future federal privacy regula-
tions. NIP also intends to monitor the impact of these protections on immuniza-
tion registry development. One barrier already identified is related to the interstate
exchange of immunization information. Because federal legislation will not pre-
empt stricter state laws,78 interstate exchange of registry information between
two states with different levels of legislative stringency may be problematic.
Solutions must be identified to insure that providers have access to accurate and
complete immunization histories, even when this requires sharing immunization
information across state lines.

Overcoming Technical and Operational Challenges
One of the WIR’s technical/operational recommendations was the develop-
ment of functional standards considered essential for immunization registry
operation. Work on identifying these standards began in 1997 through a sur-
vey of immunization program managers and registry developers. Approxi-
mately 35 potential functions were listed in the survey, and the managers and
developers were asked to identify which of these functions was required for
an electronic tracking system to be considered an “immunization registry.”
The functions that were identified as “core” by 75% or more of the respon-
dents were considered minimum immunization registry functions. Focus
group research was then conducted with immunization program managers
and registry developers to insure consensus on these functional standards.
Key elements associated with each standard were then proposed to create
more sensitive progress measures of registry development and implementa-
tion.
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At the recommendation of the WIR, a Technical Working Group (TWG)
was created by NIP in 1999 to (1) serve as a consultant body to NIP to insure
the appropriate technical functioning of registries; (2) reach agreement on
registry data transfer standards; (3) assist in identifying a registry certifica-
tion process and provide ongoing registry data quality monitoring; and (4)
recommend ways to facilitate integrating registry functions into existing in-
formation systems. The first achievement of the TWG was its review of and
agreement with the functional standards, as indicated in Table 22.2.

One of the approved functional standards is the storage of the required
core data elements: patient name, patient birth date, patient sex, patient birth
state/country, mother’s name, vaccine type, vaccine manufacturer, vaccina-
tion date, and vaccine lot number. These core elements were identified in
1995 by NIP and subsequently approved by NVAC. They represent the data
necessary for identifying individuals and describing immunization events
and are thus considered essential for the record exchange process. Each regis-
try must have a method to receive and store all of these elements, even if the
registry does not routinely collect the information. In this way, if a registry
receives a record from one system and subsequently transfers it to another, no
required core data elements will be lost in the process. Data from 2000 indi-
cate that only 15 population-based registries reported storing data on each of
the required core data elements.66

Also included in the functional standards is the ability of a registry to auto-
matically determine the vaccine(s) needed, based on recommendations made by
the Advisory Committee on Immunization Practices (ACIP), when a person seeks
immunization. Despite the release of NIP’s “Programmer’s Guide to the Auto-
mated Immunization Evaluation Process” in 1995,79 creation of computerized,
immunization decision support algorithms by registry developers has been prob-
lematic. Current ACIP recommendations are not computer-friendly. For example,
there is a lack of clarity and consistency about the meaning of terms such as
minimum age at vaccination and minimum interval between doses, and there is a
lack of guidance on the need for re-vaccination when minimum ages/intervals
are violated. These factors have resulted in confusion among providers, public
health program officials, and information system developers. In recognition of
the need for uniformity, an ACIP workgroup was created and staffed by an NIP
team for standardization of vaccination decision rules; draft rules are currently
under review. In the meantime, NIP has developed and released a public domain
algorithm and installation program as an ActiveX component, as well as a corre-
sponding set of test cases, to validate recommendations made by algorithms
created by registry developers.80

Progress has also been made in enabling registry data exchange through the
use of standard codes and transmission rules identified by the Health Level 7
(HL7) organization (see Chapter 11). In 1995, NIP developed standard HL7 mes-
sages and an implementation guide for immunization record transactions. These
were approved by the HL7 organization in 1997. The guide’s first version was
intended to familiarize registry developers with HL7 message definitions and
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encoding rules and to explain how standard HL7 messages could be used for
immunization. However, as developers created HL7 implementations, they dis-
covered that built-in flexibility resulted in data transactions that were not “plug
and play.” Before data exchange could successfully occur, site-specific negotia-
tions were necessary to harmonize different implementations. Commercial ven-
dors of clinical, computer-based information systems encouraged developers to
create one nationally consistent implementation.

In 1999, collaboration between NIP and representatives from six registries
resulted in a new implementation guide for data exchange entitled “Immuni-
zation Data Transactions Using the Health Level Seven (Version 2.3.1) Stan-
dard Protocol.”81 This guide defines four HL7 immunization messages in detail.
It used existing HL7 defined code sets, when such use was appropriate, and
requested the addition of new codes to the HL7 standard when needed. New

TABLE 22.2. Functional standards of immunization registries

The approved functional standards for immunization registries include:

Source: S. Abernathy, Chair, Technical Working Group, personal communication, 2001.

1. Electronic data storage of all NVAC-approved core data elements.

2. Establish a registry record within 6 weeks of birth for each newborn child born in the
catchment area.

3. Enable access to and retrieval of immunization information in the registry at the time
of encounter.

4. Receive and process immunization information within 1 month of vaccine
administration.

5. Protect the confidentiality of medical information.

6. Ensure the security of medical information.

7. Exchange immunization records using Health Level 7 (HL7) standards.

8. Automatic determination of the routine childhood immunization(s) needed, in
compliance with current recommendations of the Advisory Committee on
Immunization Practices, when an individual presents for a scheduled immunization.

9. Automatic identification of individuals who are due/late for immunization(s) to enable
the production of reminder/recall notifications.

1 1 . Produce official immunization records.

1 0 . Automatic reporting of immunization coverage by providers,  age groups,  and
geographic areas.

12 . Promote accuracy and completeness of registry data.
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LOINC (Logical Observation Identifiers, Names, and Codes) codes were also
obtained to allow for more specialized reporting of clinical data related to the
immunization event. Additionally, NIP developed and maintains code sets
for vaccines administered (CVX codes) and vaccine manufacturers (MVX
codes) that are now part of the HL7 standard.82

The Committee on Immunization Registry Standards and Electronic Transac-
tions (CIRSET) evolved out of this effort. CIRSET is an association of immuniza-
tion registry developers who are actively developing data exchange capability
with other registries and providers and have agreed to follow the HL7 implemen-
tation guide. Currently, only two population-based registries in the United States
are able to exchange records using HL7 standards.66 However, CIRSET may in-
crease this capacity though the establishment of common implementation poli-
cies and provision of technical assistance to other developers. In addition, CIRSET
intends to approach vendors about building the HL7 specification into their
information systems. To assist with CIRSET’s efforts, NVPO has provided funds
for NIP to develop a public domain HL7 parser for intended distribution to regis-
try developers. Pilot testing of this tool is planned for 2002.

Currently, much of NIP’s technical focus is on identifying methods to moni-
tor progress in reaching the Healthy People 2010 objective of increasing to
95% the proportion of children aged <6 years who are enrolled in a fully
operational population-based immunization registry.83 Currently, the key el-
ements associated with each of the functional standards are being reviewed.
Measurable criteria will be identified for milestone years prior to 2010. An-
nual NIP site visits are planned to collect data on these criteria for review.
Projects will be evaluated based on their progress in reaching these criteria,
and recommendations and feedback will be made to insure success.

Insuring Recipient and Provider Participation
In an effort to increase registry participation, several research projects were
funded by NIP in 1997 to (1) identify strategies to encourage private provider
participation; (2) improve registry data quality by developing generalizable
de-duplication methods to insure no more than one record per child in a
registry’s database; and (3) assess the feasibility of avoiding dual record sys-
tems in provider offices by enabling pre-existing provider systems to elec-
tronically report vaccines administered directly to an immunization registry.

One of the greatest challenges identified from these projects is insuring the
quality of registry data. Record de-duplication is required to enable an accurate
assessment of a child’s need for immunization. Duplicate registry records have
consistently been noted to pose a serious challenge to the integrity of registry
databases; one developer estimated that up to 50% of records in her registry’s
database were duplicates. While 100% of population-based state registries report
methods in place for resolving duplicates,84 no national criteria currently exist
for evaluating the effectiveness of these methods. NIP is currently developing a
set of test cases for evaluation of these de-duplication methods.
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De-duplication is critical to the feasibility of using billing systems to report
immunizations to registries, thus minimizing the administrative burden on pro-
viders. Although NIP-funded research projects demonstrated the potential for
billing systems to function as registry reporting tools, the utility of these systems
was found to be dependent on their data quality.85–87 In one project, research had
to be halted until the registry’s database could be de-duplicated. An additional
barrier to the use of billing data was the lack of specificity of immunization
billing codes used for immunization reporting. Without increased billing code
specificity, algorithms could not be developed that provided valid immuniza-
tion decision support. To overcome this problem, NIP worked with the American
Medical Association (AMA) to increase the specificity of the AMA’s Current
Procedural Terminology (CPT) billing codes. In 1997, the AMA agreed to NIP’s
request and published the modified CPT codes in 1999.

Much of NIP’s future efforts to increase registry participation will focus on
improving registry data quality and creating parental and provider demand.
NIP is now evaluating one promising method of monitoring data quality.88,89

Immunization coverage estimates generated from registry databases are be-
ing compared with estimates generated from the National Immunization Sur-
vey (NIS), a nationwide, random digit-dial survey of children’s immunization
coverage in states and selected large metropolitan areas. High concordance
rates between registry estimates and these “gold standard” estimates should
identify registries with complete and accurate data.

Related to this effort is the identification by NIP of eight registries that in-
clude a large proportion of their target populations or sub-groups of this popula-
tion and that are thought to have high quality registry data. Immunization coverage
estimates from these “sentinel sites” are regularly reported to NIP and compared
with NIS estimates. If these sites can consistently demonstrate that registries with
high data quality are useful in providing valid and reliable estimates of vaccine
coverage, the NIS survey in its present form may eventually become obsolete.
Sentinel sites will also be used to monitor the impact of vaccine recalls and the
implementation of new vaccine recommendations.

Improved data quality and demonstrated usefulness should generate in-
creased demand by parents and providers that registries become part of nor-
mal immunization practice. Registry participation offers multiple incentives
to parents and providers (Table 22–1). A key challenge will be to insure that
these incentives are appropriately marketed to all registry stakeholders.

Determining Resources Needed to Develop
and Maintain Immunization Registries
Several efforts have been made to estimate the costs to develop and maintain an
immunization registry. After pilot testing a survey instrument in three registries,
NIP categorized registries developed by its 64 immunization grantees by level of
registry development (low, medium, and high) and the proportion of the target
population enrolled (low, medium, and high.) Four registries were randomly se-
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lected from each of the six strata containing at least one registry. After reviewing
the 24 sampled registries, NIP estimated that the mean cost per child (0–<6 years
of age) per year was $4.13.89 The All Kids Count Program estimated registry
costs of $3.91 per child per year, based on data from each of the Program’s 16
projects. NIP-funded research projects of registries in Boston and Atlanta
estimated annual costs of $10.00 and $5.26 per child, respectively (V. McKenna,
written com-munication 2000).90 Based on NIP’s $4.13 estimate, reaching the
Healthy People 2010 registry objective will require an estimated $76.1 million
annually (2002 dollars).

States and communities have used different approaches to generate suffi-
cient registry funds. One state created a private, non-profit corporation of
large health plans to help underwrite registry costs,91 and another state used
tobacco tax revenues to supplement registry funds.72 Several states have
charged providers and/or managed care organization for registry-related ser-
vices such as generation of immunization coverage reports, HEDIS measures,
and lists of children who need immunizations.72,92,93

In 2000, the Centers for Medicare and Medicaid Services (CMS), formerly
the Health Care Financing Administration, agreed to fund up to 90% of regis-
try development and implementation costs, and up to 75% of ongoing regis-
try support costs for its Medicaid population. Several states have already
received CMS funding for their registries, including Maine, Michigan,
Minnesota, Missouri, New Hampshire, New Mexico, Oregon, and Wisconsin
(A. Salazar-Martini, personal communication). Other options for registry
funding are also being evaluated, including using Vaccines for Children
funds to ensure that registries enroll children eligible for this entitlement
program.

Estimated annual fiscal savings of $273.5 million associated with regis-
tries include avoiding manual record pulls for school/day care entry ($58
million); changes in immunization providers ($16.2 million); managed care
reporting requirements ($4.8 million); preventing duplicative immunizations
($26.5 million); and negating the necessity to review vaccination records for
school entry requirements compliance ($168.0 million).60,94

Other unaccounted cost savings include decreased no-show appointment
rates through the use of reminder/recall notices, and decreased rates and com-
plications associated with vaccine-preventable diseases. NIP-funded research
showed that registries in three sites in California increased worker productiv-
ity up to 50% and saved $8 for each $1 spent on registries.43 Cost savings may
be even greater for immunization registries that are integrated within broader
public health information systems.

Current Registry Status

To assess the current status of immunization registry development, data from
the calendar year 2000 Immunization Registry Annual Report (IRAR) were
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analyzed for the 50 states and the District of Columbia. The IRAR is a self-
administered questionnaire that measures the degree of enrollment of chil-
dren 0-<6 years of age living in a registry’s catchment area, and the
achievement of the functional standards. Because IRAR information is self-
reported, NIP has validated progress reported through annual site visits since
2001.

Calendar year 2000 data from the 32 areas that reported operating popula-
tion-based registries indicated that nearly 50% of the children aged <6 years
in these areas were enrolled in a registry.66 Extrapolating to the US population
suggests that 24% of the children in the United States are currently partici-
pating in a population-based immunization registry.  Four (13%) of the 32
areas with population-based registries reported implementing at least one
key element in each of the functional standards.  No area reported implement-
ing all key elements of all of the functional standards.

The Future Role of Registries

Findings from the 2000 IRAR indicate that substantial progress has been
made in developing and implementing community- and state-based immuni-
zation registries since the 1960s. However, with less than a decade remaining,
approximately 16 million children need to be enrolled in fully functional
immunization registries before the Healthy People 2010 registry objective is
met. Recruitment efforts targeted at private providers, in addition to the pro-
vision of technical support to enable full registry functionality, will be criti-
cal in reaching this goal. Additional work must also focus on insuring the
confidentiality of registry information as well as on identifying broad-based,
sustainable financial support for a nationwide immunization registry net-
work.

Much of the success of these efforts will depend upon the creation of a
noticeable demand for immunization registries. Parents must continue to rec-
ognize the benefits of vaccines, even in the absence of disease, and become
convinced that registries are critical tools both for insuring that their children
return for immunization and for insuring that their children miss no immuni-
zation opportunities when they do return. Providers and professional organi-
zations must recognize the value of automated medical information systems
and incorporate these tools in their office settings. Registry developers must
understand the importance of seamless integration of their products into pre-
existing office software and work toward developing systems that maintain
the highest quality of data and reduce the burden of providing immunization
services in the medical home. Public health officials must understand that
registries provide vital information for identifying under-immunized chil-
dren and targeting scare resources. Finally, political leaders must understand
that immunization registries are critical tools for maintaining our current
record-breaking levels of immunization coverage in the United States and
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that funding levels must reflect that these information tools are costly to
develop and maintain.

Demand for registries is already being created. Key parent and profes-
sional organizations have formally endorsed immunization registries, and
immunization programs are increasingly incorporating national registry stan-
dards of functionality and confidentiality in their registry development ef-
forts. Some registries are beginning to reach a mature level of development at
which a large percentage of their target populations are enrolled and the data
quality is high. In addition to insuring that children are getting the immuni-
zations they need on time, these public health tools have enabled the estima-
tion of provider- and geography-based coverage, the targeting of public health
prevention efforts, and the tracking of the implementation of new vaccine
recommendations and recalls. Perhaps most importantly, sources that may
provide sustainable funding streams for registries well into the future are
being identified.

Nonetheless, the sustainability of immunization registries may be depen-
dent upon their ability to integrate with other health information systems.
Vertical systems supported by categorical program funds have proven to be
only one more challenge to the overburdened health care provider. Because
these “silo” systems have only a limited public health scope, they have been
difficult to market and sustain. Children often have multiple health needs
that would benefit from coordinated, electronic health information systems.

Immunization registries have been described as the first step in creating such
systems. Population-based health registries could be used to insure that children
get the immunizations they need on time and that children are targeted for a
variety of non-immunization related public health interventions, including screen-
ing for lead exposure, hearing defects, and metabolic disorders. These electronic
tools could also make it easier for public health practitioners to fulfill their
mission to assess the health of the public, insure their access to health care, and
develop effective policies to insure a healthy population.

Recent developments indicate that the United States is well under way in
developing such a comprehensive electronic system. As discussed in Chap-
ters 11 and 20, the 1996 Health Insurance Portability and Accountability Act
mandates the standardization of health data and the development of unique
identifiers for insurers, providers, and individuals. Such standardization has
been critical to the successful development of immunization registries by
enabling maximum flexibility at the local and state level without jeopardiz-
ing data sharing between registries.

Since 1993, NIP has funded health departments to develop integrated public
health information systems through Integrated Network for Public Health Offi-
cials (INPHO) grants. The second phase of these INPHO grants focused on the
integration of immunization registries with broader public health information
systems. Other efforts are under way at the CDC to develop a public health data
model with standard data elements and methods of uniquely identifying indi-
viduals (see Chapter 19.) These efforts, along with federal dollars to support the
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development of integrated disease surveillance systems, are a giant step toward
the creation of a comprehensive public health information infrastructure. Non-
profit organizations are also involved in the creation of this infrastructure. A third
phase of the All Kids Count Program has recently been funded to promote the
development of integrated public health information systems.

Lessons learned through efforts to build immunization registries should
enable more efficient development of a public health information infrastruc-
ture that serves the total public health needs of our population.

Appendix A: National Vaccine Advisory
Committee Recommendations31

Protecting the Privacy of Individuals and
the Confidentiality of Information

1. Protection of privacy and maintenance of confidentiality are essential to the
successful development of immunization registries. Registry developers must
give careful consideration to privacy and confidentiality issues to reflect the
values and special needs of the communities they serve.

2. Registry developers must give special consideration to the privacy and
confidentiality needs of immigrant communities.

3. Federal legislation to establish a minimum set of privacy/confidentiality
standards would be very helpful. To assist in the development of registries
that can exchange data while also ensuring privacy and confidentiality,
the federal government should work with key stakeholders to develop
and disseminate model privacy and confidentiality policies and
legislation for registries.

4. At a minimum, immunization registries should:
•  Ensure that patients/parents are notified of the existence of the registry

and of the information contained in the registry;
•  Inform patients/parents of the purpose and potential uses of the registry;
•  Permit patients/parents to review and amend information in the registry;
•  Accept responsibility for reliability and protection of registry

information.
5. Parents must be given the option to decide whether or not their children

will participate in a registry. In some communities, parents are informed of
the registry and its purposes and potential uses during routine educational
sessions offered at the birth hospital. At this time, or at any later time,
parents should be allowed to opt out of a registry. In communities where
the “opt in”/informed consent approach is most consistent with community
values, this is the option that should be offered. Parents should not be
penalized for choosing not to participate in a registry for religious,
philosophical, privacy, or other reasons.
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6. Registry developers should limit access to registry information and
maintain audit trails to monitor access to records. Individuals should have
access to their own records and to these audit trails.

7. Strong penalties for the unauthorized use of registry data should be in
place and consistently enforced.

8. Use of registry data in a manner that is punitive to parents/patients (e.g.,
denial of health insurance/coverage, Immigration and Naturalization Service
tracking of immigrants, other law enforcement purposes) must be prohibited.

9. If registries are to be integrated with larger health information systems,
protection of privacy and confidentiality must be ensured.

10. The federal government should support an ongoing independent
assessment of the benefits, risks, and costs of registry development and
implementation with regard to issues including privacy and
confidentiality.

Overcoming Technical and Operational Challenges

1. CDC, in cooperation with state and local health agencies, provider groups,
software/hardware vendors, and national standard-setting organizations,
should take the lead in developing, implementing, and maintaining
standards pertaining to immunization registries, including:
•  Defining essential registry system functions and attributes;
•  Defining core data elements;
•  Certifying clinical decision-support functions;
•  Certifying the registry’s ability to consolidate multiple records on the

same individual;
•  Enabling intra- and inter-registry record exchange with standard (e.g.,

HL7) messages;
•  Adopting system security standards to address both technical and

administrative issues and to ensure that access is limited to authorized
persons;

•  Certifying registry functions.
2. The initial target group for inclusion in immunization registries should

be children from birth through five years, although many registries will
want to continue the registry beyond school entry and/or include other
age groups (e.g., adolescents, older adults).

Ensuring Recipient and Provider Participation

1. Providers and interested community groups should be involved throughout
registry development and implementation, beginning at the initial planning
stages.

2. Registries should be simple to use and should be designed to minimize
the administrative burden on providers. When possible, registries should
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capitalize on data already being collected and used in providers’ practices
for billing or other purposes thereby avoiding duplicate data entry. This
could be done using billing or encounter information systems, although
some modifications might be necessary to ensure data completeness and
quality. Initial and subsequent training should be provided; technical
and non-technical support should be readily available.

3. Registries should include reminder/recall functions to improve adherence
to recommended immunization schedules. Whether both reminders and
recalls will be used will depend on local circumstances.

4. Data in immunization registries should be used to improve immunization
services and immunization coverage; they should not be used to “punish”
providers whose immunization coverage is low.

Determining Resources Needed to Develop
and Maintain Immunization Registries

1. CDC should immediately pursue further study to characterize start-up and
maintenance costs of registries and compare these to costs of alternative
systems. Information about the prospects for state and local health agencies
to secure funding to partially or fully support their immunization registries
should also be gathered and evaluated.

2. NVPO should coordinate discussions leading to a recommendation about
appropriate mechanisms for long-term funding of registries.

3. A short-term (3–5 year) federal appropriation should be sought to support the
further development and initial implementation of registries, with evaluation
of costs and benefits an integral part of these efforts. This funding would
provide time to establish a mechanism for long-term funding.

Questions for Review

1. List at least four factors that account for the fact that, even in the 21st

century, many children in the United States remain unimmunized or else
under-immunized.

2. Explain how widespread implementation of population-based
immunization registries would reduce or eliminate the incidence of
morbidity and mortality attributable to infectious diseases.

Questions 3–11 are based on the following short case:
State X has no immunization registries in place, although the state’s De-

partment of Public Health hopes to implement a statewide registry within the
next three years. State law currently requires that all children presenting them-
selves at either public or private schools provide certificates of vaccinations
against smallpox, polio, diphtheria, tetanus, measles, mumps, and rubella.
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Health care providers in the state handle vaccination certification, and school
nurses are responsible for verification. Although the Department of Public
Health has announced its long-term plans to implement a statewide registry,
many providers and parents have objected to the scheme. The providers have
pointed out that such a registry would impose additional labor and costs on
their offices. Parents have registered objections to the burden placed on them
and to the threat to privacy and confidentiality that a registry might entail.
School nurses and other school officials have been generally supportive of
the concept, but they have expressed concern about the additional workload
and resources that a statewide registry might entail.

3. What sources of assistance are potentially available to State X in planning
and implementing a statewide registry?

4. Explain why the present method of certifying and verifying vaccinations
against the diseases may result in overlooking individuals who have not
been immunized or else result in duplicate vaccination of children?

5. How would implementation of a statewide registry benefit the parents of
children in the state’s schools? Health care providers? School nurses and
other school officials responsible for adhering to state law regarding
vaccinations? Public health, in general, in the state?

6. How could the Department of Public Health address the objections of
health care providers to the plan to implement a statewide immunization
registry? How could the department address the concerns of parents and
school nurses/officials?

7. Explain why it is important that a statewide immunization registry be
compatible with (a) other health information systems and (b) immunization
registries in other states and localities.

8. What provisions will State X need to incorporate in the immunization
registry in order to conform to the recommendations of the National Vaccine
Advisory Committee regarding the privacy and confidentiality of
individual health information that the registry includes?

9. Explain how State X can address any technical and operational challenges
to making its registry compatible with other registries and with other
health information systems.

10. How can State X help insure the participation of health care recipients and
health care providers in the immunization registry, other than by making
participation legally mandatory?

11. Assuming that the registry will be phased in over time and will eventually
include all school-age children, what target group should be included
first? Why?
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Learning Objectives

After studying this chapter, you should be able to:

• Define and describe the purpose of decision support and expert systems.
• List and explain the three reasons that decision support and expert systems

are needed in public health.
• Differentiate among (1) tabular knowledge, (2) rule-based knowledge, and

(3) procedural knowledge in decision support and expert systems, as
illustrated by the IMM/Serve system.

• Describe decision support and expert system testing through (1) automated
tools for knowledge testing, (2) testing with hand-crafted sets of test cases,
and (3) testing with pilot use, as illustrated by the IMM/Serve system.

• Describe the goals for choosing knowledge representation in encoding
health knowledge in a computer to be used for decision support, and
indicate the uses and limitations, if any, of (1) tables, (2) rules, (3) flowcharts,
(4) semantic networks, (5) model-based knowledge, and (6) procedural
knowledge.

• Describe the characteristics of an environment in which development and
implementation of a decision support or an expert system is likely to be
successful, and list the steps that a development team must take in building
such a system.

Overview

The expanding quantity of health data and the complexity of its applications
are pointing to the need for greater application of computer resources to
provide support for decision-making in public health and clinical practice.
Decision support and expert systems, as illustrated by the immunization-
forecasting program IMM/Serve, offer such support, both now and in the



future. Would-be developers of such systems, however, must recognize that
the systems are both inherently complex and work-intensive in development.
Successful decision support and expert systems require incorporation of com-
prehensive knowledge and sound logic, extensive testing by use of a variety
of methods, and consideration of the nature of the decision making to be
supported and the appropriateness of the environment in which such systems
will be placed, including the willingness of users to participate in the devel-
opment process. Clearly, decision-support systems can be appropriate for a
number of potential applications in public health practice, including analy-
sis of surveillance data, resource management, and the dissemination of prac-
tice guidelines.

Introduction

Information systems that assist in the analysis of data to assist decision mak-
ing are known as decision support and expert systems. While it may be diffi-
cult to distinguish clearly between these two types of systems, decision support
systems generally incorporate simpler and more straightforward knowledge.
Expert systems, on the other hand, usually include substantial and complex
representations of policies, rules, and facts that are important in evaluating
alternative courses of action or recommendations. In any case, the goal of
such systems is to bring external knowledge to the process of data analysis in
an effort to improve the speed, accuracy, and consistency of human decision
making.

Why are decision support and expert systems needed in public health?
There are three basic reasons:

• increasing quantities of data;
• the need for more rapid decision making; and
• the need for better dissemination of best practices.

As we move into the 21st century, the sheer quantity of public health data
is expanding rapidly. We are working on improving our surveillance systems
so that a larger proportion of reportable diseases are actually reported. In
addition, the development and dissemination of electronic laboratory report-
ing systems and electronic medical record systems will greatly increase the
volume of case reports to the public health system. Increasingly, state and
local governments are collecting and disseminating community health status
information at greater and greater levels of detail. In addition, performance
data about the health system and from health plans is becoming more abun-
dant. There is certainly no shortage of data, although accurate, complete, and
timely data are still difficult to obtain. It can be argued that the application of
computer-based information systems to public health is, to some extent, re-
sponsible for this explosion of data. Nevertheless, we must increase our ca-
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pacity to handle such data and analyze and act on them. Existing methods,
mostly manual, are not sufficient to permit the public health system to cope.
Decision support systems can provide preliminary analysis that allows scarce
human resources to focus on the key problems while ignoring a vast sea of
irrelevancy.

Public health is also facing major new challenges that require more rapid
decision-making. Foremost among these challenges is the threat of
bioterrorism. It is clear that the earlier a bioterrorism event is detected, the
more effective the response can be in limiting both the associated morbidity
and mortality. Another key threat involves emerging infections. Tracking
these new and sometimes confusing diseases requires very quick responses.
We are also facing increasing demands from policy makers for information
and for justifications for both existing and proposed public health initia-
tives.

Public health also is challenged to be more effective in dissemination of
best practices. Such a challenge requires public health to possess the ability
to both discover and disseminate successful programs and interventions. By
sharing knowledge and experience effectively, we can avoid the unnecessary
rediscovery of successful practice strategies and help insure more uniform
performance of the public health system.

We also need to improve compliance with preventive medicine guide-
lines. Although most physicians are very supportive of preventive measures
for their patients, it is not a primary focus of their practice. The increasing use
of electronic medical records (EMR) systems provides an opportunity to de-
liver reminders at the point of care in order to improve compliance. In addi-
tion, guidelines that require specific patient data can obtain this input directly
from EMR systems, thereby relieving providers of an administrative obstacle
to their use.

In addition to the clear need for decision support and expert systems in
public health, we are fortunate that the delivery mechanisms for these sys-
tems are improving rapidly. The increasing use of EMR systems has already
been mentioned with respect to dissemination of clinical preventive guide-
lines. We are also seeing a substantial investment in electronic infrastructure
for public health in the form of both computers and networks. The Health
Alert Network program at the Centers for Disease Control and Prevention
(CDC), for example, has already funded tens of millions of dollars of such
badly needed infrastructure and is expected to continue to do so for some
time.

Finally, the Internet provides a common network and user interface for
public health information systems of all types. Decision support and expert
systems can both access data and deliver recommendations by use of the
Internet. Furthermore, the availability of this common network can both re-
duce the cost of system development and ease widespread deployment. In
such an environment, the cost of an expensive system may be more easily
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justified through its nationwide dissemination and use. Finally, the continu-
ing improvement of the price-performance characteristics of computer sys-
tems allows the cost-effective use of extremely sophisticated and complex
algorithms. Whereas, in the past, application of certain expert systems was
limited by the speed and cost of computation, such limitations are increas-
ingly disappearing.

An Example of the Use of Decision Support Systems:
Childhood Immunization Forecasting

There is a wide range of potential applications for computer-based decision
support within public health. This section uses the IMM/Serve immunization
forecasting program1 to illustrate many of the issues involved. IMM/Serve is
a computer program built to provide patient-specific recommendations for
childhood immunization, based primarily on the guidelines of the CDC’s
Advisory Committee on Immunization Practices (ACIP). IMM/Serve currently
handles seven vaccine series: diphtheria tetanus pertussis (DTP), hepatitis A
(HepA), hepatitis B (HepB), Haemophilus influenzae Type b (Hib), measles
mumps rubella (MMR), polio, and varicella (Var).

Childhood immunization is a particularly good domain in which to imple-
ment decision support because (1) many different organizations nationwide
are building immunization registries2 (see Chapter 22), (2) national panels
maintain detailed guidelines that are quite complex, and (3) many clinicians
will benefit if these recommendations can be produced automatically based
on data contained in a registry database. IMM/Serve is currently being used
in several settings. For example, the US Indian Health Service (IHS) is cur-
rently using IMM/Serve in a rapidly growing number of its 300+ clinics na-
tionwide.

IMM/Serve takes as its input a child’s vaccination history, together with a
small amount of additional information. Table 23.1 shows a case that might
be submitted to IMM/Serve. This input specifies the vaccine doses the child
has received as well as the date of each vaccination. For the Hib series, the
vaccine brand is also specified (PRP-OMP). The input also specifies the child’s
date of birth, the “forecast” date for which recommendations are desired, any
vaccines that are contraindicated, and other facts, such as whether the child’s
mother is “HBsAg positive,” that could affect the schedule for Hepatitis B
vaccination. IMM/Serve processes this input and produces the output seen in
Table 23.2.

IMM/Serve’s output indicates (1) which vaccinations are due “now” (i.e.,
as of the requested forecast date), (2) when the next dose for each vaccine
series will be due, and (3) which series are complete. It also indicates which
doses are covered by the national Vaccine for Children (VFC) Program for
economically eligible children.
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Sources of Complexity in the Immunization Domain
IMM/Serve’s goal is to take the recommendations produced by the ACIP ex-
pert panel and encode those recommendations into computer-based form so
that they can be automatically delivered to a clinician in the context of a

TABLE 23.1. An example case to be analyzed by IMM/Serve

Date used for forecast: 10/1/2000

Contraindicated vaccines: none

Other facts: none

HepB: 7/10/1999, 9/12/1999, 1/20/2000

DTaP: 9/12/1999, 11/15/1999, 1/20/2000

Hib: PRP-OMP 9/12/1999, PRP-OMP 11/15/1999

IPV: 9/12/1999, 11/15/1999

MMR: 7/14/2000

Date of birth: 7/10/1999

TABLE 23.2.  The output produced by IMM/Serve for the case shown in Table 23.1

The following immunization(s) will be due:
D/T series dose 5, on or after 7/10/2003 but before 7/10/2004
  (if DTaP 4 is given on 10/1/2000)
IPV 4, on or after 7/10/2003 but before 7/10/2004
  (if IPV 3 is given on 10/1/2000)
HepA 1, on or after 7/10/2001 but before 1/10/2002

The following vaccine series are either complete or no longer relevant for this case:
HepB

Note: For the doses due today, the Vaccine for Children (VFC) Program will pay for the
following doses:

DTaP
Hib
IPV
MMR
Var

The following immunization(s) are due on 10/1/2000:
DTaP 4
Hib 3 (PRP-OMP)
IPV 3
MMR 2 or Me 2
Var 1
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patient’s care. There are a number of sources of complexity that make this
process much more complicated than it might first appear.

A major source of complexity is the guideline logic itself. When the guide-
line logic is published in paper form, there is typically a time chart for each
vaccine series indicating when each vaccination should be given, augmented
by a detailed set of footnotes dealing with various special circumstances in
which this basic logic must be modified. When a child is brought to the clinic
on a regular basis and when no special circumstances apply, the relevant
logic is quite straightforward. However, when the child has been receiving
irregular care, the relevant logic can be quite complex. Examples of complex-
ity in the guideline logic include the following:

1. Minimum ages and wait-intervals for immunization forecasting. For each
dose in each vaccine series, there is a set of associated ages and wait-
intervals to be used for forecasting that dose. For example, there are
minimum ages at which the dose can be given. The minimum recommended
age is the age at which the child should be scheduled for the dose. The
minimum acceptable age is usually a younger age: If the child is already
at the clinic, the dose may be given as of that age. There is also an age at
which the dose becomes “past-due.” In addition, for most doses there are
minimum “wait-intervals.” One type of wait-interval indicates how long
one should wait from the previous dose in that series. Even if the child is
over the minimum age for a dose, the dose should not be given until this
wait-interval is past. For live vaccine doses, there may also be wait-intervals
from previous live vaccine doses in other series. Other wait-intervals are
also used, including a minimum wait-interval between dose 1 and dose 3
for Hepatitis B, and wait-intervals before a dose becomes past due.

2. Logic variation for different clinical conditions. For most vaccine series,
the logic of the recommendations varies in different clinical conditions.
For example, if the child’s mother is HBsAg positive, there may be an
accelerated HepB vaccination schedule. In other series, there is special
logic for “late starts.” For example, in the Hib vaccine series, there is
different logic for later doses if the age at dose 1 is under 7 months, or if it
occurs at 7–11 months, 12–14 months, or 15 months or more. In each of
these four circumstances, there may be different minimum ages and wait-
intervals for subsequent doses and/or a different number of doses needed
to complete the series. In addition, in the Hib vaccine series, the schedule
and number of doses required varies with the brand of vaccine used. These
are just a few examples of the many different variations in the guideline
logic. As a result of these variations, each dose of a vaccine series may
have several distinct sets of minimum ages and wait-intervals. The clinical
logic determines which set of parameters applies to a particular child at a
particular time.

3. Invalid doses based on immunization screening. In addition to the
forecasting parameters described above, there is a similar set of screening
parameters (minimum ages and wait-intervals) for each vaccine dose. Any
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dose that is given too early based on these screening parameters is not
counted as part of the series for purposes of forecasting. If an invalid dose
involves a live vaccine, however, it may still impose a wait-interval for
other live vaccine doses.

4. What is a month? Another interesting complexity concerns the definition
of a month. Sometimes it makes most sense to consider a month to be a
calendar month, but at other times it makes more sense to consider a
month to have a fixed length, such as 28 days.

These are just a few examples of the complexity inherent in the immuniza-
tion guidelines logic. A further source of complexity arises because the rec-
ommendations produced by the panel of clinical experts typically contain
“logical gaps.” Clinical experts are accustomed to treating patients one at a
time, but they are usually not adept at specifying logic that responds appro-
priately to all possible combinations of conditions that could conceivably
arise. Examples of such gaps include the following.

• The ACIP guidelines do not currently make a distinction between minimum
ages and wait-intervals to be used for screening vs. forecasting, even though
it is clear that these frequently are not the same.

• At one point, the ACIP guidelines recommended a “sequential” approach
to giving polio vaccine, an approach that involved giving two doses of
inactivated polio vaccine (IPV) followed by two doses of oral polio vaccine
(OPV). The guideline did not specify, however, whether IPV or OPV should
be used for dose 2 with a child who had already received OPV as dose 1.

Frequently, these logical gaps become apparent only in the process of
converting the logic into computer-based form, a process that forces one to
think through all the implications in a systematic fashion. Some gaps become
evident only when one is running the program with real patient data.

The only way to fill in these gaps in the logic is to work with clinician
users (e.g., a group of immunization registry staff) to discuss all such gaps and
decide how the guideline should deal with each. This work involves a great
deal of iterative discussion and is very time-consuming.

Another source of complexity arises because of the need for local
customization. Different users of the system may want their own customized
versions of the recommendations. This problem is discussed in more detail
later in this section.

These complexities are further compounded by the fact that the national
panel produces a new version of its recommendations roughly once a year.
The new version typically contains important revisions or additions. As a
result, approximately once a year, a significant portion of the logic must be
changed, new gaps may need to be resolved, and any local customization
may need to be adapted. Then, the entire program must be thoroughly re-
tested. If this process is not performed in a rapid, timely fashion, the program
will never be up to date.
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Encoding IMM/Serve’s Immunization Knowledge
IMM/Serve uses three different approaches to represent its immunization
domain knowledge: (1) tabular knowledge (tables), (2) rule-based knowledge
(“if–then” rules), and (3) procedural knowledge (conventional computer pro-
gramming.)

Tabular Knowledge

IMM/Serve uses tables to represent all of the forecasting parameters for each
dose—for example, the minimum acceptable age, the minimum recommended
age, and the minimum wait-intervals from previous doses, etc. For each dose
of each vaccine series, IMM/Serve may store several sets of such parameters,
corresponding to the different clinical conditions in which different sets of
parameters apply to that dose. Table 23.3 illustrates how this tabular forecast-
ing knowledge is stored. For purposes of this illustration, the information
seen in Table 23.3 has been somewhat simplified. In fact, even more param-
eters are stored for each dose. Each line of this table contains one set of
related parameters. Each line shows three minimum ages (acceptable, recom-
mended, and past-due), and also the minimum wait-interval for each dose
after the previous dose. Two doses (Hib 1 and Hib 4) have only a single
parameter set. Doses Hib 2 and Hib3, however, each have two different param-
eter sets. The child’s age at Hib dose 1 and the Hib brand received can deter-
mine which of these parameter sets will apply.

IMM/Serve also uses tables (a) to store the screening parameters that allow
it to recognize when a dose has been given too early and should be consid-
ered invalid, and (b) to define which live-vaccine interactions should be en-
forced and what wait-intervals to use for each.

TABLE 23.3.  A simplified table of immunization forecasting parameters

Immunization Acceptable Age Recommended Age Past-Due Age Wait-Interval

Hib1 6 weeks         —2 months 3 months

Hib1 1 monthHib2 10 weeks 4 months 5 months

Hib1 2 monthsHib2_final 12 months 15 months 16 months

Hib2 1 monthHib3 18 weeks 6 months 7 months

Hib2 2 monthHib3_final 12 months 15 months 16 months

Hib3 2 monthsHib4 12 months 15 months 16 months
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Rule-Based Knowledge

IMM/Serve uses if–then rules to store the clinical logic that determines when
a dose should be given and which set of tabular parameters applies to a par-
ticular child at a particular time. The rules also determine other factors, such
as which vaccine brand or preparation should be recommended, if alterna-
tives exist. (For example, there are four different vaccine preparations in the
DTP vaccine series: DT, DTP, DTaP, and Td.)

Table 23.4 shows example rules that partially specify the clinical logic for
Hib dose 2. The first rule says “if there has been one previous Hib dose
(Hib_prior = 1) and the Hib series is active and the Hib dose 1 was given at
over 12 months of age and the Hib2_final parameter set is met (e.g., the
minimum ages and wait-interval criteria are satisfied), then dose Hib 2 is due,
and the parameters in the Hib2_final parameter set apply.” The other three
rules test different combinations of (1) whether the child is over 12 months of
age, and (2) whether the Hib2 or Hib2_final parameter sets are met. IMM/
Serve’s knowledge base contains roughly 300 rules.

Procedural Knowledge

Procedural logic (conventional computer programs) is used to represent as-
pects of the immunization knowledge that is complex but not expected to
change very much over time. For example, the temporal logic that combines
dates, minimum ages, and several wait-intervals (which may be expressed in

TABLE 23.4. Example of if–then rules used by IMM/Serve to represent the clinical logic
that determines which set of tabular parameters applies to a particular case

if: Hib.prior = 1 and not Hib_inactive and Hib1_age_in_months �� 12

and Hib2_final_parameters_met
then: due.Hib2_final

if: Hib.prior = 1 and not Hib_inactive and Hib1_age_in_months < 12
and Hib2_parameters_met

then: due.Hib2

if: Hib.prior = 1 and not Hib_inactive and Hib1_age_in_months � 12
and not Hib2_final_parameters_met

then: next.Hib2_final

if: Hib.prior = 1 and not Hib_inactive and Hib1_age_in_months < 12
and not Hib2_parameters_met

then: next.Hib2
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a combination of days, weeks, months, and years) to determine when a dose is
due (accommodating the different lengths of different months, including the
effect of leap years) is written procedurally. As long as we continue to use our
current calendar, this logic is not likely to require major change.

The goal in combining these different forms of knowledge representation
is to make it easy to modify and test the knowledge as that knowledge evolves
over time. The biggest advantage of IMM/Serve’s tabular knowledge is that it
is very easy to modify parameter tables. Similarly, the complex clinical logic
is written by use of if–then rules to better separate it from the rest of the IMM/
Serve program (which consists of several hundred pages of C programs), so
that the rule-based logic can be more easily inspected, tested, modified, and
refined.

The Development Process
IMM/Serve was developed by a collaborative interdisciplinary team. This
team included (1) a computer programmer who implemented the major pro-
gramming components of IMM/Serve, (2) a “knowledge engineer” who had
experience building a wide range of different clinical consultation programs,
(3) several clinical domain experts who had extensive clinical experience
with childhood immunization and immunization registries, and (4) a project
manager responsible for coordinating the project as a whole. The project
manager worked closely with the clinical domain experts to discuss the vari-
ous issues (e.g., how the guidelines should be interpreted, how any gaps in
the guidelines should be resolved), to translate the results of these discus-
sions into table entries and rules, to explain any nuances to the knowledge
engineer and programmer, and to conduct iterative testing of the knowledge.
This process of development, refinement, testing, and maintenance has ex-
tended over a period of years, involving many extensive conference phone
calls, electronic mail exchanges, and testing of IMM/Serve at different sites.

Testing
IMM/Serve has been tested in several ways. A high-priority goal is to develop
a set of computer-based tools to assist in this knowledge testing process.

Automated Tools for Knowledge Testing

Two automated tools that have been quite extensively used for knowledge
testing are IMM/Def and IMM/Test.3,4 IMM/Def is designed to help the knowl-
edge engineers double-check IMM/Serve’s rule “kernel,” the most complex
part of the knowledge in which the logic must react appropriately to a range
of different combinations of conditions. IMM/Test is designed to generate
automatically a set of test cases that are intended to exercise all meaningful
combinations of clinical conditions contained within the rule kernel.
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Testing with Hand-Crafted Sets of Test Cases

Although IMM/Def and IMM/Test are designed to help test the most complex
portion of IMM/Serve’s logic, there are many other parts of the logic that
these tools do not handle. To help test these portions of the logic, sets of test
cases have been constructed by hand.

Testing with Pilot Use

Once a new version of IMM/Serve has been thoroughly tested as described
above, the next step is further testing in the context of pilot use. Here, IMM/
Serve is linked to a real immunization database and run on real patient records,
either in test mode or in monitored operational use by a member of the devel-
opment team. Real patient data may well expose additional unanticipated
issues and problems.

Implementation
When IMM/Serve is run operationally, it currently runs on the local computer
of an immunization registry as a callable module. The patient data are ex-
tracted from the registry database and passed to IMM/Serve for its analysis.
The actual input to and output from IMM/Serve is a coded form of the infor-
mation shown in Tables 23.1 and 23.2. The coded output produced by IMM/
Serve can be used in different ways. To generate recommendations for a single
case, the output is passed to a report generator. Table 23.2 shows the output
produced by one such report generator. Specific users may wish to use a
different report generator that presents this information in different ways.
Alternatively, if IMM/Serve is being used to generate a list of patients for a
forthcoming clinic, IMM/Serve might be run on a set of patients and its out-
put used to construct a list showing patients who will have vaccinations due,
which vaccinations will be due for those patients, and which vaccinations
will become due in the near future. Staff can then use this list to determine
which patients should be called in for that clinic and which might best be
delayed to allow more vaccinations to be given at one time.

Another potentially valuable strategy for using IMM/Serve operationally
is to run it on a powerful central server on the Internet and to allow many
registry computers to link to that single version of IMM/Serve remotely. The
advantage of this approach is that as IMM/Serve needs to be modified, the
modification need only be performed on a single machine.

Local Customization
Clinics that use IMM/Serve frequently want to use customized versions of the
logic.5 The US Indian Health Service (IHS) provides an interesting case study
of this phenomenon. Seven versions of IMM/Serve’s tabular knowledge are



23. Decision Support and Expert Systems in Public Health 505

currently defined for use by different IHS clinics. (A single version of IMM/
Serve may contain several different versions of each table, as well as several
variations of the rules. When IMM/Serve is run, a version name is passed in
on a case-by-case basis, indicating which version of the knowledge should be
used.) These seven versions of the tables define alternative sets of forecasting
parameters for six vaccine series. The number of such sets of tabular knowl-
edge for each series is as follows: DTP (2), HepA (1), HepB (2), Hib (4), MMR
(2), Polio (3), and Var (2).

In addition, the IHS requested a specific variant of the Hib rule-based
knowledge for use at two clinics and two changes in the DTP rule-based logic
that differ from the national ACIP guidelines for use at all IHS clinics. Another
capability that the IHS requested was the ability to accommodate incomplete
vaccination histories. The IHS registries store a dose number with each vac-
cine dose. (Many other registries do not store dose numbers.) The registries
frequently show missing doses—for example, because a child has moved
from one location to another. As a result, IMM/Serve’s underlying engine was
modified to allow the system to operate in the presence of certain types of
incomplete IHS vaccination histories.6

Maintenance
It has been an exciting challenge to build IMM/Serve and to refine it as an
operational tool. It will be at least an equal challenge to maintain IMM/
Serve’s knowledge as the field evolves over time and as increasing numbers
of users request local customizations. As described previously, the national
ACIP panel typically makes major changes in its recommendations every
year. These changes will need to be rapidly incorporated into IMM/Serve and
thoroughly tested. As a result, maintaining the knowledge requires a continu-
ing collaboration between IMM/Serve’s developers and its domain experts.
Computer-based tools will be particularly important to assist in this knowl-
edge maintenance process.

Design Considerations

Designing a decision support system requires consideration of how knowledge is
to be represented and of how the system will interface with data sources.

Knowledge Representation
Once one has decided to encode health knowledge in the computer to be used
for decision support, a major decision concerns what form of knowledge rep-
resentation to use. The desirable goals in choosing a knowledge representa-
tion are:
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1. To make it easy for computer-unsophisticated health experts to understand
the encoded knowledge;

2. To make the knowledge easy to modify as the health domain evolves;
3. To facilitate building computer-based tools to help test and validate the

knowledge; and
4. To separate as cleanly as possible the complex health-related logic from

the rest of the computer program required for implementation of the
application as a whole.

The choice of the best knowledge representation to use will vary with the
nature of the domain. In general, one would like to use a technique that is as
simple as possible, yet powerful enough to solve the problem. For example,
tables, which are very simple and easy to modify, can be a very straightforward
approach. On the other hand, it may become clear that different parts of the
problem will most naturally fit different knowledge representation approaches. If
so, as was the case with IMM/Serve, one may choose to combine several ap-
proaches. We will discuss examples of different knowledge representations.

Tables

As we have indicated, tables are probably the simplest form for knowledge
representation. Tabular knowledge can be used in many ways. In IMM/Serve,
tables were used to store parameter values. Tables can also include decision
logic as well. These are called decision tables. A decision table might contain
a set of rows, each containing a condition and a set of actions. For a given
case, each row whose condition is satisfied by the input describing the case
specifies a set of actions that should be performed.

Rules

If–then rules have been widely used in health-related decision support pro-
grams. Rules provide a simple way to encode small atomistic “chunks” of
logic. A potential advantage is that the action of each rule can be readily
understood and modified. New rules can easily be added. A potential draw-
back in a large, complex, interrelated domain is that it can be difficult to
anticipate the interactions of a large number of rules operating together.

Flowcharts

Flowcharts have been extensively used to represent computer logic, and they
may provide a convenient way to structure certain domains to help make the
logic easy to understand and visualize.

Semantic Networks

When complex interrelated knowledge needs to be stored in the computer,
semantic networks can be used to explicitly represent the various relation-
ships between data items in a flexible fashion.
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Model-Based Knowledge

Certain decision support systems contain within them one or more models
that operate on the data. These might be statistical models, simulation mod-
els, or models of scientific processes. When one or more models of this type
can be combined with other knowledge representations, the result is a poten-
tially powerful system.

Procedural Knowledge

 Conventional computer programming is widely used to build many comput-
ing applications. Certain decision support systems may be most easily built
by use of a conventional programming language. In systems such as IMM/
Serve, a part of the domain knowledge may most easily be built by use of
conventional programming.

Interface with Data Sources
As increasing amounts of health data are placed into computer-based form
and as increasing numbers of software tools are developed for analyzing those
data in different ways, it will be essential to develop standards for describing
that data. Without standards, data will not readily be passed from one health
database to another and to the growing set of software tools. There are a
variety of levels at which health data standards are being developed. Chapter
11 contains additional information about these topics.

System Development Strategies

Development of decision support and expert systems requires some special
considerations in addition to the usual issues related to creating any informa-
tion system. First and perhaps most important of these is consideration of the
sources of knowledge to be incorporated in the system. Ideally, existing writ-
ten guidelines are already in place, along with a system to revise and main-
tain them. This was the case, for example, with the childhood immunization
forecasting expert system just described. Unfortunately, however, the exist-
ence of such written guidelines is the exception, rather than the rule.

More commonly, there are no written guidelines to explicitly guide deci-
sion making. In such cases, extensive efforts will be required to capture the
relevant knowledge prior to system development. If the guidelines exist but
are not written, it may be possible to convene and work with a group of
experts to formally express consensus rules and procedures. Such work itself
can be a long and tedious process.

If decision rules do not really exist, development of a decision support
system is probably premature. A useful alternative is to develop mechanisms
for integrating and presenting information to decision makers in an improved
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fashion—either faster or more easily interpretable, or some combination. Once
such information is available, it may lead to the development of informal
decision rules that can later be incorporated in a more advanced system.

The development of a decision support or an expert system is most likely
to succeed in an environment where written guidelines are already in place.
On the other hand, if the knowledge is well known but not codified, develop-
ment efforts can be successful but are much more difficult. However, in cases
in which decision rules are largely unknown or else there is substantial con-
troversy as to the best approach, attempts to develop decision support sys-
tems should be avoided, as they are likely to be futile.

As with all public health information systems, the development of decision
support and expert systems should be led by an interdisciplinary team. This team
should include experts in public health practice, in the subject matter of the
system, and in knowledge engineering, the subspecialty of computer science that
deals with the formal encoding of knowledge. Naturally, there should be a steer-
ing committee composed primarily of users to guide the development process.

The first step in the development process is to define the overall architec-
ture of the system, requiring primarily making a determination of how the
knowledge will be delivered. The key consideration in this first step is the
limitations in the user environment. Developers must address such issues as
time, space, needed level of detail, and requirements for explanations and
references. Of course, the infrastructure to deliver the recommendations, such
as computer systems connected to a network, must be in place. Furthermore,
the user must have access to the relevant systems at the time and in the place
where decisions are made. Another key architectural consideration that should
be considered from the outset is maintenance. Knowledge is not static over
time. Without a mechanism in place for maintaining and updating the knowl-
edge, development of a system is merely an academic exercise.

During system development itself, the use of existing tools will greatly increase
productivity. There are many tools available for encoding and processing knowl-
edge. We have already described several examples of such tools in the discussion of
childhood immunization forecasting. Sometimes, it is necessary to create new tools
where none are available. In the childhood immunization forecasting system, for
example, new tools were necessary—tools such as the tool for automatic generation
of test cases to revalidate the system when changes are made.

As with other information systems, dividing the problem domain into seg-
ments and then implementing and testing those segments independently is one
of the best approaches to development. For each segment, an iterative approach
involving the creation of multiple rapid prototypes is typically very effective.
When the various independent segments of the system are combined, interac-
tions between them can be identified and addressed appropriately.

It is also important to anticipate specific problems that are likely to occur
in the process of creating a decision support or an expert system. The first of
these problems relates to the significant demands on the time of the subject
matter experts. For example, even when written guidelines are already in



23. Decision Support and Expert Systems in Public Health 509

place, development of an expert system is likely to reveal many gaps in the
knowledge base, gaps that have not been previously considered. These gaps
can occur, for instance, because of unanticipated or unusual combinations of
inputs. These gaps—and other ambiguous situations—require subject matter
experts to make many decisions about the desired system output.

In addition, it is extremely important for system developers to conduct rigor-
ous testing. One reason is that it is easy for developers to become overly confi-
dent in the initial output of a decision support or an expert system. The output
tends to have the aura of accuracy and authority because it is formatted nicely
and produced quickly. However, more detailed testing involving the creation of
test cases that exercise every portion of the system’s knowledge base may reveal
flaws in the output. For this reason, developers should undertake both manual
and automatic testing at every stage in the development process. The creation
and verification of an extensive library of test cases for such testing is itself a
substantial effort. Nevertheless, it is highly inadvisable to shortchange or cir-
cumvent this aspect of system development work.

As always, user feedback throughout the system development process is cru-
cial to success. After all, the goal is not to produce the “perfect” system. Rather,
the goal is to provide meaningful assistance in decision making for the users.
Therefore, the users must be involved in the creation and refinement of the system
at every stage. In particular, they must be comfortable with the mechanism and
with the formatting for delivery of both the information and the recommenda-
tions derived from that information. Typically, users must have the ability to
override the system when other factors supervene. In addition, adequate explana-
tions of the recommendations must usually be accessible to reassure the users and
provide justification for the output of the system.

Criteria for Determining the Desirability
of Decision Support and Expert Systems
In light of these considerations, it is possible to suggest criteria that may be used
to determine whether a decision support or an expert system would be desirable
in a given environment. There are two major factors in making such a determina-
tion: the decision characteristics and the nature of the user environment.

With regard to the decision characteristics, the decisions to be made should be
complex or least not trivial in order for a decision support system to be useful. In
the decision-making, there should be well-defined rules or algorithms that are
subject to relatively rapid and continuous change. Naturally, the existence of a
high degree of consensus with respect to the appropriate criteria for decision-
making will greatly ease the system development process.

The second of the criteria requires that the user environment include a
convenient delivery mechanism for recommendations generated by a deci-
sion support or an expert system. Ideally, this delivery mechanism should (1)
already be in place and (2) provide easy and inexpensive access for users. In
addition, the environment should include multiple applications sites for the
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system, allowing the costs, which can be substantial, to be widely distributed.
(However, even when multiple application sites exist, system developers need
to keep in mind that while customization of decision support and expert
systems for specific sites is certainly possible, it adds to the cost of the sys-
tem, both initially and in the maintenance phase.) In addition, it is very
positive for the user community to recognize that the decisions to be sup-
ported by a proposed system could be improved through the use of technol-
ogy. After all, it is much easier to enlist the cooperation of users in the
development of a decision support or an expert system when they are the ones
demanding the help that such a system can provide.

Illustration of the Criteria

To illustrate these criteria, here are some examples of potential applications
of decision support in public health practice.

The analysis of surveillance data to detect aberrations that may represent
outbreaks is an obvious application of decision support. Here, the justifica-
tion is the expected increase in surveillance data received by public health
without a concomitant increase in personnel available for its analysis. An-
other area related to outbreaks that might benefit from decision support is the
preparation of outbreak-specific surveys that can be used in interviews that
accompany disease investigations.

Resource management is another area in which decision support might be
helpful. System estimation of cost/benefit ratios for specific public health
programmatic interventions could be used to generate recommended priori-
ties for expenditures. Of course, using such a system would require much
better baseline information about both the expenditures and the results of
various public health programs.

Finally, decision support is clearly applicable to the dissemination of prac-
tice guidelines, as described in the example of childhood immunization fore-
casting. By encoding such guidelines in computable form and delivering
them to public health clinics and other relevant healthcare settings, we should
be able to increase greatly the delivery of effective preventive services. While
development of decision support and expert systems based on clinical pre-
vention guidelines is clearly a substantial undertaking, the results of many
previous studies indicating the benefits of clinician reminders in improving
compliance provide a substantial body of evidence for the expectation that
the benefits of this work would be well worth the effort.7–9

Questions for Review

Questions 1–11 are based on the following short case.
The head of a state public health department wants to build a decision

support system for use by public environmental specialists who are respon-
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sible for monitoring contaminants in well water, streams, and lakes in the
state. The decision support system would provide the environmental special-
ists with access via laptop computers to toxicological profiles of the Agency
for Toxic Substances and Disease Registry (ATSDR) and to the Environmen-
tal Protection Agency’s Reference Dose Media Evaluation Guide (RMEGs)
comparison values. It would provide recommended action levels through
incorporation of the EPA’s Maximum Contaminant Levels (MCLs). As con-
ceived by the head of the department, the system would permit public envi-
ronmental specialists to enter data related to contaminant measurements, then
send that data via remote hookup to the state’s contaminant databases. This
data would be site-specific. The system would then compare this data to the
RMEG comparison values and to the MCLs and generate an action to be
taken by an environmental specialist at the site. These specialists have used
laptop computers in their work for many years, and they have complained
frequently about the slowness of the current assessment processes, which
require manual collection of data and then a considerable wait before agency
officials analyze the data and provide recommended courses of action. How-
ever, many of the specialists are not schooled in the use of databases. In
addition, some have expressed concerns that the proposed decision support
system might not meet all their needs or else would by-pass their judgment.
Finally, the guidelines to be incorporated in the system change over time.

1. What data in the proposed decision support system would lend themselves
to being represented by tables?

2. What knowledge would best be represented by if–then rules?
3. In what ways might the guideline logic of this system, as conceived by the

department head, fail to recognize all the applicable conditions to be
encountered by an environmental specialist in addressing contaminant
levels found in water?

4. How would testing via automated tools, hand-crafted sets of test cases,
and pilot use help to address any gaps in the guideline logic?

5. Suppose the environmental specialists charged with measuring contaminant
levels in community wells want a customized version of the proposed
system. What challenges would such customization present?

6. What difficulties are likely to be inherent in maintaining the decision
support system, assuming it is developed?

7. What knowledge representation goals should a development team establish
in building the proposed decision support system?

8. What criteria should already be in place within the department’s functions
in order to maximize the likelihood that the decision support system will
be successful if it is built?

9. What is the first step in the development process for the decision support
system?

10. What should be the composition of the system development team? Explain
why the team should have this composition.
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11. To what extent has the department met the criteria for determining the
desirability of the decision support system?
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Learning Objectives

After studying this chapter, you should be able to:

• Describe the components that constitute clinical preventive services.
• Explain why preventive medicine has received less emphasis, to date, than

curative medical service.
• Explain the value of information technology for improving preventive

care.
• Discuss the uses and potential value of the electronic medical record, the

comprehensive computerized risk assessment, and interactive voice
response systems in preventive care assessment.

• Discuss the uses and potential value of telephone counseling services and
interactive Internet-based tools such as the Comprehensive Health
Enhancement Support System (CHESS) in improving the delivery of
preventive services.

• Explain the value of electronic systems for providing preventive care
reminders to both providers and patients and for providing auditing of
preventive care services.

• Discuss the future challenges for increasing the use of information
technology in the practice of preventive care.

Overview

For a number of reasons, medical services have tended to put more emphasis
on curative than on preventive functions. Yet, a number of forces, including
costs, are refocusing medical services toward prevention—at primary, sec-
ondary, and tertiary levels. The application of technology to preventive medi-
cine demonstrated the ability of informatics to improve the timeliness and
quality of preventive care in a cost-effective manner. For preventive care
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assessment, effective tools include the computerized health risk assessment,
the electronic medical record, and interactive voice response systems. For
preventive service delivery, tools ranging from the relatively low-tech tele-
phone counseling services to the sophisticated Comprehensive Health En-
hancement Support System (CHESS) are helping to improve the quality of
life of patients. Technology has also become important to the improvement of
preventive care reminders and auditing. Although the application of technol-
ogy to preventive medicine faces many challenges and barriers, there seems
to be little question that, with creativity and care, clinicians and patients can
learn to use technology-based tools to promote health and prevent disease
much more effectively and efficiently than ever before.

Introduction

To many people, preventive medicine may seem to be a contradiction in terms.
After all, medicines are used primarily to cure illness, not to prevent it. If
people are not ill, then why would they need medicines or medical attention?
Such an assumption is an example of the power and influence of the curative
model of health care, which grew exponentially during the 20th century with
the rapid development of the pharmaceutical industry and advances in criti-
cal care technology. This enterprise has, however, been very costly—with
27% of Medicare payments and 10–12% of our country’s total healthcare
dollars devoted to care at the end of life.1 In fact, advances in curative tech-
nology are outpacing the ability of our healthcare system to pay for them.

This chapter explores an alternative use for technology, to help prevent rather
than cure disease, and to help control the large amount of dollars going into
curative medicine. Advances in human genetics may hold the greatest potential
for the advancement of disease prevention in the 21st century.2–4 However, many
currently available interventions have the ability to prevent much disease and
promote health, if they are fully implemented. By one estimate, roughly half of
all deaths in 1990 in the United States were premature and preventable to some
degree.5 Counseling interventions have the ability to improve lifestyle choices
related to smoking, nutrition, and unsafe behaviors that lead to the greatest amount
of unnecessary morbidity and mortality.6 In addition, immunizations prevent a
growing list of infectious diseases and can save up to $5 in treatment costs for
every $1 expended.7 Screening tests, such as mammography, help prevent the
progression of many illnesses and death from cancer—and often at much less cost
and suffering than medical treatment.8

Clinical Preventive Services

Counseling, screening, and immunizations constitute the core armamentarium
available to healthcare providers to prevent disease and promote health. Col-
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lectively, these are called clinical preventive services. They address the three
levels of intervention: primary, secondary, and tertiary prevention. Primary
prevention (vaccinations, counseling) intercedes even before precursor signs
of disease are detectable. Secondary prevention (screening tests and exami-
nations) detects diseases before symptoms develop, thus enabling interven-
tions for early eradication or control. Tertiary prevention involves treatment
and counseling for symptomatic diseases (such as diabetes) to prevent pro-
gression and the development of complications.

Full implementation of clinical preventive services has proven to be an
elusive goal for the US healthcare system. A 1994 survey of patients in Cali-
fornia health plans found that for most behavioral health risks, less than 20%
of patients with a risk factor had spoken with a health professional about it in
the preceding three years.9 A 1997 study of US citizens over 50 years of age
found that less than 20% reported using a fecal occult blood test in the last
year, and less than 30% reported having a sigmoidoscopy in the preceding
five years.10 Nationally, only about 75% of children are up to date with all
immunizations on their second birthday,11 and only about 50% of persons
over 65 years of age have received a pneumococcal vaccination.12

There are multiple reasons for failures in the delivery of preventive ser-
vices. Lack of medical insurance is undoubtedly a major factor for many
patients.13,14 However, even in populations where financial factors are not
present, preventive service delivery is usually suboptimal. A 1990 study of
breast cancer screening found that women reported that lack of knowledge
and not having been told by their physician that they needed a mammogram
were the most important barriers.15 When asked to estimate their preventive
service delivery, physicians tend to report rates much higher than can be
verified by review of their patients’ charts.16,17 Good intentions and wishful
thinking seem to be common characteristics of physicians when it comes to
delivering preventive care.

Some studies have identified the competing demands of medical practice
as constituting the most important barrier to the delivery of preventive care.18,19

In a busy office or clinic, it is understandable that sick patients will demand
and receive immediate attention, while the provision of preventive services
to well or not acutely ill patients is often overlooked or delayed. In contrast,
preventive services are delivered at increased rates during health mainte-
nance or wellness clinic visits, where the competing pressures and distrac-
tions of acute care medicine can be avoided.20–22 Unfortunately, the
infrastructure to support dedicated wellness clinics does not exist in most
locations, and check-up or wellness visits are not utilized or available to
many patients. This situation has led many authorities, including the US
Preventive Services Task Force, to recommend that clinicians use every op-
portunity to deliver preventive services, including delivering these services
at the time that patients come in for treatment of illnesses.23

Incorporating preventive care delivery into the cramped time frame of a
10- or 15-minute acute care visit is very difficult. Information technology can
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help address the problem by efficiently automating many of the steps of
preventive care in the busy clinical setting. These steps are (1) assessment, (2)
preventive service delivery, (3) reminding, and (4) auditing.

Using Information Technology
for Preventive Care Assessment

The first challenge clinicians face is simply determining what preventive care a
patient has already received and what they additionally need. Patients’ needs
vary according to age, gender, and risk factors (such as family history). Most
practices determine their own protocols for preventive service delivery and post
the protocols in a printed form in patient charts. Unfortunately, such printed
protocols are often misplaced and not consistently utilized in a busy practice
settings.24,25 Several types of electronic assessment tools have been developed to
meet the need for current and consistent preventive service delivery protocols.
These tools include the electronic medical record, the comprehensive health risk
assessment, and interactive voice response systems.

The Electronic Medical Record

Some electronic medical record (EMR) applications are able to assess a
patient’s need for screening and immunization services based on age and
gender information that is input by clinicians or support staff. Many such
programs have the flexibility to allow providers to customize the protocol of
preventive services according to the needs of the individual practice. This is
a highly desirable feature because, despite guidelines issued by national au-
thorities such as the US Preventive Services Task Force and the American
Cancer Society, most practices choose to utilize a protocol tailored to the
needs and preferences of their patients and providers.26 Some assessment pro-
grams utilize direct patient data entry through keyboards, touch screens, or
other devices. The optimal methods for data entry have not be established,
although systems that are not components of EMRs may not be well main-
tained because of the need to also enter data into a paper record.

The Comprehensive Health Risk Assessment
Assessment of behavioral risk factors (such as tobacco use, drug and alcohol
use, and sexual behavior) is a complex task that involves gathering informa-
tion from patients regarding a wide variety of specific and often personally
sensitive behaviors. Over the last 30 years, much work has been devoted to
developing and testing electronic tools for this purpose. Most study has been
carried out with the comprehensive health risk assessment (HRA), first devel-
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oped by the Centers for Disease Control and Prevention in 1977 and subse-
quently released in an updated form as Healthier People, Version 3.0 by the
Carter Center of Emory University in 1988.27,28

In addition to gathering important patient data for use by clinicians, HRAs
are able to use data from epidemiologic studies to estimate the risks of ad-
verse events (e.g., reductions in life expectancy or the probability of a heart
attack) based on patients’ behavioral risk factors, medical histories, and
sociodemographic characteristics. This feedback may be helpful in convey-
ing the importance of behavioral changes to patients.29

Computerized HRAs have several advantages over printed or verbal as-
sessments. They can improve data quality by insuring that all appropriate
questions are included and answered. They can be administered by allied
health workers or self-administered by patients, thereby minimizing their
impact on staffing costs or clinicians’ time. Moreover, repeated administra-
tions can be easily stored in patients’ EMRs, thus allowing clinicians to track
patients’ progress toward health behavior goals. HRAs may be more readily
accessible at the point-of-care than paper forms, and they can provide data
supporting population-level analyses useful in identifying priority areas for
health counseling and evaluating the effectiveness of preventive services.

Investigators have examined the impact of HRAs on physicians’ preven-
tive service delivery, as well as on patients’ health behaviors and health sta-
tus. In a study conducted by Geiger and colleagues,22 intervention patients
received an HRA followed by face-to-face discussions of the results. Out-
comes were measured through subsequent medical record reviews. These out-
comes indicated that individuals receiving the HRA were more likely to be
counseled about risks (e.g., those related to diet, exercise, substance abuse,
and injury prevention) than patients in a comparison sample. However, im-
provements in these areas were difficult to attribute exclusively to the HRAs,
because the HRAs were administered in conjunction with other important
services, such as outpatient visits specifically focusing on health promotion.

Computerized HRAs make it possible to provide feedback tailored to the
personal characteristics and needs of patients. Kreuter and Strecher found
that patients who received such personalized feedback were more likely to
change risk behaviors than patients who received generic feedback or no
feedback at all.30 These results are consistent with the broader literature, dem-
onstrating that tailored counseling is more likely to result in positive behav-
ior changes than a generic, didactic approach.

In addition to promoting primary preventive counseling for healthy popu-
lations, HRAs can be used to improve self-care education for patients with
chronic health problems. Glasgow and colleagues studied the effects of a
brief HRA administered via a touch-screen computer located in physicians’
waiting rooms.31,32 The assessments focused on patients’ diet, barriers to be-
havior changes, and attainment of goals for incremental dietary improve-
ments. The HRA then generated reports summarizing the session for both the
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patient and the provider. These reports were then used to structure dietary
counseling sessions and promote behavioral adherence between office visits.
Compared with patients receiving usual care, those receiving this interven-
tion improved on several outcome measures at the three-month follow-up,
and they maintained these improvements for one year after entry into the
study. Compared with controls, follow-up cholesterol levels were lower among
intervention patients, and these patients reported consuming fewer calories.
The proportion of calories from fat was lower among intervention than among
control patients, especially calories from saturated fat.

These investigators estimated the cost-effectiveness of this HRA-based
intervention and found that, on average, the annual cost was $115–$139 per
patient, or $8.40 per unit reduction in serum cholesterol. By way of context,
cholesterol-lowering medications can cost from $350 to $1400 per patient
per year and can be less cost-effective and cause more adverse reactions. In a
follow-up study,33 Glasgow and Toobert examined whether additional ser-
vices such as follow-up telephone calls and community resource information
increased the impact of the intervention just described. They found that nei-
ther of these services, either alone or in combination, improved patients’
outcomes.

In summary, studies suggest that HRAs may be useful tools for improving
primary prevention counseling. Studies conducted to date suggest that the
amount of impact associated with HRAs seems to depend on the characteris-
tics of follow-up counseling. Although studies suggest that counseling fol-
lowing an HRA should be tailored rather than generic, more intensive
face-to-face counseling or long-term follow-up appears to yield minimal in-
cremental benefits.

Interactive Voice Response Systems
The prevention of chronic disease progression (tertiary prevention) requires
the timely reporting and assessment of patient signs, symptoms, and tests.
Innovative information technology approaches hold promise for facilitating
this assessment process. Interactive voice response (IVR) systems can bring
health technology into the homes of people who have difficulty coming to
clinic visits in person and who lack the ability to access or utilize comput-
ers.34 IVR enables patients to interact with computers by using a standard
telephone to respond to queries for information through the touch-tone key-
pad or through voice recognition technology. IVR systems have been evalu-
ated for the assessment of patients with depression,35 cancer,36,37 heart failure,38

and diabetes.39 A comprehensive review of IVR systems has been published
by one of the current chapter authors.40

IVR systems can increase a provider’s ability to monitor patients between
clinic visits and identify individuals with health and behavioral problems
requiring early intervention. This use may be important because in-person
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treatment encounters provide relatively infrequent opportunities to assess
patients’ health status. As a result, many opportunities to prevent short-term
acute illness episodes and health crises are missed.

Studies consistently indicate that patients provide clinically useful infor-
mation during IVR health assessments. In a study of 229 managed care pa-
tients with low-back pain,41 investigators found that scores on the SF-12 Health
Status Survey42 were similar among patients using IVR reporting and those
reporting information during a “live” telephone interview. IVR assessments
often identify more health problems than standard modalities for gathering
patient information, perhaps because patients report less embarrassment when
reporting sensitive information to a computer than to a clinician.43,44

Compared to “live” interviews, patients are more likely to report alcohol
abuse45,46 as well as psychiatric symptoms47 during IVR assessments. Millard
and Carver39 found that patients with low-back pain reported more psychiat-
ric symptoms during an IVR administration of the SF-12 than patients who
completed the SF-12 during a “live” telephone call. IVR assessments of pa-
tients’ mental health status have been used to determine psychiatric diag-
noses that are comparable to those obtained by clinicians using a structured
clinical interview.48,49 Baer et al.35 used IVR assessments to administer a stan-
dard, multi-item survey to screen for depression. Of the 1,812 callers, 88%
completed the entire 20-item questionnaire. More than one third of callers
met criteria for “moderate,” “marked,” “severe,” or “extreme” depression; and
most of those identified as depressed had received no prior treatment.

IVR assessments of patients’ preferences for cancer treatment can identity
important disparities in understanding between patients and their clinicians.50

IVR assessments of frail elders can be a useful screening tool for detecting
functional decline, although they identify fewer problems than in-home as-
sessments by a case manager.51 IVR assessment data can also be used to iden-
tify patients with diabetes who are at a heightened risk of developing health
problems.52

Outcome studies indicate that interventions based on IVR assessments can
have moderate effects on patients’ health and health behavior. Alemi and
colleagues randomized 179 pregnant cocaine-using women to usual care or
usual care supported by IVR health assessment, mutual support, and health
education.53 The intervention increased patients’ use of drug treatment ser-
vices, although it had no measurable impact on their health status or drug use.
Other investigators have randomized hypertensive patients to usual care or
weekly IVR monitoring with feedback of their assessment data to physicians.54

After six months, antihypertensive medication adherence improved among
intervention patients compared with usual care controls, and diastolic blood
pressure levels decreased more in the IVR group than in the control group.
Among patients with the poorest baseline medication adherence, diastolic
blood pressure decreased among IVR users but increased slightly among pa-
tients receiving usual care.
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Studies also indicate that IVR assessments influence the health of diabetes
patients. In a pretest/post-test study,55 patients with diabetes used an IVR
system to obtain health information, report changes in their glycemic con-
trol, and access a decision-support system for making insulin dose adjust-
ments. At follow-up, investigators observed a threefold decrease in diabetic
crises and a significant improvement in measures of long-term glycemic con-
trol. In a randomized trial of IVR-supported diabetes care,56,57 intervention
patients at follow-up reported greater improvements in self-care and fewer
symptoms of poor glycemic control than patients receiving usual care. Com-
pared with usual care patients, patients receiving the intervention also re-
ported fewer symptoms of depression and days in bed due to illness, greater
self-efficacy to perform self-care activities, and higher levels of satisfaction
with their health care. End point glucose control was better among interven-
tion than control patients, and more than twice as many intervention patients
had end point glucose levels within the normal range.

Similar findings were observed in a follow-up study among patients with
diabetes treated in Department of Veterans Affairs clinics.58 At 12 months, inter-
vention patients reported more frequent glucose self-monitoring and foot inspec-
tions than patients receiving usual care. In addition, these intervention patients
were more likely to receive recommended clinic services such as foot exams.
Intervention patients were also more likely than control patients to have had a
cholesterol test. Among patients with especially poor baseline glycemic control,
end point values among intervention patients were lower than values for control
patients. At follow-up, intervention patients reported fewer symptoms than con-
trol patients and greater satisfaction with their health care.

The utility of IVR is probably dependent on the nature of the chronic
illness, a patient’s sociodemographic characteristics (particularly those im-
pacting access to care), and the healthcare system in which the IVR system is
implemented. Some studies have used a centralized nurse to evaluate IVR
assessment reports, make initial follow-up calls, and serve as the interface
between the IVR monitoring system and patients’ overall care,59 whereas oth-
ers have simply reported IVR data back to patients’ physicians.34 Finer points
about the process of IVR assessment, such as the relative effectiveness of
patient-initiated versus clinician-initiated assessment systems, the optimal
length of IVR calls, and the use of random assessments to characterize health
behavior patterns,60 are also important and should be evaluated in controlled
studies.

Using Information Technology for
Preventive Service Delivery

Once patients have been assessed as needing preventive care, the actual in-
office delivery of needed services, particularly counseling, can be very time-
consuming. As previously discussed, time is a scarce commodity in primary
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care, and the pressures of managed care may make the time pressure even
worse. Information technology has shown much promise for making the ac-
tual delivery of preventive services more efficient, particularly for counsel-
ing. It should be acknowledged that separating behavioral risk assessment
from counseling is somewhat artificial and, as describe above, HRA and IVR
tools usually have some counseling utility in addition to their more devel-
oped assessment capabilities.

Although relatively “low-tech” by today’s standards, telephone counsel-
ing services are a good example of how information technology can be used
to augment or replace clinician services. The California Smoker’s Helpline
has been operational since 1992 and has assisted over 100,000 smokers in six
different languages in their attempts to quit.61 Counselors using well-tested
protocols in up to seven sessions over a period of two months provide coun-
seling proactively. Tobacco abstinence rates at one year for users of the
helpline are almost double that for smokers receiving only self-help materials
(26.7% vs. 14.7%).62 By participating in this program, patients in the state’s
Medicaid program are considered to have fulfilled behavior modification
program requirements needed to qualify for obtaining prescription smoking
cessation medications.

Interactive Internet-based tools are now being tested to assist patients with
the tertiary prevention efforts for chronic diseases. The Comprehensive Health
Enhancement Support System (CHESS) project represents one of the major
efforts in this area. CHESS developers constructed Web sites that allowed
patients to access medical information, use decision-support tools, and com-
municate with other chronically ill patients via e-mail and “chat” rooms.
CHESS applications have been developed for a number of populations, in-
cluding patients with breast cancer and HIV infection. Additional modules
addressing substance abuse, Alzheimer disease, and heart disease are under
development.

Patients with HIV disease used CHESS daily, with little difference in usage
across demographic groups. CHESS users reported quality-of-life improve-
ments, improved cognitive functioning, fewer ambulatory care visits, and
both fewer and shorter hospitalizations.63 Comparison of intervention pa-
tients who did and did not improve on quality of life scores suggested that the
total amount of CHESS use was less important than whether patients accessed
medical information and decision-support tools.64 In a separate study, investi-
gators found that women with breast cancer used CHESS regularly, even when
they had incomes below the poverty level.65,66

Investigators at the Oregon Research Institute are evaluating the use of a
Web-based diabetes self-management support system focused on personal-
ized goal setting, feedback regarding progress toward behavioral goals, and
social support.67 Feasibility data indicate that a broad range of users fre-
quently access the site. Data indicate that 111 patients logged on to the
system more than 21,000 times over a 10-week period, including some indi-
viduals up to 77 years of age. The most popular area of the site was the social
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support section, which allowed patients to exchange information, share cop-
ing strategies, and provide emotional support. The health information pages,
which allowed patients to access articles on topics such as healthy eating,
were also popular. Effects of this Web-based diabetes support system on health
and behavior outcomes are currently being analyzed in a randomized, con-
trolled trial.

Using Information Technology
for Preventive Care Reminders

Because of the complexity of preventive service guidelines and the unavoid-
able distractions of busy professional and personal lives, providers and pa-
tients frequently need to receive reminders about preventive care. Various
paper-based tools for this purpose, such as printed flow-sheets and “shoe
box” tickler files, have been developed and tested. Unfortunately, such tools
can be difficult to maintain and generally result in only modest improve-
ments in preventive care delivery rates.68

Numerous studies have demonstrated the utility and effectiveness of elec-
tronic reminding and prompting systems for preventive care.69–73 A 1996 meta-
analytic study of randomized controlled trials of such systems found that
their use almost doubled the odds that preventive services in general would
be delivered appropriately (odds ratio = 1.77).74 For certain types of preven-
tive services, the improvement was even higher (vaccinations: odds ratio =
3.09; colorectal cancer screening: odds ratio = 2.25). When electronic re-
minder systems have been added to practices with existing paper-based sys-
tems, significant additional improvements resulted. A similar effect was not
found for the addition of paper-based reminder systems to electronic sys-
tems—leading the researchers to conclude that electronic systems are more
robust.

Electronic systems have the ability to generate reminders automatically
for both providers and patients. Provider reminders in the form of paper print-
outs or computer-posted alerts cue the busy clinician about preventive care
that is not up to date for patients. These cues are most useful when issued at
the time of patient visits, when the needed tests, immunizations, and counsel-
ing can be immediately provided. Computer-screen alerts can be used when
electronic medical records are the primary or only mode of patient data stor-
age. Many electronic medical record programs have preventive care tracking
systems capable of generating physician preventive care alerts.

Unfortunately, even when using electronic tools, providers still often have
trouble finding the time and motivation for preventive care. Some studies
have found that providers may ignore the preventive care tracking functions
of electronic medical records.75,76 This tendency has prompted some elec-
tronic medical record designers to require users to actively turn off or respond
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to preventive medicine reminders before using other aspects of the record.
The success of this strategy is unknown, although computer users may quickly
develop the ability to bypass such road blocks. Also, there is evidence that
the effectiveness of reminders decreases with time—perhaps because clini-
cians learn to tune them out.77

Patient reminders are most useful as outreach tools between visits—to
help bring patients in for needed preventive care. Perhaps the greatest advan-
tage of electronic reminder/recall systems over paper-based reminder/recall
systems is the ability to generate and send patients reminder messages auto-
matically. Usually such messages are in the form of mailed letters. Some re-
search indicates that the use of patient-specific information (individual risk
factors, habits, etc.) to generate personalized letters may increase potential
effectiveness.

Recently, automated telephone systems (autodialers) have been success-
fully tested to deliver preventive care reminder messages to patients. Immu-
nization reminder messages delivered by a computer-controlled autodialer
were found in a recent study of urban private practices to be much more cost
effective than mailed postcards in bringing pediatric patients in for needed
immunizations ($4.06 vs. $12.82 for each additional immunization deliv-
ered).78 Even at $4.06 per each additional immunization, patient reminding
can mount up to be a considerable cost for a large practice or clinic, since
provider reimbursement for immunization delivery and other preventive care
is generally low ($9 for Medicaid patients in California). Unfortunately, the
use of reminder systems to bring patients in for preventive care may be mar-
ginally profitable for practices because of the low rate of reimbursement for
preventive care.

Using Information Technology
for Preventive Care Auditing

Because of clinicians’ tendency to consistently overestimate the amount of
preventive services they deliver,16,17 a number of authorities have recommended
that providers periodically audit patient records in order to determine service
delivery rates accurately and to identify the success or failure of quality
improvement efforts.79–81

A number of studies have demonstrated improved rates of preventive care
when auditing is employed to give feedback to providers and practices.82,83 A
recent review of randomized trials using auditing to provide feedback to
providers about immunization delivery found significant improvements in
12 of 15 studies.84

Most electronic reminder systems, whether independent or incorporated
into an electronic medical record, have the advantage of being able to gener-
ate ongoing practice-wide reports of preventive care delivery, obviating the
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need for time-consuming and costly patient chart audits. This function may
become increasingly attractive to clinicians as they receive more and more
pressure from quality improvement efforts, such as the Health Employer Data
and Information Set (HEDIS) audit process.

In addition to reminder systems and electronic medical records, other types
of electronic tools have been developed to aid providers in this process. One
such tool is the Clinical Assessment Software Application (CASA) program
developed and distributed free of charge by the Centers for Disease Control
and Prevention.85 Providers can enter childhood immunization data derived
from patient chart review or other sources into the CASA program, which will
analyze the data and produce detailed reports on the percentages of their
patients who are up to date for each of several childhood immunizations
based on various criteria, including the Advisory Committee on Immuniza-
tion Practices and HEDIS. The CASA program, although primarily an audit
tool, can also be used as a reminder system.

Although most providers use electronic billing and accounting systems,
these lack standardization—a problem that has hindered the development of
software for reminding and auditing preventive service delivery by use of
administrative and billing data. This situation may improve over the coming
years with implementation of the Health Insurance Portability and Account-
ability Act (HIPAA) standards for electronic patient data exchange. With this
standardization, auditing of preventive service delivery using preexisting
billing data may become much easier and make the laborious task of perform-
ing patient chart reviews unnecessary.

Beyond auditing of individual practices and health plans, many public
health authorities believe that population-wide auditing is necessary. Prac-
tices and health plans should not only use their audit data for internal quality
improvement purposes, but share the data with public health authorities for
surveillance and healthcare planning activities as well.86 Currently, only large
health maintenance systems with computerized medical records, such as Kai-
ser Permanente in California, have been able to begin undertaking such col-
laborative efforts. Kaiser Permanente data is frequently utilized by state and
local public health officials to help monitor preventive service delivery and
disease outbreaks. The development and widespread implementation of medi-
cal care tracking and auditing systems one day should make population-wide
preventive care efforts easier to implement and monitor.

The Future

It is difficult to fully envision how clinical preventive care will change in the
next century, because there are so many opportunities. One thing seems cer-
tain, however: It will become much more complex and targeted. Using ge-
netic analysis, we may be able to determine precisely which patients need
which types of screening, immunization, prophylactic use of medications, or
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even counseling. The age- and gender-based protocols now used to target
these services may appear quite crude in retrospect. As a consequence, clini-
cians’ need for assistance in assessing, reminding, delivering, and auditing
preventive care activities will become even more acute. The use of printed
checklists, “shoe box” tickler systems, and audits of paper charts will be
obviously inadequate for the task at hand. Information technology solutions
will become a necessity, rather than an option.

 “Stand-alone” reminder and recall systems probably won’t be widely
adopted so long as paper-based patient charts remain the standard of practice.
The burden of entering data both digitally and manually will remain too
great. The future of electronic reminder and recall systems rests with the
development and widespread deployment of an electronic medical record in
community and private practices.

Many barriers remain to widespread use of EMRs in community clinical
practice. Perhaps the most basic of these is the continuing cottage-industry
nature of many medical practices. Most small practices do not yet use com-
puters, except for billing purposes. A recent survey of family physicians in
Iowa found that only 26% had computers in their offices.87 In addition to
“hardware” inadequacy, many attitudinal barriers of clinicians will have to
be overcome.88 These barriers may prove more challenging than software stan-
dardization issues such as those currently being addressed by the efforts of
Health Level 7 (HL7) and other organizations.89

As electronic tracking and reminding systems expand in prevalence and
scope (e.g., one can imagine registries not only for childhood immunizations
but for all types of preventive care), issues of control and access will become
much more important. Will patients give over all control to large centralized
systems? Certain automobile manufacturers today advertise the ability to
access a car’s repair and maintenance history by satellite link at any of their
dealers nationwide. The technology exists to create similar systems for hu-
man healthcare maintenance, but will there be the political will to employ or
oppose them?

Options for decentralized systems do exist. Smart cards, which utilize com-
puter chips embedded in a plastic card, are currently used for healthcare pur-
poses in some European countries.90,91 Such smart cards could potentially
enable individual patients to retain their own electronic medical records or
control access of others to those records.92 Just as smart cards have been used
in some projects to track medication use,93 so might they be used to track and
remind patients and providers about preventive care. The use of smart cards
or more powerful patient-retained electronic data management devices may
be tools to empower patients to compete with large centralized systems for
the locus of control of their health care and privacy.

It is both inevitable and desirable that patient education and counseling
services become more available electronically. Currently, many providers are
beginning to use the Internet to communicate appointment and other simple
information to patients. It is only a short step from there to Internet referrals to
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health promotion and education sites. For providers treating ethnic minori-
ties for whom appropriate health education materials may not be available
locally, the ability to refer to resources nationally and internationally may be
of great help.

It is doubtful that computers or information technology will ever replace
the health-promoting relationships of primary care clinicians with their pa-
tients. However, with creativity and care, the tools will be developed that will
empower clinicians and patients to promote health and prevent disease much
more effectively and efficiently than ever before.

Questions for Review

Questions 1–8 are based on the following short case:
The Valley Medical Clinic provides both curative and preventive medi-

cine to patients who live within a 40-mile distance in the surrounding rural
area, although it has placed more emphasis on curative rather than preventive
services. Recently, the management of the clinic has decided to increase em-
phasis on the delivery of preventive services to patients, offering a dedicated
wellness clinic. Although the current clinic uses computers for billing pur-
poses, it does not use technology for preventive care assessment, delivery of
preventive services, preventive care reminders, or preventive care auditing.
Management has decided to invest several million dollars for the purpose of
acquiring technology in order to improve preventive care services.

1. List some of the factors that may have led the Valley Medical Clinic to
concentrate on the delivery of curative services, rather than preventive
services, to patients in the past.

2. Explain how incorporating technology in its preventive care services can
help the clinic to overcome the obstacles typically imposed by a 10- to
15-minute clinical visit by a patient.

3. Explain how the use of the following computerized applications could
help the clinic to lower the costs of preventive care assessment while
improving its efficiency and effectiveness:
a.  Electronic medical record applications
b.  Computerized health risk assessments
c.  Interactive voice response systems

4. Explain how the use of the following technologic applications could help
the clinic to improve its delivery of preventive care:
a.  Telephone counseling services
b.  Interactive Internet-based tools to assist patients with chronic diseases

5. Explain why the use of electronic systems to generate reminders for both
clinic providers and clinic patients is superior to the current system of
“shoe box” tickler files used by the clinic. What benefits does an electronic
reminder system offer that the shoe box system cannot?
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6. How would the use of an automated telephone system (autodialer) help as
a reminder system?

7. Explain why clinical assessment software might be more effective in
measuring the quality of preventive care delivery than a manual system.

8. Explain why an electronic medical record system is a prerequisite to an
effective reminder and recall system for the clinic.
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Part V
Case Studies: Applications of
Information Systems Development

Introduction

The promise of information technology is widely appreciated, but the true
value of information technology lies in bringing that promise to fulfillment.
This section presents a variety of real-world case studies, each of which is
designed either to exemplify a particular kind of value derived from the de-
ployment of actual information systems (e.g., the value of using scientific
data to drive policy), or to illustrate critical issues associated with the devel-
opment of new information systems (e.g., dealing with the policy and privacy
issues raised by electronic disease surveillance). This section is intended to
illustrate the value of applying informatics principles and practices as well as
cutting-edge information technologies to both new and traditional public
health information applications.

Common threads among these case studies include (1) the importance of in-
volving users in the design, construction, and implementation of systems and (2)
the necessity of adequate planning in all phases of systems development.

The section begins with Chapter 25, “Policy Issues in Developing Infor-
mation Systems for Public Health Surveillance of Communicable Diseases.”
In this chapter, the authors introduce the concepts and issues associated with
public health surveillance systems, stressing the importance of an informa-
tion architecture that provides for ease of use, centralized control of data
resources, use of national data and coding standards, and provisions for secu-
rity and confidentiality of surveillance information. The authors illustrate
these concepts by reference to the New York State Department of Health’s
Health Information Network and Health Provider Network. They then present
three cases involving the development and implementation of disease sur-
veillance systems. The lessons learned from the experience with each case
have the following in common: (a) the importance of involving prospective
users and other stakeholders in system design; (b) the importance of develop-
ing an information infrastructure and an architecture that facilitates ease of
use, control and confidentiality of data, and ready sharing of information; (c)
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involving executives, program managers, prospective users, and knowledge-
able information technology professionals in system design, testing, imple-
mentation, and user training; and (d) most of all, focusing on the needs of
users of the systems first, rather than permitting perceived cost constraints to
drive activities.

In Chapter 26, Ron Seymour and Fran Muskopf relate the story of the
development of a state information network for public health officials. The
INPHO project, an initiative of the Centers for Disease Control and Preven-
tion, was developed to assist state health organizations in the development of
information networks. The project in the state of Washington faced numerous
challenges in its attempt to link local health jurisdictions (LHJs) and coun-
ties to state networks. Through involvement of the LHJs and the counties in
system design, through conferring ownership of the developed systems on
the LHJs, through recognizing political realities and addressing them, and
through the exercise of INPHO project team ingenuity, the INPHO project
team succeeded beyond reasonable expectations in securing LHJ and county
buy-in and enthusiastic support for the project—this despite a long history of
LHJ mistrust of state agencies. The lessons learned by the INPHO project
team during this venture included the need to (1) stay focused on a project’s
vision and avoid the distractions of other issues; (2) use proven, but not old,
technology; (3) use national standards, but avoid entanglements about minor
issues; (3) avoid preconceptions and stereotyping regarding the capabilities
and needs of LBJs and counties; (4) recognize political realities; and (5)
build systems to last. With regard to the practice of informatics, the INPHO
project taught the lesson that fancy technology may be attractive to system
developers, but the true value of an information system resides in the access
to relevant information it provides to users.

In Chapter 27, Richard D. Rubin discusses the long, circuitous route that
the community health information movement, itself an illustrative case study,
has taken. Rubin points out that early efforts to develop community health
information systems failed for a variety of reasons, and these reasons them-
selves constitute valuable lessons to would-be developers of community health-
oriented information systems. Among the lessons taught by the history of the
community health information movement is the need of system developers to
concentrate on needs, rather than wants; on building community health infor-
mation systems on a solid business foundation that offers benefits to partners
in proportion to the funding required; on going beyond merely offering an-
other network; on using a competitive, rather than a collaborative model, to
build systems; on clearly defining the roles of the various players in a com-
munity health information system; on narrowing a project’s scope and avoid-
ing creeping incrementalism; and on addressing privacy matters. Offering
examples of successful community health information initiatives, Rubin con-
cludes the chapter by stating that only by using partnerships of enterprises,
vendors, and community groups can community health information initia-
tives hope to succeed.
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In Chapter 28, Garland Land, Nancy Hoffman, and Rex Peterson present an
overview and an analysis of the Missouri Health Strategic Architectures and
Information Cooperative (MOHSAIC), a massive project of the Missouri Depart-
ment of Health to design and build a statewide integrated public health system
that would meet the information needs of public health practitioners at both the
state and the local level. Through solid planning and well-reasoned choices, the
MOHSAIC team succeeded in the face of daunting challenges involving fund-
ing, politics, resistance to change, staffing, and the existence of numerous exist-
ing legacy systems. The authors point out that among the keys to success and the
lessons learned during this project were the need to provide sufficient resources,
the need to address politics as an inevitable force encountered in building an
integrated system, and the need to secure top-level promotion and support for
building an integrated system. Equally important are developing and following
a strategic plan to guide the project, centralizing information systems, beginning
construction in areas where support already exists, and involving users at all
levels in system design.

Chapter 29 focuses on the National Turning Point Initiative, a major project
dedicated to improving population health through an investment in strength-
ening and transforming the public health infrastructure at the state and the
community level. The development of a Public Health Improvement Tool
Box to provide support tools for those engaged in improving the public health
infrastructure is a major focus of the chapter. The PHI Tool Box provides users
with access to information, connectivity to other users, and distance educa-
tion. The project is ongoing, and it is too early to state the lessons learned
from this initiative.

Chapter 30 focuses on the development and the promise of the Compre-
hensive Assessment for Tracking Community Health (CATCH) data ware-
house system by the University of South Florida. A state-of-the-art tool, CATCH
serves as the gold standard for community health assessment. Although its
current applications focus on Florida community health issues, CATCH as a
concept has implications for community health decision making on a na-
tional scale. The authors illustrate the utility of CATCH by demonstrating its
use in a sample case study of racial disparity in infant mortality. CATCH, too,
is a work in progress.

In Chapter 31, Ann Marie Kimball and Tiffany Harris put an international
focus on public health informatics by describing the Emerging Infections
Network (EINet), a telecommunications network in the Asia Pacific geographic
region. EINet provides a good example of the challenges inherent in develop-
ing and maintaining an international electronic network that connects na-
tions with differing views and practices regarding data sharing. The authors
point out, however, that international networks such as EINet offer untold
benefits for epidemic investigation and control of infections that cross inter-
national boundaries.

Chapter 32 provides a first-person account of a successful effort to link
private providers to an existing immunization registry in the state of Oregon.
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Dr. William A. Yasnoff  traces, from start to finish, the tasks and challenges
associated with such a public health informatics project. Among the lessons
learned during this project is the need to secure user input in the design of a
system, the need for system designers to develop a thorough understanding of
user requirements, and the importance of being willing to respond effectively
to user concerns. Also important among the lessons learned during this project
are (1) the importance of developing alternative solutions in the event that a
preferred solution proves unacceptable to users, (2) the need to avoid a bias
in favor of highly technical approaches to problems that may lend themselves
to simpler solutions, and (3) the importance of comprehensive planning in all
phases of system design, development, and implementation.

Chapter 33 provides a description of the development and the nature of
the National Health and Nutrition Examination Survey (NHANES) as an ex-
ample of the use of technology and systems to connect users in diverse loca-
tions and to collect and make available crucial data related to public health.
The authors focus on the development of NHANES IV and its Integrated
Survey Information System (IRIS). NHANES IV provides an innovative ex-
ample of achieving apparent real-time data flow while also making data avail-
able to users with diverse interests. In discussing NHANES IV, the authors
focus on several issues that have been addressed successfully, including qual-
ity assurance and control, data editing, security and confidentiality, and re-
porting results to survey participants. The state-of-the-art capabilities of
NHANES IV and IRIS offer implications for future data collection efforts.

This part of the textbook concludes with Chapter 34, a look forward at the
challenges facing the discipline and the practice of public health informatics.
The challenges include developing coherent, integrated national public health
information systems; developing closer integration between public health
and clinical care; and addressing pervasive concerns about the impact of
information technology on confidentiality and privacy. Moreover, if the con-
tribution of informatics to public health is to be maximized, organizational
leaders will need to communicate the need for public health informatics to all
public health workers, to provide training in its nature and its use, and to
provide the physical infrastructure/architecture to accommodate the practice
of public health informatics. Through such efforts, public health has the op-
portunity not only to improve the efficiency and effectiveness of public health
practice, but also to transform fundamentally some aspects of public health
practice itself.
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Learning Objectives

After studying this chapter, you should be able to:

• Define public health surveillance and discuss the purposes of surveillance.
• Using the case examples, explain the opportunities and challenges that

information technology provides to public health surveillance.
• List and describe the general policy issues that need to be considered in

establishing a new surveillance system.
• Describe the information infrastructure requirements for a surveillance

system.

Overview

In many respects, the New York State Department of Health’s Health Provider
Network (HPN) and its Health Information Network (HIN) stand as models of
integrated public health networks. This chapter begins with a discussion of
the nature and purposes of public health surveillance systems. It then pro-
vides an overview of the policy issues to be considered in establishing such
systems and the characteristics of the underlying information infrastructure
for surveillance systems. After treatment of the policy issues and architecture
solutions applied in the development of the HPN and the HIN, along with the
lessons learned in the development process, the chapter presents case studies
involving HIV surveillance and partner notification, electronic clinical labo-
ratory reporting, and West Nile virus disease surveillance. The lessons learned,
as presented in these cases, emphasize the importance of involving users and
stakeholders in system design, of keeping user needs at the forefront of con-
siderations, of providing for user training, and of providing for the security
and confidentiality of information. The cases also emphasize the need for
careful planning and for providing adequate lead-time in the development of
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systems. Finally, the cases stress the importance of an information architec-
ture that provides for interoperability, central control, and ease of use.

Introduction

Public health surveillance is the ongoing, systematic collection and analysis
of public health data, including data on rates of disease, injuries, health-
related risk factors, and environmental conditions that impact health, with
dissemination of data to policy makers, public health program managers, and
others who need to know.1 Surveillance is a key part of public health assess-
ment, one of the three core public health functions (assessment, assurance,
and policy development) stated in the Institute of Medicine’s landmark 1988
report The Future of Public Health.2 Surveillance is information for action,
the eyes and ears of public health, without which public health would be
flying blind. Public health surveillance occurs in the United States at many
levels: local county or city, state, and federal. This chapter views issues of
informatics policy for surveillance primarily from the state and local level.
The purposes of public health surveillance include monitoring disease trends,
guiding immediate public health action as well as public health prevention
programs, suggesting hypotheses for disease occurrence and prevention, and
detecting new and emerging public health problems.3 The effectiveness of
public health surveillance can be evaluated by examining factors such as the
completeness of reporting, the sensitivity and specificity of reporting, the
timeliness of reporting, and the usefulness of the data collected.4

A prominent method of infectious disease surveillance, and historically
the first to be practiced, is the mandated reporting of cases of disease from
physicians and hospitals to state or local health departments (also called
notification). Increasingly, clinical laboratories also have been used as a source
of infectious disease surveillance reports. Other surveillance methods that
may not require notification include periodic surveys (e.g., the Behavioral
Risk Factor Surveillance System) and use of data collected for other pur-
poses, such as mortality, natality, and hospital discharge data.

Public health surveillance has been practiced in some form since the mid-
1700s, beginning with requirements that health practitioners and others re-
port cases of diseases of public health interest, such as plague, cholera, and
smallpox, to local and state public health authorities in order to permit appli-
cation of such measures as quarantine to protect the public health. The US
Constitution leaves health matters to the states, and disease-reporting re-
quirements are therefore the responsibility of state and in some cases local
health departments. Today, most public health surveillance systems collect
data under some kind of legal (legislative or regulatory) mandate, usually at
the state level. Such mandates not only require the holders of data of interest
to report the data to state health departments, but also specify the confidenti-
ality protections that must be applied and the permissible uses of the data. 5
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Recently, the Centers for Disease Control and Prevention (CDC) revisited
the criteria for evaluation of surveillance systems, taking into account, in
part, the revolution in electronic information systems that took place in the
1990s.6 The resulting new evaluation criteria include examining the security
of data in electronic systems, reviewing the authority to collect data with
electronic systems, and reviewing data access policies and requirements for
storing data in archives or data warehouse. Of course, the ability to collect
identifying information about persons with disease, to eliminate duplicate
surveillance reports, and to enable linkage with other data systems are impor-
tant considerations in surveillance system design.

As previous chapters have pointed out, ensuring the confidentiality and
security of surveillance data is critical to effective public health efforts. One
major reason is that physicians and other mandated reporters must be assured
that the data they report will be held under the strictest security, that confi-
dentiality will not be breached, and that the data will be used only for autho-
rized public health purposes. After all, the cooperation of physicians and
other health professionals in achieving complete and timely disease reports
and in working with the patient to carry out public health measures such as
identification, screening, and treatment of contacts who may be at risk of
disease is critical. A breach or other unauthorized use of surveillance data can
jeopardize the cooperation of physicians and other mandated reporters and
ultimately impede public health efforts.

Information technology provides both an opportunity and a challenge to
public health surveillance efforts. On the one hand, electronic data systems
may permit public health workers to collect, distribute, share, manage, and
analyze large amounts of data easily, accurately, and promptly. It offers the
expectations of integration, “real-time” data acquisition, timely and easy
access to information, simplification of business processes, increased pro-
ductivity, and cost savings. On the other hand, the application of this tool to
surveillance systems creates many new policy issues that not only feed back
into design and technology, but also have significant organizational impli-
cations. Policy needs surrounding surveillance activities and related data
systems dictate stringent quality control, compartmentalization, and strong
protection and control over information access, perhaps even requiring built-
in time lags for dissemination of information. These requirements result in
business rules and information architecture designs that may lessen the ex-
pected benefits of information technology by increasing system cost and
complexity as well as by impacting project completion time, usability, exten-
sibility, training, and support. They also place increased burdens on public
health workers to understand the uses and limitations of applying informa-
tion technology to surveillance systems and in validating the data systems
they support.

The successful electronic surveillance infrastructure is a blend of peer-
based partnerships, organizational support, training, and information tech-
nology. A clear understanding of the policy issues and their implications, and
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of the required interactions with information technology, is a prerequisite to
tuning an organization’s expectations and commitment to establishing an
infrastructure that is robust enough to support its policies.

Overview of Policy Issues to Be Considered
in Establishing New Surveillance Systems

There are a number of policy issues that must be considered in establishing
new public health surveillance systems. Several of these issues relate to the
use of electronic data systems in surveillance system design.

The most important policy decision, often made by state legislatures or
commissioners of health, is determining when and for which diseases to un-
dertake required surveillance. Some of the considerations associated with
this decision include determining whether the disease is of public health
importance in terms of morbidity, mortality, incidence, and prevalence, and/
or whether surveillance is associated with a new or an emerging disease. Also
important to consider is whether there is a clear public health purpose for
conducting surveillance: For example, is there a public health intervention
that can be applied or is there a need to monitor a newly emerging disease
whose full public health impact is not known?

If a disease is deemed to be of public health importance and there is a
public health purpose for conducting surveillance, the next policy issue is
determining what overall surveillance methods should be employed. How
should surveillance be conducted? The more general considerations in exam-
ining this issue include deciding whether medical provider reporting of indi-
vidual cases of disease is necessary to meet the public health purposes of
surveillance, or whether other, less invasive surveillance methods, such as
employing periodic surveys or utilizing existing data being collected for
other purposes—for example, administrative and billing data—may be suffi-
cient. Are there legal mandates to be considered in determining who may
have access to surveillance data or for what purposes it can be used? Such
policy decisions are also usually made at the legislative or regulatory level.

Once the broader surveillance issues are addressed and the system’s param-
eters are established, more specific issues in determining what surveillance
methods to employ to match the purposes of the system must be addressed.
These issues include:

• What information is required and from whom is it going to be collected?
• Do the holders and sources of the data have the information in a readily

reportable form—for example, in either electronic or paper records?
• What degree of sensitivity, specificity, duplication, and timeliness are

required to achieve the purposes of reporting?
• What protections must be built into surveillance system design to insure

the security of the data and the confidentiality of persons reported to the
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surveillance system. For what purposes may the data be used, and how is
access to the data to be controlled? Reporting of individual cases of disease
necessitates consideration of the confidentiality and data security
requirements for collecting, analyzing, releasing, and storing such data.

Policy decisions of this nature are often made at the public health program
level. The answers to these questions will determine the details of the surveil-
lance system design.

Given the nature of the overall surveillance policy decisions we have dis-
cussed, system designers must address a series of logistical, organizational,
and programmatic issues in order to move forward with the final design and
implementation of the system. Ideally, an implementation team that includes
representatives of different core public health disciplines—including epide-
miologists, program managers, information system specialists, health depart-
ment administrators, and legal counsels—addresses these issues and makes
decisions. Each of these disciplines brings critical skills to the table, skills
that are necessary for the successful implementation of a new surveillance
system. Decisions that need to be made in system design and implementation
include defining data standards for each class of reporting provider (physi-
cian, hospital, laboratory). Such standards should acknowledge existing
healthcare industry and CDC data standards as well as HIPAA requirements.
Standards should also reflect the need to integrate data from a number of
different data sources and existing data systems.

A critical step in surveillance system design is defining the data system
security requirements and information access and usage rules required to
protect confidentiality. For example, for each public health worker, what is
the level of detail and timing of access to information/data essential to the
performance of that person’s job, based on a legitimate need and right to
know? How are these access rules to be accommodated in the system design?
How are information security, confidentiality, and integrity protected during
any transmission of data and during storage on host servers? Will the system
use open architecture and open development environments or proprietary
systems? Will databases be distributed or centralized?

In designing the hardware and software components of the system, it is
also important to consider the anticipated useful life of the proposed system
technology. Will the system be used for only a limited period of time? Will it
be superceded by newer technology, or is the system expected to be installed
and operated indefinitely—i.e., more than five years? Are there anticipated
changes in the information infrastructure in the near future and, if so, how
will those changes affect system planning and implementation?

Infrastructure support policies are also a key consideration in the design
and implementation of new information systems to support public health
surveillance. The organizational structure for the management, development,
and operation of the system needs to be designed carefully. In larger health
departments with offices for both information systems management and dis-
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ease surveillance and control programs, the degree of shared responsibility
for system development and management needs to be clarified early in the
process. In addition, funding for system development and subsequent routine
system management is a key issue to be addressed by the health department
administrative team members. Further, technical support and training need to
be considered from the beginning of program development. In particular,
systems intended for use by public health field staff need to have particularly
strong training and ongoing technical help-desk components.

Underlying Information Infrastructure
for Surveillance Systems

Background
The New York State Department of Health (NYSDOH) has evolved an enterprise-
wide architecture for secure electronic health (e-health) commerce. It was de-
signed as the strategic infrastructure to support all the agency’s information
interchange with external agencies, including disease surveillance. Given this
scope, it was critical that the architecture be sufficiently robust to address the
core policy issues of all the data systems that would use the infrastructure.

The infrastructure has two functional segments and meets many of the key
functional characteristics of the architectural components of the National
Electronic Disease Surveillance System (NEDSS) of the CDC. Each segment
is targeted at the specific needs of the information and data transactions
between the NYSDOH and external partners. One of the two segments, the
Health Provider Network (HPN), is targeted at providing information inter-
change with tens of thousands of health providers and professionals at regu-
lated facilities, including hospitals and clinical laboratories. The HPN supports
a wide range of applications, including disease surveillance and clinical lab
reporting. Table 25.1 provides an overview of the HPN.

The second segment, the Health Information Network (HIN), is targeted spe-
cifically at data and information interchange between state staff and thousands of
public health staff at local health departments. All 57 county health departments
and the New York City Department of Health are connected to the HIN. The HIN
also supports a wide variety of applications for local health, including electronic
disease reporting and West Nile virus surveillance. Table 25.2 provides examples
of state and local health information systems on the HIN.

Policy Issues and Architecture Solutions
Communications Access

Communications access had to be ubiquitous, easily accessible, noninvasive,
and inexpensive. The cost of deployment and maintenance of a closed, stand-
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alone network presence at and within each facility at this scale was prohibi-
tive. It was also known from past experience that local health departments or
local health facilities would not support such stand-alone networks. The in-

TABLE 25.1. Examples of organizations and information exchanged with NYSDOH on
the Health Provider Network

Participating Organization(s)
Electronic Data System or Function Description

NY State Hospitals (250
facilities)

Inpatient hospital stays Abstracts of medical records
and bills

Tracking system for report-
able patient incidents

Patient incident reporting NY State Hospitals (250
facilities)

Cancer case reportsCancer registry reporting NY State Hospitals (250
facilities)

Facility utilization data for
planning and management

Hospital occupancy and
quarterly report

NY State Hospitals (250
facilities)

Cost reports, budget surveys,
rate reports, patient reviews

Birth records NY State Hospitals (210
facilities)

Electronic birth certificates

Health Systems Manage-
ment

NY state hospitals (250
facilities), nursing homes
(800 facilities), home
health care (300 facilities)

Positive test results for can-
cer, HIV, STD, TB, commu-
nicable diseases

Blood lead surveillance Clinical labs (60) Electronic reporting for blood
serum lead levels

Electronic lab reporting Clinical labs (200)

All prescriptions issued for
class 3 substances

Electronic laboratory ap-
proval program

Environmental labs (900
facilities)

Electronic certification

Electronic reporting of
triplicate prescriptions

Pharmacies (100)

Managed care Managed care organiza-
tions (100)

Provider network and ancil-
lary care reporting

West Nile virus surveil-
lance

External  organizations
involved in surveillance:
NYS Wild Life Pathol-
ogy Unit, NYS Dept of
Agriculture and Markets,
commercial contractors

Access to bird,  mammal,
mosquito surveillance report-
ing systems
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Dynamic data queries
Statistical reports: cross-tabulations, charts, graphs rates for

Communicable diseases, sexually transmitted diseases (STDs), tuberculosis (TB)
Inpatient hospital stays and diagnoses
Death records
Birth records
Injuries

Patient level registry data line listings, cross-tabulations for
Communicable diseases, STDs, TB

Automated posting and distribution of electronic health alerts for
Epidemiological outbreak/problem alert
Public health alerts

Electronic disease case reporting
County-based electronic reporting for communicable diseases, TB, and STDs
Electronic distribution of physician reports of HIV/AIDS cases

Clinical laboratory  data
Blood lead surveillance—electronic distribution of blood lead laboratory reports to

local county health departments
Disease reports—electronic distribution of lab records for positive test results to

local health departments for communicable diseases, HIV, STDs, and TB

Vital records
Birth data—electronic distribution of birth record data to local health departments

West Nile surveillance system
Human case surveillance
Dead bird surveillance
Sentinel bird surveillance
Mosquito surveillance
Electronic access to lab results for all surveillance systems

General utilities
Secure file transfer—ad hoc person-to-person file exchange over encrypted Secure

Socket Layer
Secure discussion—secure, access controlled, discussion groups operating over en-

crypted Secure Socket Layer

Examples of health program–related information
Directory information systems
Community health profiles
Chronic disease
Immunization registry
AIDS
Environmental health
Family and local health

TABLE 25.2. Examples of state and local health information systems on the Health
Information Network
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frastructure would therefore have to use public networks and interoperate
with the existing local network infrastructure at county health departments
and health facilities; it would logically function as an outbound connection
from the local network. Given the success of the Internet, Transmission Con-
trol Protocol/Internet Protocol (TCP/IP) was chosen as the communications
protocol, and the Internet would serve as the communications path to the e-
health commerce system. For local health departments without Internet ac-
cess, NYSDOH established an intranet connections network to provide these
departments with outbound access to the Internet and access to the e-com-
merce Web system.

Vehicle for Application and Information Delivery

The vehicle chosen for delivery of applications, information, and data had to
be easy to use, had to provide a common look and feel, and had to be plat-
form-independent and readily available as a commercially supported prod-
uct. Local health departments and health facilities vary widely in technical
capacity, sophistication, and support. The workstation client software had to
operate across these diverse environments and to be based on technology that
the user is likely to be familiar with already or else can easily obtain training
from local commercial providers. Given the rapid growth and success of the
Internet and the World Wide Web, the thin client (i.e., an application de-
signed to be small so that the bulk of data processing occurs on the server),
Web browser model was chosen as the vehicle for delivery of HIN/HPN appli-
cations.

The model for application development and deployment also had to facili-
tate rapid development and large-scale deployment, maintenance, and sup-
port. Distribution and maintenance of customized software and local databases
are prohibitive at this scale of endeavor. Customized software is also typi-
cally single-purpose, placing large support and training burdens on both
central and local users. The Web browser/server model provided centralized
development, deployment, and support for applications and static documents
viewed through thin clients. The common look and feel of the browser model
minimizes training efforts. It also facilitates rapid deployment of prototypes,
new applications, changes and updates, and training materials from a central
location.

Responsibility for Data and Quality Control

Statutory responsibility of the state for data requires centralized control over
data, data quality, and application distribution. In the three-tier Web model
employed in New York’s e-commerce system, Web browser/client users inter-
act via Web and application servers to exchange data from a central database.
The central database insures state control over responsibility for confidenti-
ality and security of the data as well as for backup and archiving. It also
insures a standard, integrated data source and representation across all users.
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Centrally managed business rules in the middle tier and client edits in the
Web server/client insure centralized control over data quality and assurance.
Central management of application development also guarantees uniform
change control processes for application deployment as they are moved from
development, to evaluation, to production systems.

Responsibilities for Security and Confidentiality of Information

NYSDOH is responsible for supporting the e-health commerce infrastructure.
NYSDOH House Counsel and Security Units determined that through its statu-
tory authority under public health law, NYSDOH was responsible for security
and confidentiality of data, information, and resources on the e-commerce
infrastructure. Thus, in order for an organization to use the infrastructure, the
organization had to agree to the Agency’s security and use policies. Two
types of memoranda of understanding (MOU) were developed; county health
department officials must complete both memoranda types to gain HIN ac-
cess. The first of the memoranda of understanding is the Organizational Secu-
rity MOU, which must be completed and signed by the commissioner or public
health director of each county health department desiring its staff to have
access to the HIN/HPN network. A second MOU, known as the Security and
Usage Agreement, must be completed and signed by every prospective HIN
user among county NYSDOH staff before the user is granted access to HIN
resources. These MOUs define responsibilities for appropriate use of resources
and confidentiality of information. The language in the MOUs was devel-
oped in collaboration with NYSDOH House Counsel, Security Unit and county
health departments through the New York State Association of County Health
Officials (NYSACHO). The MOUs were officially endorsed by NYSACHO,
and the NYSDOH Commissioner of Health subsequently promulgated them
as public health policy. Similar MOUs are required of health facilities and
providers using the HPN.

The NYSDOH policies regarding responsibility for protection of confiden-
tiality required protection of information in transit. Given the diversity and
openness of networks and organizations connecting to the e-commerce sys-
tem, it was critical to encrypt the information in transit by use of a strong
encryption mechanism; at the same time, there was a need for ease of use and
minimization of the cost and support issues associated with licensing and
distributing encryption software. Once again, standardization on the Web
browser/server model provided the solution.

US versions of Web browsers support strong encryption, using a technol-
ogy known as Secure Socket Layer. To insure that the privacy of the informa-
tion exchanged between Web client and server is protected, the Web server is
configured to accept only HTTPS connections (the Secure Socket Layer en-
crypted protocol). This configuration functions to establish an encrypted
pathway from the Web client browser software through to the server as the
first step of establishing the connection to it. The encryption session is estab-
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lished transparently to the user, protecting data as the data traverse the net-
work and obviating the need for the user to deal with separate encryption
software and the need for the State to deploy, support, and train county users
in using encryption software and the associated encryption keys.

To protect the information on the central servers from being compromised,
the servers are isolated from the Internet by means of both router filters and a
firewall (see Chapter 10 for a discussion of firewalls as security devices).
Both the filters and the firewall are configured to assure that the HTTPS
connection is the only permitted pathway and that users have only indirect
access to the Web server. The HIN/HPN Web servers are separated from the
database server by additional filters and firewalls to further guarantee that
there are no direct connections to the database from the Web servers. Thus,
HIN/HPN users do not have direct access to the central database. Rather,
applications have access, and users have roles and access that the application
may use on their behalf to provide them with the necessary functionality,
such as reading, writing, or updating data through a Web form.

Control of Authentication and Access to Data and Applications

The scale of New York’s e-health commerce system and the need to maintain
central control over access to it requires a centrally administered system for
authentication of users. This system enables users to authenticate themselves
to the e-health commerce server with a single sign-on, using a strong ID/
password system. The execution of organizational and individual security
MOUs is a prerequisite for receiving an ID and a password from the central
HIN/HPN accounts unit. All user validation and transfer of ID/password pairs
occur via out-of-band mechanisms. For HIN access, the accounting unit calls
the user and establishes the user’s identity (known as authentication), using
New York State Department of Motor Vehicles driver license information. The
accounting unit then assigns an ID and a password to each user. The account-
ing unit calls the user and orally exchanges a series of pass phrases and pin
numbers as a means of establishing HPN user identities. On the first log-in,
users are immediately challenged for this ID and Password upon connection
to the proxy. Whereas the user’s ID is permanent (so long as the user is affili-
ated with the state or a county health department), the original password
assigned to a user is valid for only the initial log-in, at which time it immedi-
ately expires and the user is forced to select a new password that only he/she
would know. The system requires frequent changing of passwords, and pass-
word rules insure that users do not select passwords that are too “weak” (i.e.,
that are similar to a previous password or easy to guess). The proxy queries a
central authentication server to check the validity of the ID and password
pair; the system also provides for automatic account “locking” if an exces-
sive number of failed attempts occurs. Thus, the authentication system pro-
vides for a means of preventing a user’s ID and password from being determined
by use of exhaustive attacks. Once authenticated, the user may access the HIN
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or the HPN Web server. However, the responsible NYSDOH program area still
must separately grant specific access to information and data associated with
functions such as electronic disease surveillance.

As the HIN/HPN infrastructure is an enterprise-wide initiative, the policies
regarding control of access to data and information vary greatly according to
health program areas and the nature of information exchanged between local
health and state health program areas. The policies range from very narrowly
defined access for highly confidential information, such as case reports for
notifiable diseases, to broadly defined access for county information bulle-
tins or statistical data queries. Implementing such a high level of access speci-
ficity required that the security system be designed to be user-specific; thus,
a single ID and password pair authenticates access to precisely defined access
roles and permissions with regard to data and information for all an indi-
vidual county (or external HPN) user’s information needs. Given the diversity
of data access policies and roles, it is not feasible for a central authority
within the NYSDOH to administer access. Thus, specific user roles and access
permissions with regard to highly confidential areas of information are deter-
mined and administered separately by the specific NYSDOH program area
governing those data. After all, the program areas are best able to know who
should access their data and what the correct roles and access rights to be
assigned to the user should be. Users may request access to secure applica-
tions and information via electronic forms supplied with each information
system on the HIN. The requests are sent directly to the appropriate program
area, which will follow its program-specific protocol for granting roles and
access to its data. The permissions and roles for each user are stored in a
central communications directory, along with contact information for the
user. The users may update their own individual contact information, such as
phone, e-mail, and fax numbers. Additionally, the HIN/HPN accounts control
unit periodically generates automated letters to and from the central commu-
nications directory, asking the signatory on each organizational MOU to
verify the organization’s list of HIN/HPN users and to attest to those users’
continued rights to access the system.

Involving Stakeholders, Training, and Help

The e-health commerce system and its related surveillance systems are depen-
dent for completeness of reporting and for data quality on the active and
enthusiastic participation of the local users who are the primary source of
data entered into the system. It is key, therefore, that these users receive value
from use of the systems and that they have the skill and capacity level to use
it. As part of an effort to insure local input into the e-health commerce archi-
tecture and its applications, system designers established a joint state and
local health automation committee under the auspices of NYSACHO. This
committee was charged with approving proposals for applications, such as
electronic disease surveillance. Through this approval process, the system
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meets local needs regarding data entry screens, reports, data access, data shar-
ing, and compatibility with existing local systems.

The HIN also has a dedicated field-training unit, with training staff travel-
ing to local health departments and to NYSDOH district, area, and regional
offices (and to external agencies using the HPN). The function of this training
staff is to build local capacity in the use of the HIN/HPN Web and the Internet.
The training staff also assesses local technical and information needs and
installs several PC workstations at each local health department. These staff
members are available by phone, by secure discussion forum, and by e-mail to
provide immediate user support. The HIN Web server system also provides an
electronic version of the training course.

Lessons Learned
The responsiveness and utility of the architecture was demonstrated during a
recent outbreak of West Nile virus (WNV) in the state in August 1999. During this
outbreak, the architecture provided a reliable and timely source of information
for both state and local health department staff.7 The reliability of the architec-
ture is also illustrated by the fact that New York was able to use it as the core of its
response plan for dealing with the reemergence  of WNV in 2000.8 Moreover, the
skill level in the use of the HIN/HPN (among an audience largely lacking com-
puter skills) and the familiarity of users with HIN/HPN resources have increased
dramatically in the last two years. Among users, anxiety about the use of such
new systems has given way to a demand for replacement or integration of older,
less functional information systems currently in use. Through their participation
in design and implementation, local health agencies have developed a sense of
co-ownership of the HIN/HPN. In turn, this sense of co-ownership has fully solidi-
fied support and recognition of the HIN/HPN as the health information infrastruc-
ture in New York State.

The evolutionary development process required significant initial invest-
ment in time and effort. However, the enterprise-wide approach to the Web-
based authentication/access control system and the secure three-tiered,
Web-based development model allows the agency to leverage existing infra-
structure and to respond quickly to policy or surveillance needs. For ex-
ample, during the WNV outbreak, public health authorities found that there
was a great need for the ability for ad hoc file exchange and for professional
dialogue relating to individual patient cases of suspected WNV. Plain text e-
mail, however, is not private and was therefore not suitable for this purpose.
NYSDOH was able to develop and deploy Web-based utilities for person-to-
person secure file transfer and for holding secure group discussion forums
within a matter of months, using its existing authentication and access con-
trol system.

The Web model facilitates responsiveness to user input. Test versions can be
put out on the e-commerce Web, comments can be solicited, and agreed-upon
changes can be implemented instantaneously over the entire user community.
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The NYSDOH e-health commerce infrastructure has evolved over the past
six years. This evolution attempts to insure an architecture that is robust
enough to reflect agency data and information policy. This is a process of
continual change that refines the architecture both to fit existing policy and
to adapt to changes in policy. Although information policies and statutory
authority/responsibility drive a significant portion of the design of the tech-
nical architecture, the success of the NYSDOH e-health commerce initiative
to date has been based on organizational commitment—commitment to sup-
porting this evolutionary process, to consensus building, to involving stake-
holders as partners, and to insuring that programmatic needs regarding data
access are met.

Case Studies of Surveillance Systems
and Their Key Policy Issues

HIV Surveillance and Partner Notification Case
Study: Data Security and Confidentiality
Information systems to conduct HIV surveillance, with or without linkage to
partner notification activities, should represent the paradigm of data security
and confidentiality because of the very sensitive nature of HIV information.

From 1998 through 2000, the NYSDOH developed an HIV surveillance
and partner notification system in response to a legislative mandate that re-
quired the department to combine the highest degree of data security and
confidentiality with a new program that involved partner notification staff in
13 county health departments and NYSDOH staff covering the rest of the
state. These staff members had not been involved in such activities before.
The lessons learned during the development and implement of the HIV sur-
veillance and partner notification system relate to development of highly
secure, yet functional, systems.

Background

Acquired immunodeficiency syndrome (AIDS) was recognized as a new dis-
ease in the early 1980s. AIDS is a clinical syndrome or a combination of signs
and symptoms, the hallmark of which is opportunistic infections and certain
cancers that result from immune system dysfunction. Human immunodefi-
ciency virus (HIV) was identified as the cause of AIDS in the mid-1980s; at
that time, blood tests to detect antibodies to HIV and HIV antigens were
developed. HIV is spread by sexual contact, by blood-to-blood contact as in
sharing of contaminated injection equipment among injection drug users,
and by perinatal contact from mother to child. AIDS represents the end-stage
of HIV infection. AIDS was first recognized in populations of gay men; how-
ever, it also heavily impacts injection drug users and minority populations in
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many areas of the country. All of these affected populations have suffered
stigma and discrimination even before HIV came on the scene. Increasingly,
too, heterosexual contact is a major route of HIV transmission.

AIDS has run a devastating course in the United States, with over 728,694
cases reported cumulatively and 426,619 deaths as of June 2000.9 Approxi-
mately one million persons are estimated by CDC to be living with HIV,
although only two thirds of these HIV-infected individuals are aware of their
status. Since 1996, combination antiretroviral therapy (ARV) has been avail-
able to reduce the level of HIV virus to undetectable levels in many infected
persons. However, ARV is not a cure for HIV, and many patients either cannot
tolerate it or else the virus becomes resistant to therapy.

New York State, and particularly New York City, is one of the epicenters of
the HIV/AIDS epidemic in the United States. In the initial years of the HIV/
AIDS epidemic, New York State, along with all other US states and territories,
conducted public health surveillance for AIDS by requiring physicians to
report persons diagnosed with AIDS to the state health department. Because
of the very sensitive nature of the disease reports and the stigma associated
with AIDS and with the practices (gay lifestyle, injection drug use) that place
persons at risk for HIV transmission, the decision was made in the mid-1980s
in New York to have surveillance reports come only to the state health depart-
ment and the New York City health department. The purposes of the original
AIDS surveillance system were (1) to monitor the course and spread of the
epidemic, (2) to identify the routes of transmission, and (3) to provide data to
direct prevention and healthcare programs. For example, the Ryan White
Care Act, the large federal program that offers funding for states and localities
to provide health and supportive services for persons with HIV and AIDS,
bases its funding formula on the number of living AIDS cases in each jurisdic-
tion. Local county health departments, which have a primary role in the sur-
veillance of other communicable diseases, including STDs, because of the
need to notify and treat sexual partners of cases, were not involved in this
original AIDS surveillance system.

Until the mid-1990s, AIDS surveillance was conducted primarily through
a paper-based system of physician and hospital-based reporting, because AIDS
frequently resulted in hospitalization. As a means of protecting the confiden-
tiality of AIDS-related information, health department surveillance staff ac-
tively visited major hospitals to collect surveillance data directly.

In 1993, in recognition of the broadening clinical spectrum of AIDS and HIV,
the national surveillance case definition for AIDS was expanded by CDC and the
Council of State and Territorial Epidemiologists (CSTE) to include all persons
with HIV infection who had levels of key immune system cells (CD4 cells) less
than 200 per mm3. This expanded definition provided a distinct laboratory marker
for AIDS. In New York, clinical laboratories became an important source of AIDS
surveillance data because (1) the laboratory test results of CD4 <200 provided
definitive evidence of AIDS (in persons with HIV); (2) there are relatively few
laboratories to monitor compared to the numbers of physicians and hospitals;
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and (3) most clinical laboratories already had computerized health information
systems, thus easing the transfer and management of large quantities of data. New
York had the additional advantage of having strict regulatory oversight of clini-
cal laboratories, even those outside its borders, thus enabling enforcement of
reporting requirements.

Beginning in May 1994, New York established an electronic reporting
system for two dozen laboratories that accounted for the majority of CD4
testing on New York residents. The state health department provided a per-
sonal computer software package with prescribed, standardized data elements,
and a mechanism for encrypted, dial-up electronic transfer of data to the state
health department. Because laboratory reporting could be both complete and
timely within a short period of time, more than 90% of new AIDS cases re-
ported in New York were reported through the laboratory-based system. The
patient information provided by laboratories was highly accurate and com-
plete, in large part because of the health department’s requirements that labo-
ratories directly bill patients for laboratory tests performed on them. New
York is one of the few states with this requirement.

The advent of combination antiretroviral therapy in late 1995 profoundly
changed the landscape of AIDS prevention and treatment in the United States
and led to the recognition of new purposes and needs for public health sur-
veillance for HIV infection itself. First, because ARV halted progression of
immunosuppression (i.e., a decline in CD4 counts) in many persons with HIV,
fewer persons with HIV progressed to AIDS. This development meant that
AIDS surveillance began to be more incomplete, to present a more and more
distant picture of trends in HIV transmission and risk factors, and therefore to
provide a more and more incomplete picture of the HIV epidemic. Second,
because the availability of effective therapy provided a strong rationale for
persons to learn their HIV status in order to be treated, public health measures
to encourage voluntary HIV testing became more important, including the
practice, long used in the area of control of sexually transmitted diseases, of
informing sexual and needle-sharing partners of persons with HIV of their
possible exposure to HIV (partner notification). Surveillance data for HIV, as
opposed to AIDS, could help to target these prevention efforts and to better
measure the effectiveness of these prevention programs by providing a means
of viewing the immediate impact on the number of reports of new HIV cases.

In 1998, the New York State legislature passed legislation requiring physi-
cians and laboratories to report persons with HIV infection and HIV-related
illness, in addition to AIDS, and to report the names of known partners or
those the infected person wished to have notified through county health
departments. In 1999, CDC formally recommended that all states begin to
conduct HIV reporting.

Policy Issues and Architecture Solutions

A number of important program parameters were established in the HIV legis-
lation. First, identifying information about persons with HIV was to be re-
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ported. Second, physicians and laboratories were both required to report.
Third, county health departments had a role in conducting partner notifica-
tion. Finally, stringent confidentiality requirements were placed on the data
and the uses of the data. Penalties of up to $5,000 per violation plus a one-
year prison sentence applied to breaches of confidentiality of the reported
data. The State Health Commissioner, through regulation, placed additional
requirements on the system as a way to improve the confidentiality of the
data, including deleting the names of partners from the system when partner
notification was completed. An additional concern of NYSDOH staff was that
persons at risk for HIV might be reluctant to seek HIV testing and care if they
felt that their data might not be secure. Similarly, physicians might be reluc-
tant to cooperate with reporting if they felt the data might not be secure.

Therefore, the key surveillance policy issue in implementing the new pro-
gram was the need to design a highly secure data system to insure confidenti-
ality of the data while creating a functional system involving statewide public
health staff who had not previously had access to HIV/AIDS surveillance
information. Given the policy directives in the public health law and regula-
tions, planners for program implementation immediately turned to electronic
information system solutions for a number of reasons. First, the state had had
a successful experience with reporting of low CD4 laboratory test results for
AIDS surveillance. Second, a very large number of reports were expected; it
was estimated that 140,000–180,000 persons were living with HIV in New
York, with 10,000–12,000 new cases of HIV infection each year, though not
all these persons would be diagnosed or receiving care. Third, those who were
receiving regular health care might generate multiple reportable HIV test
results each year. Any surveillance system would have to manage potentially
tens or hundreds of thousands of reports easily each year. A final reason to
consider electronic systems was the availability of highly secure hardware
and software solutions.

The Department of Health designed the most secure electronic system pos-
sible by using the best technology available for each of the three major com-
ponents of the program: laboratory reporting, physician reporting, and
surveillance and partner notification follow-up by field staff.

The Electronic Laboratory Reporting System

The laboratory reporting system was built on the model used for AIDS sur-
veillance. The first release of this system was a single purpose, telephone
dial-up, electronic system that laboratories implemented solely for the pur-
pose of reporting low CD4 reports. This system did not fit the current model
of a multiple-use system built on existing infrastructure supported by the
department. The system was therefore replaced with a more robust, multiple-
purpose system, built on the Department’s Health Information Network (HIN),
that could handle the expanded laboratory reporting requirements in terms of
number of different tests, number of reporting laboratories, and volume of test
results. Members of the Electronic Clinical Laboratory Reporting System
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(see WNV case study, below) design team were involved in developing the
new laboratory reporting system.

To insure the highest level of data security and confidentiality, system
developers employed the following design parameters:

• Access controls were built so that authorized individuals have access only
to information they need to perform their jobs.

• Information is encrypted, using a high-level encryption algorithm, during
transmission from the laboratory to NYSDOH.

• At NYSDOH, the data management system conformed to the department’s
standards for safeguarding HIV/AIDS information.

• Laboratories could not access their data once those data were submitted to
NYSDOH.

• Laboratories are required to have written confidentiality, security, and staff
training policies for handling of HIV/AIDS information.

Physician Reporting

A paper-based reporting form was used to begin the physician reporting pro-
cess, in as much as it was believed that most physicians who would be report-
ing HIV cases did not have office access to the equipment needed to report
electronically. This form was produced in bulk and made available to physi-
cians, hospitals, and clinics around the state. The form was designed so that
the information written on the first page of the form wrote through to the
second page. The second page contained only a basic layout of the first,
without text or any other indication that the form contained HIV-related in-
formation. Risk information and other sensitive data were collected by use of
check boxes, which again had no explanatory information on the second
page. Physicians complete the form for cases that are to be reported and mail
only the second page, devoid of any mention of HIV, to a post office box at
NYSDOH. The address to be used provides no indication that the envelope
might contain HIV information.

Training curricula and training videotapes for physicians were produced.
This material discusses the use of the reporting form and stresses the need to
keep information confidential at all stages, including in the medical record of
the patient. Brochures and pamphlets explaining the confidentiality restric-
tions that applied to the data were also produced for physicians, test counse-
lors, and patients.

Surveillance and Partner Notification Follow-up by Field Staff

Designing the secure data management system to enable state and county
field staff to access the data to carry out their surveillance and partner notifi-
cation follow-up activities was the most challenging part of program devel-
opment. The system was built on the foundation of the state’s already highly
secure HIN system, but with additional security measures employed. Addi-
tional system requirements to maximize security included



25. Policy Issues in Developing Information Systems 555

• The ability to control access to information by only specified personnel
with a need to know to carry out their jobs.

• The ability for supervisors to distribute case assignments to field staff and
to monitor the status of assigned cases.

• The ability of field staff to access data and to input data on the outcome of
surveillance and partner notification activities.

• A secure local computing environment with dedicated-use computers and
printers in secure areas within local offices.

• Use of a simple user interface that does not require the users to install/
maintain applications software on remote computers.

• A prohibition on downloading of data at the local sites, accompanied by a
restriction of access to such data only over the network.

• Use of a security token in addition to HIN password access controls.
• Recording of all transactions at the level of individual keystrokes to permit

security audits.

In addition to these technical specifications, the program incorporated a
rigorous series of training courses for staff in the use of the system and in the
importance of the protection of the data. All staff members take a yearly
confidentiality course and sign personal security and confidentiality state-
ments attesting to their knowledge of the legal and programmatic require-
ments and the penalties for non-compliance. The staff-training component is
as important as any other system design features in insuring the highest level
of security and confidentiality for the system.

Lessons Learned

A number of lessons were learned in this process:

• First, systems with high security requirements and complex business rules
require a long lead-time for system planning and development, and this lead-
time should be anticipated. The information system described here took over
two years to design and fully implement. A fully thought-through design is
critical to the success of this type of system. This fact became obvious once
the initial system was developed and design changes were being proposed.
There was a significant challenge for the design team, as the legal protocols
for implementation were being developed at the same time the system design
was ongoing. Changes in the legal protocol required design changes in the
system. If protocol changes occurred once the programming had begun, the
resulting design changes ended up in additional project delays. As most public
health professionals are very busy, finding the time to spend on the design
can, in and of itself, be a challenge. Input from management was critical to
setting priorities for the design team.

• The time required to write down on paper how the workflow process was
to operate was formidable, not just at the high level of design, but at the
level at which all of the exceptions to the rules must be completely
documented or else they could not be included in the system design. The
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system design was a major task, as representatives of two previously
independent health programs were required to sit down at the table and
design a single system that would meet the needs of both programs.
Moreover, this system was to replace what were essentially manual
processes for which the rules and exceptions were known but not well
documented. The ripple effect of this process on the design had a significant
impact on time required to work through the two process methods and how
they were to be merged. Many of the modifications required redesign and
modification of the forms currently being used. Additional security features
were required to meet the mandates of the new system. These were designed,
developed for this application, and built on top of the stringent security
already incorporated in the HIN. The security enhancements had to be
designed from the ground up, including evaluation of possible design
problems and recognizing conflicts with existing security and working
through them. It was not always possible to anticipate the problems that
occurred or the time required to debug and fix problems.

• The design team found that the longer a development project’s duration,
the greater the risk of the loss of key participants to projects with competing
priorities or to the private sector. The epidemiologists, information system
designers, field staff, and legal staff all played critical roles in the system
development process. Anticipating the loss of key participants was difficult
to include in the planning, and loss of key staff had a significant impact on
the project timeframe.

• Finally, perseverance is important. It can produce a system that successfully
achieves the dual goals of security and functionality.

Electronic Clinical Laboratory Reporting System Case
Study: Policy Issues in Organizational Roles, the
Development Process, and Industry Standards
Background

One of the most effective tools available to public health staff for responding
to communicable disease (CD) outbreaks is rapid access to information. To
help insure effective control and intervention, information needs to be moved
rapidly and accurately between providers, clinical laboratories, and local,
state, and in some cases, federal public health officials. In New York State,
there are some 60 reportable CDs, with 16 requiring immediate (within hours)
notification of local public health staff when a diagnosis is made. There are
currently two general processes by which CDs are reported to public health
staff. One process involves clinical laboratories’ (both commercial and hospi-
tal) reporting positive tests that are indicative of CD. The other involves
providers or physicians who report suspect or confirmed cases. Currently,
there are numerous modes of communication by which reports from providers
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and laboratories are transmitted to public health staff. The modes can take the
form of telephone calls, fax transmissions, US mail, and, in limited cases,
some form of electronic reporting. NYSDOH has elected to employ electronic
technology as a strategic direction in reducing the delivery time of CD test
results from clinical laboratories to public health staff.

Local public health staff members rely on provider and laboratory reports
to identify possible outbreaks, determine what interventions are necessary,
and follow the reports to assist in determining when the outbreak is con-
tained. Providers and public health staff utilize laboratory reports to confirm
a suspect case or actual cases of a CD. In both scenarios, rapid delivery of
reports is critical to developing accurate/effective prevention intervention
strategies, to minimizing costs, and to allocating resources through accurate,
effective, and efficient utilization of staff.

The existing paper- and phone-based CD reporting system has been associ-
ated with recurring problems. For example, delays and late diagnosis have slowed
and hampered the public health response to CD outbreaks. As a result, there have
been continuing discussions in the NYSDOH and with the local public health
department staff about the need for automating the CD reporting. Although it
makes sense that public health should be able to utilize information technology
to assist in the high-speed communications between all of the partners in public
health prevention-intervention activities, understanding the details that need to
be considered in a project of this scope is critical to its success.

There are a number of key issues involving the existing system of report-
ing for clinical laboratories. The first issue is the process of reporting between
laboratories and local health departments (LHDs). In New York State (NYS),
the laboratories currently report directly to the county public health staff.
This reporting system places a burden on the 500-plus laboratories doing
testing for NYS physicians to keep updated contact lists for each of the 57
counties plus New York City (NYC). The second issue is the method of report-
ing. Laboratories currently report by a variety of modes, with each laboratory
having its own format. This variety of reporting modes places an additional
burden on LHD staff; in many cases, there is a need to decipher the reports and
the different coding formats used by laboratories. For some laboratories, re-
porting includes the use of laboratory-specific codes for the test performed, a
coded identifier for the doctor submitting the request, and codes for very
limited patient information. The third issue is the destination to which the
report is to be sent. The laboratory is required to report by residence of the
patient. This requirement is problematic if the laboratory staff members re-
porting the test result do not have ready access to the patient demographics at
the time the reports are being submitted. Generally, the demographics are
held in a separate billing system and not forwarded to the lab personnel
performing the test. The laboratory may, and some do, elect to report to the
county in which the laboratory resides, rather than locating the patient ad-
dress and submitting the report to the county of the patient’s residence. Such
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reports can make up as much as 20% of reports received by a county, placing
added burden on local public health staff to determine where the report should
go and then forward the report. Lastly, there is the issue of coordination. The
coordinating agency must have the authority and capacity to coordinate with
local health clinics and laboratories in the development and implementation
of a large reporting system.

Policy Issues and Architecture Solutions

A number of key policy questions had to be addressed prior to embarking on
the process of design and development of the electronic laboratory reporting
system that will replace the existing system:

1. What are the role and responsibilities of the NYSDOH? Public health law
states that reporting goes directly from the laboratory to the LHDs. Further,
the NYSDOH has issued additional regulations for laboratory reporting of
specified tests directly to the department in the instance of findings of
cancer, lead, etc. How can the state provide the leadership and coordination
between the counties and laboratories?

2. What is the role of the LHDs? Currently, there are 57 counties that receive
reports from over 500 laboratories. How, and by whom, would com-
munications be handled with the laboratories and counties?

3. What is the role of the commercial and hospital laboratories that perform
testing for NYS physicians? Many of these laboratories are interested in a
simplified system for communications; they do not want to build 57
different electronic systems for the counties.

4. What technology is available for connecting, and meeting the needs of,
all partners involved? What is the expected lifetime of the technologies
available? What are the costs associated with available technologies?

5. What are the security and confidentiality requirements of the system? Are
the requirements of local/state/federal rules and regulations met through
this technology? Will the system meet the HIPAA requirements?

6. Are the partners (local/state/laboratories) willing to work together to
implement a new system?

7. How will the system be maintained? Currently, public health staff members
utilize manual systems that they can maintain on their own; electronic
systems, on the other hand, require a partnership with information
technology staff.

8. Lastly, and the most important goal, what improvements in transmitting
reports and in information contained in the reports are expected from a
new system?

Discussions and debates about these issues occurred over a period of four
to five years.

Ultimately, lengthy meetings within the NYSDOH, with the LHDs, and
with laboratory staff were required for discussing and answering these ques-
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tions. Many of the questions were resolved for the simple reason that each
stakeholder stood to derive benefit from the solutions:

• The laboratories wanted a central repository to which they could submit
reports, rather than the existing costly process of sending the reports directly
to the counties.

• Both LHDs and the NYSDOH staff needed a system that will insure that
laboratory reports are transmitted and received in a faster manner.

• Further, both state and local health staff wished to avoid multiple and
different systems (some electronic) for laboratory reporting. In light of the
fact that earlier versions of electronic reporting instituted by the NYSDOH
required the laboratory to generate a special single purpose file for each
reporting requirement, an early decision was made to focus on a system
that would eventually meet all of the laboratory reporting requirements of
state and local departments with a single protocol and a single reporting
interface. Such a system is a tall order, requiring a secure communications
protocol and a centralized reporting database with communications access
to all users/partners of the system.

Prior to the HIN and HPN, one of the early underlying concerns for an effective
and efficient laboratory reporting system was the need for a communications
network that would easily allow all laboratories to obtain connectivity with the
NYSDOH and with the counties. At a theoretical level, at least, everyone was able
to agree on an electronic reporting system. However, a major early stumbling
block was the lack of a robust communications infrastructure. During the early
discussions, the Internet emerged as a communications platform that was univer-
sally accessible, stable, reliable, robust, and relatively inexpensive. The NYSDOH
began building the HIN infrastructure to utilize the Internet as a platform for
connecting all of the LHDs to NYSDOH. At the same time, the NYSDOH began
building the infrastructure for the HPN, which permitted communication with
hospitals, laboratories, and federal agencies. The HPN/HIN provided a solution
to the basic system design questions regarding where a CD reporting system
would be built and how the infrastructure would be maintained. The HPN/HIN
met the goal of utilizing a common, robust, multipurpose, secure foundation for
a communications/applications system.

The HIN/HPN provided for a common communications platform and execu-
tion of an application development philosophy that met state/county and com-
mercial partner needs. The NYSDOH revisited the issue of automating laboratory
reporting for CD and decided the time was right to move the project forward. A
team of information technology specialists and epidemiologists was assembled
within NYSDOH to oversee the project. The charge to the group was to develop
a proposal to build an electronic CD reporting system that connected and met the
needs of both the clinical laboratories and LHD staff. The system was labeled
ECLRS, or Electronic Clinical Laboratory Reporting System.

The first step in developing the proposal was development of a clear state-
ment of the overall objective of the project. That objective was:
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Minimize the time it takes to transmit a reportable test result from the
laboratory to the LHD staff.

It was important to keep the overall objective clearly in mind as the team
proceeded through the design/development process. The ECLRS team held
design sessions with its primary partners, the LHD staff. These design partners
included large as well as small counties. In addition, commercial laboratories
as well as staff members at the CDC were included in the design process. The
overall focus of the design sessions was to build a “standardized” system.
From these meetings came several high-level functional requirements for the
system. The system must:

• Provide a standardized format for reporting that can be used for all
laboratory-reporting requirements to the state and, if possible, to any other
state—in short, it must offer a national standard;

• Utilize the existing NYSDOH HIN/HPN infrastructure;
• Provide standardized naming conventions for laboratory test methods and

test results. This requirement is essential for comparing disease frequencies
electronically. In the past, each laboratory used different test-naming
conventions, making combined comparisons difficult without the use of
significant and time-consuming recoding.

• Meet the request of laboratories for a single interface for distributing CD
test results.

• Minimize the burdens placed on public health (at the county and state
levels) and on laboratory staff in operating an electronic data system.

• Provide NYSDOH CD staff with access to incoming laboratory reports,
thereby allowing staff to examine outbreaks in real-time as they occur in
multi-county areas.

• Monitor laboratory-reporting patterns to insure that laboratories are
reporting on a routine basis.

• Include security and confidentiality standards that insure that reports will
be released only to authorized staff. The security would need to protect the
confidentiality of individual data by limiting it to those county staff
authorized to view it.

There would be other considerations in the use and deployment of the
system as well:

• There would be adequate user training prior to implementation of the
system.

• There would be dedicated, adequate, single-point-of-contact help desk
support for the system.

The Design Process

The design team was then charged with developing specifications for the system.
A critical design decision was made at this point: This project was not to be an
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interactive “design, code, review” project. The team would start by spending the
time to design the system fully and completely before any code was written,
including researching all possible methods of file formatting and lab test-naming
conventions, both those currently in use and those to be incorporated in upcom-
ing standards. Although the design team was charged with developing the tech-
nical specifications, the specifications had to be translated to an executive level
proposal to NYSDOH senior management. Senior management would then de-
cide either to go ahead with the project or to send it back with comments.

The design team spent six months identifying, designing, and developing
the technical specifications for the system. This was an interactive process
similar to the process used in joint application design sessions. The design
team met with future users of the system on a routine basis. The team made
assessments of existing workflow processes and of the strengths and weak-
nesses of the current system. Relying on the users’ input, the team wrote the
requirements for the system. Once drafted, the requirements document was
distributed to the users for review and comment to insure that user intent was
accurately reflected. Additional discussions were held on how the proposed
system might require changes in workflow and processes of LHD, state, and
laboratory staff. It was particularly important to hold discussions of the sys-
tem design limitations with the LHD staff, because success of this system is
ultimately dependent on the ability of LHD staff (as well as state and labora-
tory staff) to use this system efficiently and accurately. The team held discus-
sions with the CDC to insure consistency of the system with plans being made
at the national level. The laboratories also encouraged NYSDOH to confer
with CDC in developing national standards that all states would adopt.

Most important in this process was continued, frequent communications with
all future users and policy makers. These communications insured ongoing dis-
cussions, agreement on design plans, and awareness of upcoming events such as
implementation and training. The communications also insured that the stan-
dards selected for communications and data would be consistent.

During these design activities, the issue of cost was kept in the back-
ground. The reason is that it is often too easy to base design decisions on
expected costs, rather than on needs. Instead, the focus remained on design-
ing the system according to the needs and requirements presented. If, in the
final analysis, the cost of building and implementing the system proved too
great, the team would reevaluate the design and determine what could be
done within the fiscal constraints. This decision allowed the team the free-
dom to design the full system. Another benefit of this approach was that by
staying focused on the system objectives, the team kept the design within its
intended scope, with the ultimate result that the cost of the system remained
within available funding.

The completed proposal was then submitted to senior staff at the depart-
ment for review and approval. Additional approvals were also necessary from
the NYS Office for Technology, which is responsible for approving technol-
ogy projects and insuring that they are generally following state standards for
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development of new systems. Once approvals were obtained, the proposal
was sent out to bid to private contractors. The design team was expanded to
include local and state user communities when it came time to review the bid
proposals.

Lessons Learned

The design team learned several valuable lessons during the process of devel-
oping the new system:

1. Ongoing communications with all partners were essential to the success
of a system. As the design of the system proceeded, team members met
daily. These meetings kept people involved and informed. Members were
thereby able to approve or disapprove each of the design elements, thus
insuring that the system met their needs and that these members would not
return to request design changes later on. Such communications are
important throughout the project, even when it does not seem there is
much to communicate, but they are particularly important during the
system construction phase. Routine meetings and written communications
aid in keeping people involved until the system is ready for production.

2. It was important to follow fairly strict guidelines for designing the system.
Formal joint application design sessions provided the forum for designing,
reviewing, and accepting the design prior to development of any code.
The common pitfall of writing programs, implementing and debugging
while also trying to get everyone to use the system, is thereby avoided.

3. There was a need for three teams to manage the project. These were the
design team, the guidance team, and the leadership team. The design team
consisted of the project manager and members from the state department
and the LHDs that oversaw the contract. These staff members were involved
in the day-to-day work. The guidance team consisted of management staff
from throughout the department; the guidance team therefore had a broader
perspective on larger department needs. The guidance team reviewed the
overall status of the project on a monthly basis and provided guidance as
appropriate, as necessary, or upon request. The leadership team consisted
of top NYSDOH executive staff. These executives were kept apprised of
the project status on a semi-annual basis, thus insuring that all agency
program areas in NYSDOH were familiar with the project.

4. It was essential to select national data standards for the system. Health
Level 7 (HL-7 version 2.3) was selected as the standard file format that
laboratories would use for reporting to the state. This format was selected
because of its use nationally by larger medical institutions and laboratories
for transferring information. In addition, CDC has recommended HL-7 as
the format for use in communicating CD information. Selection of such a
national data standard thus achieves the overall goal of selecting a format
that could be widely used, and not merely one that was unique to NYS
reporting requirements.



25. Policy Issues in Developing Information Systems 563

5. National codes were necessary for the system. LOINC/SNOMED codes
(see Chapter 11) were selected as the test-naming and results-naming
standard. Although at the time these standards were selected there was not
widespread use of these coding schemes, the design team saw that they
were most likely to become the standard for laboratory reporting.

6. Providing adequate training and user support was a key element in
providing necessary support to the LHD staff.

7. Involving IT professionals who can provide guidance concerning technology
was very important. Technology is constantly changing, and it is necessary
to review the technology available for a system and to recognize likely
adaptability to future developments. Such a review will insure that the solution
is one that can be adapted to future changes in technology.

The West Nile Virus Surveillance System Case Study:
Rapid Response for Data Integration and Sharing
Background

During the summer and fall of 1999, an unprecedented event occurred in
New York State with the introduction of West Nile virus (WNV) into the West-
ern Hemisphere for the first time. Not only did this event require the mobili-
zation of hundreds of public health officials, but it involved the expenditure
of millions of dollars on an emergency basis and the implementation of mas-
sive control measures, including wide-area spraying of mosquito adulticides.10

It also urgently required the establishment of multiple new surveillance sys-
tems and the rapid exchange of accurate information throughout the involved
region, the whole state, and the rest of the nation. This case study will focus
on the issues of data integration and sharing when numerous staff in multiple
agencies are involved in responding to a public health emergency and need
to acquire surveillance information rapidly from multiple sources.

Prior to this outbreak, human cases of encephalitis and aseptic meningitis
had already been reportable to local health departments by clinicians. How-
ever, reporting was markedly incomplete. Despite the fact that a statewide
hospital discharge file suggested that there were approximately 700 to 800
cases of encephalitis hospitalized each year in New York State, physician-
reported cases numbered far less than 100 per year. Even though this passive
surveillance system resulted in incomplete reporting, it did lead one astute
clinician in a hospital in Queens to report a cluster of four human cases of
encephalitis to the New York City Department of Health in August 1999. An
epidemiologic investigation by the city health department rapidly led to the
recognition of four more cases that affected otherwise healthy, older adults
living at home within a four square mile area of northern Queens. At the same
time, there were increasing reports of dead birds in the same area. Subse-
quently, in September 1999, WNV was identified as the cause of this encepha-
litis outbreak and of the die-off in the bird population.
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WNV was first identified in Uganda in 1937.11 It had caused outbreaks in
many parts of Africa, Asia, the Middle East, and parts of Europe.12–18 The virus
is carried by birds and transmitted to humans when they are bitten by mosqui-
toes that first become infected by feeding on infected birds. WNV causes a
broad spectrum of illness in humans, from asymptomatic infection to menin-
gitis (an inflammation of the lining of the brain and spinal cord) to severe
life-threatening encephalitis (inflammation of the brain.) Symptoms can in-
clude abdominal pain, vomiting, rash, altered mental status, and weakness or
paralysis in severe cases. The illness tends to be more severe in the elderly
and probably in the very young and in persons with compromised immune
systems. There is no specific treatment except for supportive medical care.
Mortality rates in those with severe disease can be as high as 10–15%.

The most effective public health strategy to decrease morbidity and mortality
from WNV is to prevent human infection through personal protective measures,
through decreasing habitat conducive to the breeding of mosquitoes that spread
the infection, through larviciding, and through spraying adulticides to decrease
biting mosquitoes in specific areas where surveillance information suggests that
WNV is likely to cause an outbreak of human illness.19

Personal protective measures include the avoidance of outside activities
in locations and at times when mosquitoes are most actively feeding, wearing
long sleeves and pants outdoors, and using insect repellent in situations when
mosquito bites are likely. The primary vector for WNV is believed to be the
common household mosquito, Culex pipiens, which breeds in stagnant water
commonly found in populated areas. Thus, one of the most effective ways to
reduce WNV transmission is through eliminating pools of stagnant water. As
a last resort, ground or aerial spraying of adulticides that kill adult mosqui-
toes can be effective in decreasing the likelihood of infected mosquitoes
biting humans. Precise surveillance information is necessary to detect the
presence of WNV in specific geographic areas and to identify the number and
species of mosquitoes prevalent in an area so that public health officials can
decide which preventive measures to undertake and alert the public when and
where the threat of WNV infection is occurring.

Before the WNV outbreak, there were few municipalities in New York State
that conducted mosquito surveillance and control activities. Surveillance
was directed mostly at the mosquito vector that transmitted another virus that
caused a similar illness, eastern equine encephalitis. However, this mosquito
surveillance system was very localized, targeted primarily at mosquito spe-
cies other than Culex pipiens. Furthermore, not only was human encephalitis
and mosquito surveillance incomplete, but also there had never been a sur-
veillance system for monitoring bird die-offs prior to 1999. As the 1999 WNV
outbreak evolved, it became apparent that large die-offs of birds, especially
of American crows, were a sensitive indicator of WNV activity. WNV infec-
tion has a very high mortality rate among infected crows—probably well over
90%—and the testing of dead birds, especially crows, proved to be a very
sensitive indicator of the presence of WNV in a region.20
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In response to this outbreak, the New York State and City Health Depart-
ments and county health departments in the greater New York metropolitan
area quickly developed active human surveillance for encephalitis, as well as
surveillance systems for mosquitoes and dead birds. Through the use of this
information, public health prevention efforts were directed at those areas
most heavily affected during the outbreak, resulting in massive public health
education campaigns throughout the greater metropolitan region, distribu-
tion of thousands of bottles of insect repellant, and aerial and ground spray-
ing of adulticides throughout all of New York City and many of the
surrounding counties. When the mosquito transmission season ended in Oc-
tober 1999, a total of 62 human cases had occurred in the greater New York
City area, with seven deaths.10 Without surveillance information that quickly
guided public health prevention and response, it is likely that there could
have been far more human illness and deaths.

Policy Issues and Architecture Solutions

The introduction of WNV into New York called for the rapid development of
statewide systems for active surveillance for human encephalitis cases, re-
porting of bird die-offs, the submission of dead birds for testing at state and
federal laboratories, mosquito trapping to determine the presence of Culex
pipiens mosquitoes, testing of mosquitoes for WNV, and reporting of suspi-
cious illness in domestic animals, especially horses, that might be another
indicator of the presence of WNV. The NYSDOH response plan8 to deal with
the re-emergence of WNV in the spring of 2000 called for a single integrated
surveillance system and database to be established on the HIN as the sole
authoritative source of information and data for state and local health depart-
ments as well as for other agencies involved in the response to the outbreak.
The plan, which was drafted in January 2000, called for the system to be
designed and deployed and for local users to be trained in its use by April
2000, a period of only three months.

The need for rapid, accurate information on WNV created many challenges.
First of all, there was a wide and diverse audience that needed this informa-
tion on a daily basis. State, city, and county health departments issued almost
daily press releases to an interested public to keep everyone informed of the
most recent developments in this life-threatening outbreak and to alert neigh-
borhoods where mosquito precautions were necessary and where adulticiding
was scheduled to occur. At the same time, the security of this information was
equally important to protecting the confidentiality of ill patients and their
families and the owners of ill domestic animals. It was also necessary to con-
trol early access to critical information so that it could be assessed and inter-
preted first by the affected community officials who needed to be prepared to
respond to the innumerable phone calls that would be generated from the
concerned public once the information was announced. The data exchange
system had to be designed in such a way that there could be differential
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transmission of information, so that those who needed to know first would
receive the information before others who had a less urgent need to know.

Another challenge raised by this multifaceted surveillance system was the
need to reach agreement regarding what agency or group of persons would
maintain the databases, provide the appropriate matching of duplicate records,
and establish the needed uniformity for data collection and surveillance in-
struments. Advancing technology has made rapid, almost instantaneous, wide-
spread access to information possible. However, before establishing an
information system, policy makers must decide what data will be gathered,
who will have access to the data, when each user will have access to new
information, who can edit the data, and who is responsible for maintaining it
and training all users of the system once it is established. This process can be
quite time consuming. From the start of the WNV outbreak in 1999 through
2000, as this surveillance system was developed and refined, NYSDOH em-
ployees devoted hundreds of hours on state and national conference calls and
in meetings to resolve these issues.

Another challenge was the requirement to incorporate data from multiple
surveillance systems and from different agencies at all levels of government.
Unlike most other surveillance systems for communicable diseases, this sys-
tem relies not only on reports of human cases, but also on reports of the
number and species of dead bird sightings, test results on birds, reported
numbers and species of trapped mosquitoes in different geographic areas,
WNV test results on submitted mosquitoes, and WNV testing of numerous
other animal species. Reports come from the public, from physicians and
other healthcare providers, from local health departments, and from other
agencies such as the New York State Department of Agriculture and Markets,
which oversees the welfare of domestic commercial animals. In addition, test-
ing for WNV was being conducted at numerous laboratories, including the
New York State and City public health laboratories, the CDC, the National
Wildlife Health Center, the National Veterinary Sciences Laboratory, and
Cornell University. Some of these laboratories conducted testing at multiple
locations. For example, within the New York State public health laboratory,
the diagnostic immunology and viral isolation laboratories are at different
locations several miles apart, each with its own laboratory database. Another
important source of information is the necropsy reports on dead birds that
were submitted for testing. This testing occurred at still another site, in the
Wildlife Pathology Unit of the State Department of Environmental Conserva-
tion. An integrated and relational database was the only possible solution to
manage such diverse sets of data while still providing rapid dissemination of
information to the numerous partners that needed immediate access to criti-
cal information to guide public health action.

To provide the reader with an idea of the complexity of just one aspect of
this surveillance system, we have included a diagram to illustrate the infor-
mation flow in the dead bird surveillance system as Figure 25.1.
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This diagram shows how information comes into the system from such diverse
locations as local health units, the Wildlife Pathology Unit, and laboratories,
while at the same time the system provides selected information back to the
laboratories, the local health units, and the public. Also, the bird information
system must be integrated with the human surveillance, mosquito surveillance,
and other animal surveillance systems already described. In 2000, the CDC de-
veloped a national surveillance system for WNV, with weekly uploads of New York
State data into this system. With the integrated New York surveillance system, it
was possible to accommodate this data interchange fairly easily.

Lastly, and of no trivial importance, is the need for adequate resources to
develop and support a surveillance system of this magnitude. In addition to the
resources needed for the field investigations and laboratory testing that generate
much of the information, considerable staffing is essential for technical support
to develop and maintain the communications system and databases. These kinds
of resources can only be garnered when there is strong support from the highest
levels of administration within every level of government.

New York’s WNV surveillance system was built on the e-commerce infra-
structure of the state health department’s HIN/HPN. The system provides the
capability of connecting all the local health units with the state health de-
partment, as well as with other important colleagues, such as commercial

FIGURE 25.1. Information flow diagram for New York’s Dead Bird Surveillance System.
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laboratories and other agencies. The HIN/HPN also provides user-specific
privileges for accessing the central database according to each user’s needs.
Users may query the total database for aggregate data (i.e., summary tables),
and they may manipulate their own county data. For example, in the case of
the dead bird surveillance system, each local health unit has the capability of
entering its own dead bird reports, utilizing common data entry screens. At
the same time, the Wildlife Pathology Unit and different laboratories can
submit results on birds that have been submitted for testing, with the linking
of various results through a common bird identification number. When new
laboratory results are added to the database by one of the laboratories, the
system is programmed to allow each county to access its own results immedi-
ately, but not to view other counties’ data until a predetermined lag period
(usually several hours). This delay allows each responsible municipality to
receive its own results first and prepare the appropriate public health re-
sponse. In some cases, the information is entered on the HIN/HPN via data
entry screens, whereas in other instances upload programs accommodate the
rapid incorporation of data from other sources (e.g., results from the state
laboratory information management systems).

The system also allows differential access to the central database at the indi-
vidual staff person level. In applying for access to the WNV data system, each
person must specify which privileges he/she is requesting and present a signed
approval from his/her supervisor. Some individuals may need read-only privi-
leges, whereas others will need both read and write privileges; still others may
need to upload new data into the system or download portions of the database for
local analysis. Table 25.3 illustrates the versatility that the HIN access control
system needed to have in order to accommodate the various types of staff access
to the system while protecting against unnecessary disclosure of confidential
information or corruption of data files. The system allows the HIN access control
officer to tailor specific privileges to the needs of each user.

Users who are granted access to the WNV system can see summary tables
that include, in the case of bird surveillance, a listing of the number of posi-
tive, negative, and pending lab tests on birds, as well as the number of dead
bird reports. There are also summary tables that include statewide totals, such
as the tabulation of positive birds by different species. A county can also get
a listing of all its own birds, with their identifying numbers, that have tested
WNV positive, negative, or are pending.

On a weekly basis, summary tables are updated and posted on the HIN, as
well as on the state health department’s Web site for access by the public. In
addition, specialized analyses are performed and uploaded as appropriate.
For example, the human, bird, and mosquito data are entered into a geo-
graphic information system (GIS) in order to perform detailed mapping of the
locations where positive WNV findings have occurred. This information is
helpful for guiding public health action, for alerting the public to the intro-
duction of WNV into new geographic areas, and for guiding prevention ac-
tivities. Lastly, the HIN/HPN provides the capacity to conduct secure
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discussion forums, with controlled access for users. These discussion forums
are important because many policy issues and questions arise that need to be
confidentially discussed among only selected participants. In addition, when
an issue arises in one county, its discussion is frequently relevant to other
counties, and sharing of information through secure discussion forums pro-
vides an efficient opportunity for distributing information to those who need
to know. Such a system can save staff time and reduce frustration.

The technical solution to the complex needs of the WNV surveillance
system was based on a carefully orchestrated process that involved obtaining
input from all affected parties and potential users of the system. Early and
ongoing input from all users is important so that the appropriate system archi-
tecture can be determined from the start. This approach minimizes the likeli-

TABLE 25.3. Examples of access levels to communicable disease information for HIN/
HPN applications

Application Read White Upload Download Delete

Problem alert

X

X X

Communicable disease summary
data query (1993–1998, includes
NYC data)

Communicable disease confiden-
tial case query  (1997–current)
CD, TB, STD (includes West Nile) D

Communicable disease confidential
case reports and  supplemental data
(1997–current, with names) CD, TB,
STD (includes West Nile )

Rabies system X

X

D D D D D

X

West Nile integrated data report-
ing systems:

Dead birds,  sentinel  birds,
Wildlife Pathology Unit

Lab results
Geocoding

Mammals
Lab results
Human: lab results

Mosquito:
Lab results

Summary reports

X

X
X
X
X

X

X

X

X

X
X
X
X
X

X

X
X

X
X
X

X

X

X, simple access permission; D, access limited by disease grouping (communicable dis-
ease [CD], tuberculosis [TB], sexually transmitted disease [STD]) and county with per-
mission.

X
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hood of having to make costly and time-consuming changes to a system after
it is built. Through a series of statewide meetings and conference calls, a
preliminary design for the system was developed to meet the needs and chal-
lenges we have discussed. These user forums continued throughout the de-
velopment of the system; in fact, they are continuing as the system is used,
because they provide an important opportunity for continuing input on im-
proving the system and identifying problems needing correction. In addition,
six workgroups were formed early in the development process and charged
with the task of addressing different aspects of the system; their discussions
provided the more detailed architectural design for this system. These
workgroups covered the following areas: human case surveillance, mosquito
surveillance, bird and animal surveillance, WNV response and control activi-
ties, public relations, and information technology. These workgroups met in
person, by telephone conferencing, and by the use of secure discussion fo-
rums on the HIN/HPN. They served the purpose of joint application
discussion sessions and resolved detailed questions of system design. Partici-
pants in these workgroups included representatives of the state and local
health departments, laboratories, information technology and programming
staff, public relations staff, entomologists, disease control staff, epidemiolo-
gists, and representatives of the concerned public.

Lessons Learned

Advancing technology has increased everyone’s expectations of immediate,
easy access to accurate information. However, this same technology has raised
numerous challenges as well. For example, the demand for rapid access to
information has reduced the amount of time that epidemiologists have to
confirm the accuracy of the data. The ability to connect many end users to the
same surveillance system and central data bank carries with it the risk of
jeopardizing data integrity, security and personal confidentiality. A related
concern is the need to insure that selected officials are notified first of new
information so that they have adequate time to prepare for the appropriate
public health response. With increasing numbers of users of the same data-
base, the importance of the uniformity of data structure and data elements is
critical. Not the least of the implications of advancing technology is the
tremendously increasing need for training of all users of a system. Lastly,
there is the cost and time of establishing and maintaining the needed soft-
ware, hardware, and connectivity for each user.

The WNV surveillance system illustrates several important lessons:

• Any system is doomed if the stakeholders and users are not supportive of
the system and are therefore not likely to use it. Early and continuing
input from all stakeholders must be solicited, supported, and respected.

• Adequate resources in the form of staff and equipment need to be provided.
For a complicated information system to succeed, it needs to be everyone’s
top priority.
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• Technologic solutions to many of public health’s needs are complicated
by the large number of system users, who often work for different
organizations and within different electronic information environments.
Developing an information system takes time and can only be achieved
incrementally. The quick establishment of the WNV surveillance system
was possible only because it was built on the structure of the previously
existing HIN/HPN. It has been successful because its design was
continuously driven by the needs of its different users and because it pulled
together multiple sources of data to create “one-stop shopping” for reliable,
timely, and essential information.

Conclusions

Effective modern surveillance systems require a carefully engineered infor-
mation technology architecture that is based on open industry standards and
that is robust enough to accommodate policy needs. The interplay between
policy and technology can have synergistic and antagonistic effects on both
architecture and the surveillance system. These interactions affect feasibility,
complexity, cost, risk, time to deployment, usability, and information tech-
nology (IT) staffing requirements. Organizational commitment and expecta-
tions have to be attuned to these interactions, because the process of evolving
a successful architecture and surveillance system is time-consuming and ex-
pensive. Understanding these interactions is therefore a key success factor in
development, deployment, and continuity of both surveillance systems and
their underlying IT architecture. This understanding comes from a process of
exhaustive assessment of policy needs and from involvement of stakeholders
and program area experts as partners with IT staff in the design process. The
benefit of these investments will be a surveillance infrastructure that can
respond to the needs of a health emergency such as West Nile virus, or that
can accommodate a legislative mandate requiring a high degree of security/
confidentiality, as in HIV reporting, or that can support an organizational
initiative that changes the workflow process of paper-based laboratory re-
porting to a statewide electronic system.

Questions for Review

1. Explain why protecting the security and confidentiality of information
gathered by public health surveillance systems is important. What methods
are used in the cases presented in this chapter to insure the security and
confidentiality of information?

2. What features do the surveillance systems described in this chapter have
in common? Why are these features important?
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3. What are the roles of (a) legislative and regulatory authorities and (b)
program-level staff in developing surveillance systems? How do these
roles differ?

4. What characteristics should a surveillance system that is used as a vehicle
for information delivery among multiple levels of users possess? Why are
these characteristics important?

5. Explain why it was important for a single entity, the NYSDOH, to control
the security and confidential of information contained within the HIN and
the HPN. Why was it important not to provide users with direct access to
central databases? Why is the access system for the HIN designed in such
a way that the ID and password of a user expire after the initial log-in?
Why were decisions regarding access levels for employees delegated to
local user organizations?

6. Why was involving prospective users of the HIN and the HPN important to
the success of the system development efforts?

7. What reasons existed for emphasizing data security and confidentiality in
the development of the HIV/AIDS surveillance system? Why were these
reasons important to the success of the system?

8. Explain why data security and confidentiality were important factors in
the design of the electronic clinical laboratory reporting system. Why was
a determination of the role and responsibilities of the NYSDOH an
important issue in the design and development of this system? What
benefits did this system provide to users, compared to the old, largely
paper-based system? To NYSDOH?

9. Why was the process of designing the entire clinical laboratory reporting
system before writing any code a critical factor in the system’s success?
Why was keeping the focus on user needs, rather than on costs, an important
success factor?

10. In what ways did frequent communications with future users and policy
makers help insure the success of the electronic clinical laboratory reporting
system? Why was there a need for three teams to manage the project? Why
was the selection of national data standards and coding for the system
important?

11. Explain how the presence of an existing information infrastructure enabled
NYSDOH to respond so quickly to the West Nile virus emergency. Why
was it important to provide for a delay in general access to county data?
Why was securing input from all affected parties and potential users of the
West Nile virus surveillance system important?
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Learning Objectives

After studying this chapter, you should be able to:

• Describe the challenges that any typical new public health information/
communication system should expect to encounter and overcome.

• Understand the priority that collaboration among partners has in a successful
implementation of a public health information system, using this
Washington Information Network for Public Health Officials (INPHO) case
as an example.

• Explain why a project team needs to take politics and the relationships
between organizational users of a prospective public health information
network into account.

• Analyze the lessons learned from the INPHO experience and describe the
implications that these lessons have for other public health information
systems.

Overview

The Information Network for Public Health Officials (INPHO), an initiative of
the Centers for Disease Control and Prevention (CDC), formed its first project
when representatives of the Washington State Department of Health (WSDOH)
received a CDC grant to develop an information system for use by Washing-
ton counties and local health jurisdictions (LHJs) in connecting with the
WSDOH. INPHO project team members were confronted with addressing chal-
lenges arising from unpleasant experiences of LHJs and counties with state
agencies, with continuing funding issues, and with recognizing the impor-
tance of local politics in helping LHJs and counties to build an information
network that would connect them with the state. The manner in which the
INPHO project team organized the project and interacted with the LHJs and



with local political entities is a model of how to proceed with an information
network project. Solutions to the challenges encountered included involving
LHJs and county officials in system planning and vesting ownership of the
resulting systems in the LHJs. The solutions also included making provisions
for training of users in system use and in network component maintenance.
Finally, involving other state agencies in issues related to funding helped to
resolve a funding crisis.

Introduction

In 1993, there was an Escherichia coli 0157:h7 outbreak in the state of Wash-
ington. The Washington State Department of Health (WSDOH) went into ac-
tion and collected information from Washington’s Local Health Jurisdictions
(LHJs) via faxes and telephone calls. In turn, WSDOH kept the LHJs informed
of the rapidly evolving chain of events associated with the outbreak, using
the telephone and employing fax messaging. This was an exhaustive effort by
staff of the State Department of Health. The outbreak was identified and con-
trol measures were put in place in just slightly over a week. The outbreak was
finally contained, but only after the death of one child and confirmation of
650 cases. The source of the outbreak was traced to undercooked hamburgers
sold at Jack in the Box restaurants

In 1996, there was a similar E. coli 0157:h7 outbreak in the state of Wash-
ington. This time, the source of the outbreak was Odwalla fruit juice. This
outbreak was identified and control measures were put in place in 6 days and
finally contained after 70 cases in Washington, Oregon, and Idaho. Although
the time to identify and respond to this case was just slightly better than that
of the 1993 outbreak, the methods of communications and control were sig-
nificantly improved. When this outbreak occurred, the LHJs notified WSDOH
by using e-mail and by exchanging important data relevant to these cases
through use of secure electronic communications. The state used a public
health listserve (e-mail distribution list) to send regular updates about the
events to keep the state’s public health officials informed of progress and
findings. Also, by using a new DNA finger-printing technique, WSDOH was
able to ship electronically the DNA results to the Centers for Disease Control
and Prevention (CDC) in Atlanta; the CDC compared these samples to na-
tional samples and quickly determined that the fruit juice was the culprit.

What happened between 1993 and 1996 to permit such a rapid resolution
of the 1996 outbreak? WSDOH, in partnership with CDC, created the nation’s
first of its kind high-speed data communications network connecting all of
Washington’s LHJs to each other, to the state, to the CDC, and to the Internet.
The network-building process featured either installation of local-area net-
works (LANs) or augmentation of existing LANs; installation of e-mail capa-
bilities; and the provision of T-1 speed Internet access for every LHJ. The
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project that made this quantum leap in technological capabilities possible
was known as the Information Network for Public Health Officials (INPHO),
an initiative of the CDC.

In 1992, CDC began INPHO as an initiative to strengthen the public health
technology infrastructure in the United States. WSDOH had completed build-
ing its own agency network infrastructure in 1993 and was in the process of
brainstorming how to expand that infrastructure to include the LHJs when
CDC approached Washington with the concept of INPHO. In 1994, CDC
awarded grants to 12 states to be part of the first INPHO project. Washington
was one of those 12 states. So began the Washington INPHO project, which
was fully completed in July 1997.

INPHO became much more than a network connecting public health orga-
nizations in Washington. It became the foundation for Washington’s Inter-
Governmental Network (IGN). In fact, the use and expansion of IGN was an
explosive development made possible by the formation of partnerships with
the state’s Department of Information Services, with county information tech-
nology departments, and with other state agencies (such as The Administrator
of the Courts, the Washington State Patrol, the Department of Social and
Health Services, and others). The IGN today is a shared network being used
by many state agencies, counties, cities, municipalities, Indian tribes, and
other not-for-profit organizations. An estimated 80,000 users are now con-
nected to IGN.

One obstacle encountered by WSDOH in implementing INPHO was county
resistance—resistance resulting from the existing multiplicity of state-owned
networks already installed at the county level. A 1994 study of existing state-
owned networks located in the counties throughout the state had found that
one small county with a population of 38,400 people had over 60 networks
installed by various state agencies. Such a finding was typical throughout the
state. The WSDOH itself had eight different LHJ-destined applications
projects in the works, each with its own identified network components. The
existence of these projects was, in fact, a major part of the motivation for
WSDOH to begin the INPHO project. However, when INPHO project represen-
tatives came to discuss installing yet another network with county officials,
the response from the county officials was a resounding no. Counties were
tired of the state’s proliferation of networks at the same time that the counties
were in the process of planning and building their own networks.

Developing Partnerships

Throughout the INPHO project, many new partnerships were formed or else
existing partnerships were used. Table 26.1 depicts the relationship between
partners and what they brought to the table. The discussion that follows will
delineate the roles played by the various partners.
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CDC and WSDOH
The CDC originally presented the concept and vision for a national network
linking all public health officials and providing access to timely, authorita-
tive, and accurate information to the WSDOH management. WSDOH manage-
ment embraced this vision. With some seed money provided by CDC, WSDOH
conducted an assessment of the information technology capacity of the state’s

TABLE 26.1. Partners in development of the INPHO system

Partner Role in Project

Provided the national public health vision, oversight,
funding, and coordination with other state projects.

Washington State Depart-
ment of Health (WSDOH)

Provided overall responsibility for project management,
design, construction, and coordination with partners
for long-term support.

Centers for Disease Control
and Prevention (CDC)

Provided installation coordination with vendors and
network configurations and was instrumental in the
coordination with other state and county agencies for
using the network as a shared resource.

University of Washington,
Northwest Center for Public
Health Practice and Regional
Library of Medicine (UW)

Provided Web development, e-mail and support, help
desk functions, list server support, and training, both
on-site and in classrooms.

Washington State Depart-
ment of Information Ser-
vices (DIS)

Provided funding.

Washington State’s Local
Health Jurisdictions (LHJs)

Provided procurement of equipment and coordination
of installation at the county level.

Facilitated equipment installations in the counties and
WAN installation.

Association of City and
County IS Managers
(ACCIS)

Participated in the development of the guiding prin-
ciples and was highly instrumental in pushing the state
to use INPHO and a shared infrastructure.

Washington State legislature

County information tech-
nology staffs

Coordinated the effort to bring the Washington Tribes
onto the IGN.

Washington’s Customer Ad-
visory Board (CAB)

Made up of state agency information technology di-
rectors. Accepted the IGN guiding principles and pro-
vided support for the state and local committee that
dealt with the issues surrounding the use of a shared
network infrastructure.

Northwest Portland Area In-
dian Health Board
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34 LHJs and developed a proposal for implementation of the CDC vision in
the State of Washington. CDC then awarded one of 12 available grants to the
state to begin construction of the network. CDC also assigned a public health
advisor to Washington’s INPHO project. This assignment proved to be ex-
tremely helpful in keeping the public health perspective within the project
while network builders concentrated mainly on network construction.

University of Washington and WSDOH
The University of Washington’s (UW) Regional National Library of Medicine
and its Northwest Center for Public Health Practice provided Internet and e-
mail training, Web publishing services and server support, listserve adminis-
tration, and initial dial-in e-mail services for the LHJs. Staff of UW, WSDOH,
and LHJs designed a Web page targeted at the needs of the LHJs. The UW staff
set up dial-in e-mail accounts for the LHJs and provided on-site training for
LHJs staff.

Department of Information Services and WSDOH
WSDOH contracted with Washington’s Department of Information Services
(DIS) to coordinate the actual construction of the wide-area network (WAN).
DIS was supportive of the concept of the IGN and created a network that
could be shared by multiple agencies. DIS management participated in the
meetings with each county to discuss the implementation of INPHO and the
eventual creation of the IGN.

County Information Technology Staff and WSDOH
In each county, the network was physically placed to maximize its ability to
be shared by all county departments. This placement required coordination
with the county’s central information technology staff. In many cases, the
placement task required a three-way partnership among the appropriate LHJ,
the county, and WSDOH. Each county entered an agreement that WSDOH
would provide free network access to the entire county for a period of two
years in exchange for the county’s housing and providing high-level support
for the WAN equipment.

Customer Advisory Board and Association
of City and County IS Managers
Washington’s Customer Advisory Board (CAB) and the Association of City
and County IS Managers (ACCIS) formed a subcommittee that developed the
initial guiding principles for participation in the IGN and the templates for
service level agreements for IGN services. This committee has also decided
the rate structure for ongoing costs and is dealing with the security issues.
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Northwest Portland Area Indian
Health Board and WSDOH
The Northwest Portland Area Indian Health Board (NWPAIHB) had its own
existing project to connect all the tribal clinics to a WAN. Through partnering
with WSDOH, NWPAIHB installed a network/security design that allowed
the tribes to be connected to the IGN, thus helping to bring the tribal health
clinics to the same technical level as the state’s LHJs.

Challenges

Throughout the project, the INPHO project had to address many challenges.
In this section, we will discuss some of these challenges and how they were
mitigated.

Challenge 1: Lack of Understanding
of the Value of the Project
There was a lack of understanding of what another network, in this case the
INPHO system, could do for an LHJ. This lack of understanding was itself
understandable. After all, many of the LHJ staff had never used e-mail, and the
Internet was something they had heard about only on the news. And that news
was not always good.

Mitigation

To help educate the LHJ staff on the value of these tools, the INPHO project
team took the approach of getting as much technology and as many services
out to the LHJs as quickly as possible.

The INPHO team collaborated with the UW Regional National Library of
Medicine and the NW Center for Public Health Practice staff to provide an
interim solution: providing LHJs with access to e-mail, help desk services,
World Wide Web services, and training in the uses of Internet tools at the
LHJs. INPHO benefited from the university’s extensive computer services and
was able to create 130 e-mail accounts easily.

The UW provided dial-in connections very early in the process. The INPHO
team wanted to give the LHJs “a taste” of what the INPHO project could do for
them. A listserve was created for three or four public health practitioners in
each LHJ. The listserve, called WSALPHO-L, is a forum for members of the
Washington State Association of Local Public Health Officials. WSALPHO-L
has become the primary mode of communication among local public health
administrators. Many public health practitioners in remote counties have
come to count on the listserve to keep them informed about what is happen-
ing elsewhere in the state; these practitioners use it as a tool to communicate
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with their peers. Previously, remote LHJs were “out of the loop” regarding
legislative issues and other issues of immediate concern. Local health practi-
tioners also use the listserve as an information-gathering tool. When con-
fronted with a unique problem or a question, list members will frequently poll
others for ideas about how best to approach a situation.

With just three months of collaboration, the INPHO team established a
public health Web site for local public health practitioners. This site is the
default home page for many LHJs, and local staff members use it daily. The
site is well known in the Pacific Northwest, and many external agencies link
to it as an excellent, comprehensive set of public health links. Another fea-
ture of the site is a calendar that contains updated information about public
health happenings around the state and within the LHJ region.

Another early success for INPHO was the network connection to the state’s
birth certificate database. Before INPHO, LHJ staff needed to dial into the
state’s vital records database on a weekly basis via modem, then verify and
print birth certificates. The modem process presented a security concern be-
cause it was not only inconsistent, but it also often disconnected the dialing
computer. The result often was that the next person to dial into the same
modem would receive the birth certificate file from the disconnected session.
With the INPHO connection, in contrast, the entire process is not only secure
but also requires less than 15 minutes for completion of a session. Customers
are able to leave a session with a birth certificate in hand in one visit, rather
than two. The reception of the new system was so positive that when the
INPHO connection to the state’s birth certificate database was installed on a
test basis at an LHJ, the staff immediately began to lobby the program team
not to take the new system away.

Challenge 2: Fear of the Internet
Many county officials and commissioners feared bringing the Internet into
their county governments. They were afraid that staff would be wasting time
by surfing the Internet for irrelevant topics and, even worse, by accessing
pornography and other inappropriate material. Heightening these concerns
even more, a news story broke about a county commissioner who had spent
many hours of county time downloading hundreds of pornographic images
from the Internet, using a county computer connected to the INPHO network.
Though INPHO was not directly blamed for the incident, the issue certainly
became a major topic of concern to county management. The county was
unable to discipline the commissioner because it had no policies in place
related to Internet usage.

Mitigation

To this point, the INPHO project staff had recommended that counties implement
policies related to the use of the Internet, but the project staff had taken no further
action. At the time, only about three counties actually had Internet use policies in
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place. Now, the INPHO team gathered policies from many different sources and
made them available for counties to use as starting points for development of
Internet use policies at the county level. Almost immediately, all the counties
either implemented policies or began the process of developing them. This activ-
ity had an immediate positive effect on the INPHO project, because the activity
began the process of addressing fears of what people could and could not do on
the Internet. The newly developed and implemented policies provided a certain
comfort level to the local officials.

Challenge 3: Fear of Network Attack by Hackers
There was also the fear among local officials that, once connected to the
Internet, a county’s networks would be vulnerable to Internet hackers.

Mitigation

This fear was addressed by bringing in security experts to sit down with the
technical staff at the counties to design the network so that only outbound
Internet traffic would be possible. E-mail would flow freely, both inbound
and outbound, but all other inbound network traffic would be stopped at the
county firewall. Once the county’s technical staff members were convinced
that the network would be secure from hacker attack, selling the security of
the INPHO network to the county officials was no longer a problem.

Challenge 4: Lack of Trust Between
County Agencies or Departments
In many counties, there was a history of poor communication between the
county government and its LHJ. This poor communication resulted in a cer-
tain degree of mistrust and skepticism about collaboration. Some LHJs, in
fact, had characterized their relationships with county information systems
(IS) departments as lacking in responsiveness and cooperation. In some coun-
ties, the LHJ staff had never met the county IS staff. In other counties, in
contrast, the two governmental entities had an excellent working relation-
ship, and collaboration was a natural extension of their symbiotic relation-
ship.

Mitigation

In cases in which there was a strained or else an absent relationship between
an LHJ and county organizations, the INPHO project team worked very closely
with LHJ staff members to assure them that ownership of the project rested
with the LHJ and that the INPHO team was simply facilitating it. To reinforce
this assurance, the INPHO team took a back seat during the negotiations
between the LHJs and the counties. This stance allowed the LHJs to take
ownership of the project; it also allowed them to be proactive with a county
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in presenting network proposals. Conferring project ownership on the LHJ
worked out very well indeed. In many cases, according to communications of
LHJ staff to the INHPO project team, an LHJ’s presenting a network proposal
to county officials became that very rare occasion when the LHJ could ap-
proach the county with something to offer, instead of habitually going to the
county with a request for the county to offer something.

Challenge 5: Lack of County Trust in the State
and Proliferation of State-Installed Networks
Another challenge was that counties had a long history of distrusting state-
level agencies because of previous actions taken by the latter regarding net-
work installation. In the past, many state agencies had shown little if any
consideration for a county’s infrastructure or standards in installing comput-
ers and networks in counties. Further, the state was perceived as having shown
little respect for the technical capabilities of the counties. In addition, coun-
ties recounted instances in which state-level agencies had failed to honor
commitments, in many cases costing the counties money.

Finally, state agencies had worked independently of each other, especially
with regard to installing networks. The result was a proliferation of state-
installed networks at the county level. For instance, one small county with a
population of 38,400 people housed 60 networks that had been installed by
state agencies. The WSDOH itself had eight different applications projects in
the works, with each having a network component as part of its project and
each identifying LHJs as customers. These planned applications, in fact, were
a major component of the motivation for WSDOH to begin the INPHO project.

The history of mistrust of state agencies and the proliferation of state-
installed networks at the county level had an initial negative effect on the
INPHO project team. When INPHO team members approached county offi-
cials about installing what was perceived as yet another network, the quick
response of county officials was “No!” This negative reaction was common
among many of the counties. These counties were tired of the state’s prolifera-
tion of networks at the same time that the counties were planning and build-
ing their own networks. Moreover, county officials feared that once the INPHO
network was implemented, they would be stuck with the bill.

Mitigation

The INPHO team’s approach of permitting county staff to install the associ-
ated networks eliminated the concern that INPHO was going to corrupt the
county’s network environment. Moreover, as a means of addressing the county
concerns about costs, team members sent letters to each county stating that
counties would not be held liable for long-term costs of network usage for
state business. The letters pointed out that counties would eventually be
charged for use of the network for county-specific business but that counties
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would also have the option of removing themselves from the network if they
chose. In return for the cooperation and support of county staff in the instal-
lation of INPHO, this staff would be trained to support a county’s LANs;
moreover, county staff would receive two years of free access to the net-
work—from July 1997 through June 1999. The costs of the network were
broken into three categories: Initial network component costs and installa-
tion, monthly data circuits and maintenance, and an Internet access fee. Coun-
ties would have to pay for Internet access fees, but there would be no network
fees during this period. In July 1999, all the counties decided to pay the
minimal charge for using the network

Challenge 6: Lack of a Telecommunications
Infrastructure in Rural Areas
In many remote areas of the state, the telephone companies lacked the infra-
structure to support new high-speed networks.

Mitigation

The INPHO team worked very closely with the telecommunications firm US
West to develop a detailed network design and project plan. US West commit-
ted to making its best effort to insure that the required telecommunications
equipment would be in place to meet the project schedule. Even Mother
Nature helped. In the early spring of 1996, record floods destroyed US West
telecommunications equipment in a remote part of southeastern Washington.
Because US West planned to meet future INPHO project requirements, it de-
cided that rather than simply replace the existing destroyed equipment to get
voice lines up and running, it would upgrade to fiber optic cable. Influenced
by the prospect of working with INPHO, US West invested its own money at
higher levels than might have been possible under different conditions.

In another situation during the design of the WAN, US West told the INPHO
team that telecommunications capacity, including voice and data lines, in the
small, remote town of Colville, Washington, had been “maxed out.” Expanding
existing capacity to the town would be prohibitively expensive. According to its
prioritization plan, US West, the only telecommunications provider in the re-
gion, planned to address telecommunications capacity by laying new fiber optic
cable or by adding to its microwave capacity in two years’ time. The timeframe
and expense level were incompatible with INPHO’s goals.

Working with US West engineers, WSDOH learned what kind of equipment
was currently in use and researched the equipment on the Internet, download-
ing the manufacturer’s equipment manuals. Staff then consulted with the equip-
ment manufacturer and US West, devising a way to split out and make available
unused capacity in preexisting frame relay circuits, thereby expanding tele-
communications capacity. WSDOH and US West engineers then wrote a pro-
posal for procedural changes that met approval in three US West divisions
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before meeting final approval at the vice presidential level. This ingenuity
and diligence saved the INPHO project large sums of money and also im-
pacted how US West did business. WSDOH staff research thus allowed US
West to increase its telecommunications capacity while also accommodating
the needs of INPHO.

Challenge 7: Lack of Resources for Ongoing
Support and Maintenance of the Networks
Maintenance of the network was always an issue. The monies provided for
building the network were one-time funds, and there were no ongoing funds
identified to keep the network running once installation was completed. The
goal, therefore, became making the network as maintenance-free as possible.

Mitigation

To obviate the need for maintenance, fiber optic cable was used to connect
facilities together wherever possible. Installed correctly, fiber optic cable
requires very little if any maintenance. In a couple of counties, local utility
districts agreed to run the fiber optic cable on their poles, and WSDOH con-
nected the counties to the network without charge. This arrangement works
out well: If the cable or the poles are damaged, the utility district has a vested
interest in getting the cable repaired because the utilities use it, too.

LAN maintenance was a major concern, for LANs require maintenance
almost daily. To mitigate the long-term costs of maintaining 40 LANs state-
wide, the INPHO team employed the approach of training local staff members
to maintain their own networks from the beginning. The project offered to
pay to train up to two people in each LHJ or county to become certified
network engineers. The LHJ/county was permitted to designate who would be
trained. The only stipulation was that the person trained would support the
local LAN. In the smaller counties in which resources were scarce, INPHO
trained the individual responsible for maintenance of the computers for the
LHJ. In many cases, the person trained also occupied a position other than
one normally associated with information technology support. In one county,
for example, a deputy sheriff was trained. In another, a high school computer
science teacher underwent training, since the LHJ is located in the elemen-
tary school adjacent to the high school in which the teacher worked. In all, 48
local health and county staff members took advantage of this training offer,
becoming either Microsoft Certified Systems Engineers (MSCE) or Novell
Certified Netware Engineers (CNE). Once the staff members were trained,
they undertook the initial setup of the LAN for their LHJs, and the INPHO
project provided a LAN expert who would visit to help an LHJ with any
problems encountered. Through this method, the local staff not only received
the necessary training but also gained hands-on experience with the LAN that
they would be supporting.
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The downside to this approach was the existence of turnover among staff
members trained in LAN maintenance. When such turnover occurred, the LHJ
had to decide whether to replace a departed incumbent with an information
technology specialist or whether to fill the vacated position with a person
possessing the same expertise as the person leaving may have been originally
hired for. In most cases, LHJs chose to replace departing staff with other
information technology specialists.

WANs also required provision for maintenance. There are two components
of a WAN requiring maintenance. At the state level, there is the IGN for con-
necting the counties to the state, and at the county level, there is the network
that supports the county offices. The county staff members are responsible for
support of the network connecting the county offices. At the county level, the
INPHO project team made sure that whatever was being built would fit in with
the county’s own network plans; in many cases, the INPHO network develop-
ment became the beginning of a county’s infrastructure plan. Another strat-
egy to address the need for WAN maintenance was that the counties were
encouraged to use the INPHO network to support other county functions as
well. The underlying basis for this strategy was that the more people and
organizations using the network, the better the chance of long-term support.
The strategy was well accepted by the counties.

The Development Process

INPHO worked with each LHJ and county individually, avoiding stereotyp-
ing LHJ needs by population, size, geography, or economics. The INPHO
team’s negotiations with individual LHJs took place in five meetings over
three days: (1) an LHJ technology assessment meeting, (2) a preplanning
meeting, (3) an LHJ coordination meeting, (4) an LHJ and county meeting,
and (5) a technical meeting. The collaboration that resulted from these meet-
ings was the key to INPHO’s local success. These meetings set the stage for
the possible success or failure of INPHO. They determined LHJ buy-in and
enthusiastic compliance with INPHO on all levels, qualities that were impera-
tive for execution of such a large and complex information technology (IT)
project.

Technology Assessment
The INPHO team began by performing a technology assessment at each of the
34 LHJs to determine what equipment was available on-site and what would
need to be procured. At this time, the INPHO team began drafting a prelimi-
nary network design. This meeting was the initial exposure of the LHJ staff to
the INPHO project. It presented an opportunity for the INPHO team to begin
educating staff about the benefits of a statewide network and about network
security issues.
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The Preplanning Meeting
The preplanning meeting was a formal presentation of the INPHO project to
the LHJ administration and staff. The focus of this meeting was on INPHO’s
preparing the LHJs for what was to come. These meetings focused on discuss-
ing the project schedule and on offering the LHJ the associated equipment,
software, training, and support.

The LHJ Coordination Meeting and
the LHJ and County Meeting
The LHJ coordination meeting and the LHJ and county meeting were typi-
cally held on the same day. The LHJ coordination meeting focused on deter-
mining how the LHJ would approach the county information technology
management with the concept of the shared network.

In the meeting of the LHJ staff and county IT staff, the LHJ staff presented
the project to the county, emphasizing the importance of the project as a
public health initiative. INPHO encouraged the LHJ staff to take the lead in
these discussions with the county about the proposed network. Topics ad-
dressed at this meeting included security concerns, funding issues, and sup-
port issues. The deliverables from the LHJ and county meetings were a
high-level project plan, identification of staff to be involved and their project
roles, a high level design, and a tentative project schedule.

The LHJ and county meeting included the management and information
systems staff from the county and from the LHJ. This meeting focused on
development of a cooperative approach to implementing INPHO within the
county and the LHJ. If the county already had a network plan, INPHO insured
that any work being done would build into or compliment the county’s plan.

The Technical Meeting
The technical meeting included the INPHO team and LHJ and county techni-
cal staff. This meeting focused on development of an implementation plan for
the WAN configuration in that county and for the interconnectedness of the
physical computer networks. It created a detailed network design, including
a list of hardware and software that needed to be purchased. The INPHO team
approached these meetings with the intention of permitting the LHJ and the
county to own the resulting county network. Accordingly, INPHO was not
rigid about the LAN components or the configuration; INPHO gave the LHJ
the freedom to choose hardware and software that the LHJ staff would be
comfortable with. The only requirements from the INPHO team were that the
LHJ adhere to the state standard TCP/IP (Transmission Control Protocol/
Internet Protocol) protocol for its connection to the WAN for security reasons
and that the e-mail system use Simple Mail Transport Protocol (SMTP). This
flexibility allowed the LHJ to plan its network around its needs, with positive
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results. Some LHJs had sophisticated network plans already in place, whereas
others were using stand-alone computers that were not on a network at all.
The INPHO team tailored the amount of advice and help that it provided to
the needs and situation of the individual LHJ.

After completion of this series of planning meetings, the INPHO project
was considered to be under way in each county. At this point, actual orders for
equipment were placed, staff members were trained, and implementation be-
gan. INPHO tracked the progress of the LAN setup and the WAN connection.

Resources

The INPHO project was initiated through a grant from CDC ($1.8 million over
three years) in 1994. The original estimates for the project were about $4 million
for initial implementation and $1.6 million a year to maintain the WAN. WSDOH
also estimated an additional $1.5 million a year for LAN support. The Washing-
ton State legislature, through Washington’s Public Health Improvement Plan,
awarded $2 million for LHJ technology capacity development.

This allocation left a very big question as to who would pay the $1.6 million
annual maintenance. WSDOH approached the Office of Financial Management
(OFM) with a proposal to include the annual maintenance cost as part of the
Justice Information Network that OFM was coordinating the feasibility of devel-
oping. OFM requested that WSDOH coordinate the INPHO effort with the Wash-
ington State Department of Information Services (DIS). WSDOH and DIS broached
the idea of building INPHO as a shared network with the counties. DIS agreed to
partner with WSDOH in this effort, which became the beginning of the Washing-
ton IGN. DIS would eventually take responsibility for maintenance of the net-
work. Today, the use and maintenance of the network costs WSDOH only $124,000
a year. Training of county and/or LHJ staff to maintain the LAN environments
resulted in elimination of the $1.5 million per year that WSDOH would otherwise
need to allocate to LAN support.

Network Ownership

Throughout the development and ongoing support of the network, the owner-
ship has changed. The LHJs, with WSDOH approval, purchased the LAN equip-
ment and software, while WSDOH reimbursed the LHJs for their expenditures.
This arrangement gave ownership and responsibility for the LAN equipment and
software to the LHJs. This approach was well received. It allowed the LHJs to
expand or modify their networks as part of their own network infrastructures
without permission from the state. WSDOH maintained ownership of the WAN
and equipment, insuring that the WAN would remain a sharable resource.

Once the network was successfully implemented, WSDOH negotiated with
the Washington State Department of Information Services to transfer owner-



588 Part V. Case Studies: Applications of Information Systems Development

ship of the WAN components to DIS. In turn, DIS agreed to allow WSDOH to
use the network free for a period of two years. At the end of the two years, the
INPHO network officially became the Washington State IGN. The WAN com-
ponents that became the IGN were only those used to connect the county’s
primary network to the state. Other WAN components that connected LHJ
remote offices to the counties were not included in the IGN. Ownership of
these WAN components was given to the counties, so that the components
would become part of the county’s own network infrastructure.

Maintenance

The IGN support is being provided by the DIS, which is charging costs back
to the users of the network. The counties entered an agreement that if they
would house the IGN equipment and provide very minimal level support for
it, they would be provided two years of free service. This agreement expired
in June 1999, and today the counties are paying for their own usage.

Informatics

With the implementation of INPHO, public health in Washington has begun
to use technology in everyday life, with applications ranging from e-mail to
securing basic information about current events to conducting research.
Smaller LHJs that, in the past, were left out of public health discussions
surrounding legislation, budgets, and public health planning are now brought
to the table through electronic discussion groups. Web-based training is be-
coming very affordable and available for staff who cannot usually leave the
local health offices because of staffing needs and financial concerns. Though
the network in itself is not the answer to spreading the knowledge of
informatics, it is certainly an enabling technology.

Project Organization

The INPHO steering committee directed the overall activities of the project.
This committee was made up of the WSDOH Secretary, a state health officer, a
representative from the OFM, a representative from the DIS, a WSDOH Health
Liaison Manager, the WSDOH Information Technology Director, the WSDOH
Management Services Assistant Secretary, and the INPHO Project Manager
and a Project Technical Coordinator.

The INPHO Workgroup was made up of staff from UW, from several LHJs,
and from the WSDOH program staff.

This group worked on training issues, the design of the Web pages, e-mail,
and listserves.
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The full time INPHO project team consisted of only three staff members: the
project manager, the project technical coordinator, and the technical expert.

Technology Used

The WAN was made up of T-1 frame-relay circuits with a committed information
rate of 384 KB. TCP/IP is the only protocol allowed natively on the network.
There are certain applications in use that tunnel other protocols within TCP/IP,
though such tunneling is discouraged. Each county has a Cisco router for con-
necting to the WAN. The Cisco router is initially configured to prevent all in-
bound traffic except e-mail from accessing a county’s network.

Lessons Learned by the INPHO Team
During the experience of implementing INPHO, project team members learned
many valuable lessons. Some of these lessons are listed and discussed below.

Always Stay Focused on the Vision

The INPHO vision is to provide all public health officials access to authorita-
tive, timely, accurate information. There are many roads to achieving this
destination, but there are also some dead ends. INPHO tried to be as flexible
as possible when it came to accommodating the county’s technical prefer-
ences. When dealing with different technologies and approaches to connect-
ing the LHJs to the network, INPHO made it very clear that the only thing that
was not negotiable was that the LHJs would have access to authoritative,
timely, accurate information. This information may be residing at the CDC in
Atlanta, at the state health department, at other LHJs in Washington, or out on
the Internet. The vision became the guiding principle in all INPHO activities.

Use Proven Technology, but Not Old Technology

When INPHO began, frame-relay technology for high-speed WANs was just emerg-
ing. The technology was proven to work well, and in many cases it cost signifi-
cantly less for the same throughput as the traditional dedicated T-1 circuits.
INPHO chose to use frame-relay technology, and this decision was well accepted
by the county’s technical staff because it was a new but proven technology. At the
LAN level, we recommended that the counties use either the latest version of
Novell’s Netware or Microsoft’s NT Server as their network operating systems.

Use National Standards but Avoid the Holy Wars

INPHO chose to use the basic Internet standards for communicating through-
out the network. The SMTP was used for all external e-mail. TCP/IP was
selected as the only protocol that would be allowed on the WAN, though
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tunneling of other protocols within TCP/IP was permitted if there was an
application that required other protocols. INPHO chose not to attempt to set
platform standards at the county level, though from a support and training
standpoint, it would be more efficient to pick a standard LAN operating sys-
tem and a single e-mail package. One reason for INPHO’s decision to avoid
imposing an operating system on local users is that there are very strong
opinions and biases, especially when it comes to views of predominant ven-
dors. For example, many prospective users were true Microsoft believers and
steadfast Novell advocates, but there were also Macintosh and IBM support-
ers. INPHO avoided these “holy wars,” because project team members be-
lieved that local resistance to attempting to set standards in these areas might
have prevented achievement of the INPHO vision.

Each LHJ and County Is Unique; Avoid
Stereotyping in the Assessment of Needs

Making assumptions about a county’s technical capability, political makeup,
and needs based on size, fiscal status, or geography is dangerous. After all, it
is the people and priorities that determine the technical capabilities and needs
of a county. Politics, in fact, played a major part in INPHO’s technical designs
for the county portions of the networks. In Washington State, all LHJs are at
the county level. But in many cases, effectively providing for public health
in the communities required LHJs to maintain strong ties to the cities and
their political structures.

The INPHO team made it a point to try to go into each jurisdiction without
a preconceived notion of what to expect in terms of politics, technical ability,
or the jurisdiction’s desires. This objective approach paid dividends. Con-
founding stereotypical conceptions, INPHO team members found that some
small counties had highly qualified technical staff and very solid informa-
tion technology infrastructures, whereas other, larger counties lagged far be-
hind in technological capacity. In addition, the relationship between the LHJ
and a county was a key factor in determining how to approach the design and
implementation of the project. In the best cases, the LHJ and the county IT
staff had very good relationships, and cooperation was easy. In other cases,
the LHJ and county staff actually disliked one another. In yet another case
involving a large city, the LHJ did not want to partner with the county for fear
that the city might feel alienated. Avoiding preconceptions about an LHJ’s
needs allowed the INPHO staff to identify such political and relational fac-
tors, and these factors in turn became crucial to the design and support struc-
ture for a network.

Politics Count and Are to Be Ignored Only at a Project’s Peril

Ignoring the politics associated with a network project is like driving at high
speed with your eyes closed. A “driver” may get lucky and progress for a
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while without an accident, but the odds are that he or she will come to a very
unpleasant stop. Thus, understanding the history of the relationship between
the county and the state is important. Knowing what has happened between a
county and a state in the past and being sure to address resultant concerns are
ways to insure that a project will not be negatively impacted by history.
INPHO ran into several situations in which state agencies had come into a
county office, installed a PC for a specific job function, and left without
making provisions for local staff training or for support. The result was mas-
sive confusion—of the person with the PC left on his or her desk, and, even
more so, of the county IT staff members expected to furnish the support. In
other cases, state staff had loaded software on a county PC, changed the
configuration, and left without ever notifying the county IT staff of the pur-
pose and nature of the change.

In light of this history, INPHO made a commitment to the county IT staff
never to make any changes to a PC or to a network without notifying IT staff
in advance and updating it when changes were accomplished.

The INPHO team also designed technical solutions to mitigate some of the
political situations. For instance, INPHO always made sure that county offic-
ers understood the public health nature of the project and that the LHJ was
funding this project. Permitting the LHJ to become a source of project funds
through WSDOH reimbursement became important to political acceptance of
the project. Typically, an LHJ accounts for 1–3% of the overall county bud-
get, while the criminal justice system typically makes up over 70%. The
needs of the criminal justice system obviously take priority over public health
needs. INPHO’s decision to allow the LHJ to provide the funds to the county
for the project put the LHJ in control. This solution was especially effective
in the situations in which the political relationship between the county and
the LHJ was poor. In the cases involving a large county and large cities,
housing the WAN equipment in the LHJ provided the LHJ with leverage.
Although the WAN remained part of the county’s infrastructure and a means
of connecting to the county network, the fact that the WAN equipment was
housed in the LHJ left no doubt about ownership of the equipment and who
was in control. In King County (Seattle is in King County), it took nine
separate meetings with different groups and individuals to design a network
architecture that was acceptable to everyone involved.

A Legislature Can Make a Liar Out of You in a Hurry

Throughout the implementation of INPHO, funding was always a tenuous
issue. It was a given that the federal funds would not continue. INPHO team
members had approval for state funds to underwrite operational costs for two
years after the network was completed. INPHO had been telling the LHJs and
counties about the funding arrangements and emphasizing that after two years
of operations, funding was uncertain; at the same time, the LHJs would al-
ways have the option of paying for INPHO costs or else disconnecting.
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However, the Washington State legislature developed other ideas. The 1997
legislature decided that the state should not be paying for a network that sup-
ported the counties. Accordingly, the legislature pulled the funding two years
early. INPHO was not given an opportunity to explain that the network was
primarily for the use of the state and that the counties were using it to access state
systems. With the support of the Department of Information Services and the
State Department of Health, the portion of the network that connected to the state
was sustained by the state for the additional two years. The portion of the network
that was used only by the counties was left to the counties to support. The coun-
ties begrudgingly did pay for those parts of the network.

Build It to Last

During the project, INPHO team members learned that, when building a sys-
tem, staff should use quality equipment and software. Wherever possible, the
system should be built so as to avoid or minimize ongoing costs. For ex-
ample, in many cases, using fiber optic cable for connections is expensive up
front, but the added growth capacity and the minimization or elimination of
recurring costs make use of fiber optic cable very attractive. INPHO also used
microwave for connecting offices in cases in which fiber was too expensive
and a line of sight existed. Microwave proved to be not quite as reliable and
maintenance-free as fiber, but it was substantially less expensive than data
circuits, and it provided LAN speed bandwidth.

The Major Lesson Learned for
the Informatics Practitioner

For the practitioner of the discipline of informatics, there is a major lesson
stemming from the INPHO project: Stay focused on the public health problem
to be addressed by a project. It is easy for people to get caught up in cool
technology and to lose focus on the actual public health problem to be solved.
However, it is essential for a public health practitioner to recognize that tech-
nology is a means, not an end. One experience of the INPHO project team
illustrates this important principle. The first INPHO Web site was designed
with a really attractive graphic that was very public health-oriented and fea-
tured links to several public health sites. The group that designed it was quite
proud of it. The first training session that was given to an LHJ was going
really well. The trainers were using the new Web page to show the LHJ staff
how to surf the Web, and the participants were excited. Then one of the LHJ
staff commented, “This is really cool, but how do I address the real questions
we get every day? Today, I’m being asked, can a person use Hartz 1-3 flea
shampoo to get rid of head lice on their children?” This one comment made
the Web design group eliminate the “cool” graphics and instead develop a
Web page that was much more information-driven.
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The Future of These Types of Systems

We believe that the market for large networking projects for public health
will diminish over time. As networks are constructed by use of nonproprietary
technology and in particular by use of TCP/IP, the need for more networks
will diminish while the need for increased network speed will continually
rise. With the availability of new high-speed Internet connections such as
cable modems and with digital subscriber lines (DSLs) becoming available to
more and more remote communities, the emphasis will switch from connect-
ing people to networks to providing services in a secure manner over existing
networks. Many of the challenges addressed in this chapter will continue to
be challenges, however. We will still face the challenges of the lack of trust
between government entities, of making the technology fit into the day-to-
day business practices of public health, and of fear of abuse of the Internet
and of data and information. A major challenge for the future will be gaining
the trust of the citizenry that government can provide systems that are easy to
use, efficient, and convenient while also protecting personal data. One tech-
nology that will be a major player in public health’s addressing this chal-
lenge is the Public Key Infrastructure (see Chapter 10).

Advancing Technologies That Will Change
the Way Public Health Systems Operate:
Public Key Infrastructure

The use of Public Key Infrastructure (PKI), in particular the use of digital
signatures for authenticating users, is going to play a huge role in how public
health will conduct business over networks. By focusing on authenticating
people and securing information over the network, PKI will reduce the need
for dependency on secure WANs and instead focus security closer to the source
of the data. Networks will need to focus on increasing bandwidth and reliabil-
ity to address the increasing use of multi-media and other forms of informa-
tion sharing.

Questions for Review

1. Explain how access to the Internet paved the way for LHJs to be receptive
to the INPHO project. What were the primary concerns of the LHJs with
regard to access to the Internet?

2. Why did counties develop such mistrust of state agencies and agency
systems?

3. Explain how the ingenuity of WSDOH staff helped to overcome obstacles
posed by the poor telecommunications infrastructure in rural areas.
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4. To what extent did counties and LHJs actually pay for the networks made
possible by the INPHO project?

5. Explain the development process used by INPHO in working with each
LHJ and county individually. What were the components of this process?

6. Why was it important for the INPHO team to leave most decisions regarding
LAN components and configuration to the LHJs? What were the only
requirements imposed on LHJs by the INPHO project, and why were these
requirements important to the success of the project?

7. How did the INPHO project solve the problem of securing resources to
underwrite the estimated $1.6 million in annual maintenance?

8. Why was an arrangement set up whereby the LHJs purchased LAN
equipment and software and WSDOH reimbursed the LHJs? Why didn’t
WSDOH merely purchase the equipment and software directly?

9. How was staying focused on the vision for INPHO translated into action
by the INPHO project team?

10. In what way did the INPHO project use national standards and avoid the
“holy wars”?

11. Why was it valuable, indeed crucial, for the INPHO team to approach each
jurisdiction without a preconceived notion of jurisdictional politics,
technical ability, or desires and needs?

12. In what sense did recognizing the political environment surrounding the
LHJs become important to the INPHO project’s success?
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Learning Objectives

After studying this chapter, you should be able to:

• Explain the reasons that community health information activities have
been the focal point of the personal healthcare industry.

• Describe the history of the community health information movement.
• Understand the problems that prevented the successful implementation of

previous community health information systems and describe possible
future successful implementation strategies.

Overview

The history and evolution of the community health information movement
can be considered a case study. Beginning with the Community Health Man-
agement Information System, an initiative of the John A. Hartford Founda-
tion, and continuing through failed efforts to form community health
information networks (CHINs), the movement has essentially progressed in a
circular fashion, returning to its original starting point. The lessons learned
from the long history of failures provide a blueprint for those who would
succeed in providing community health information services. These lessons
include the requirement to focus on information needs rather than wants; the
importance of establishing information services on a business basis; as the
model for building CHIN collaboration must fit in a competitive framework,
recognition of the importance of defining roles clearly; the need to narrow
the scope of community health information init iatives; and the
acknowledgement that the privacy of health information as a legitimate con-

All my life’s a circle, sunrise and sundown.

—“Circle,” Harry Chapin, 1972
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cern. Ultimately, the success of the community health information movement
resides in forming partnerships among health enterprises, vendors, and com-
munity groups. A few organizations are already encountering success with
this model. Public health organizations can benefit substantially from be-
coming partners in such community health information initiatives.

Introduction

Circuitous is a very appropriate term to describe the meanderings of the com-
munity health information movement over the last 10 years. The movement
has undergone various transformations, from community utility to public
sector panacea to commercial network to reviled failure to dot.com dream and
back to a community tool. The community health information movement has
experienced highs, lows, and everything in between.

Examining this movement in the context of public health is a somewhat
problematic proposition. At first glance, the phrase community health infor-
mation sounds tailor-made for public health. If you knew nothing more than
the name, you might assume this movement had been created and driven by
public health to serve community needs. In fact, the community health infor-
mation activities, as defined below, have largely been outside the province of
public health. Public health has been an occasional participant, but rarely a
driving force. It is the personal healthcare industry that has been the focal
point for most community health information initiatives.

If there is one word to account for the prominence of personal health over
public health in community health information activities, that word is money.
Monetary issues have driven much of the community health information move-
ment over the last decade. Most efforts were concerned with profit making or else
they were designed to reduce the cost of care and/or administration. In either
case, the personal health services industry was a far more lucrative target than the
public health sector. Despite this emphasis, the community health information
movement is an important area of study for public health professionals. The
lessons learned over the past decade in trying to make a collaborative commu-
nity-based program work are directly applicable to public health, which so often
works in a similar environment. Also, public health professionals will have to
find creative ways to leverage the information technology investments of the
personal health industry if they wish to meet their own needs. Along these lines,
this chapter will review the history of the movement, profile selected community
health information activities, discuss specific issues of interest to public health,
and speculate on future directions for the movement.

Definitions

Before proceeding further, it is important to narrow the scope of this chapter
by defining terminology. The place to begin is with community. Community
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is a very familiar term to public health practitioners. It is used both to de-
scribe a collection of people bound by geography and those bound by a
shared characteristic (e.g., disease or ethnicity). For the purposes of this dis-
cussion, community refers to the collection of individuals and organizations
that comprise the health services market in a given geographic area. This
definition deliberately encompasses a broad range of possibilities. The geog-
raphy can be statewide, regional, or local. The market participants can in-
clude some or all of the stakeholders.

Like community, health information covers a vast landscape. For the pur-
poses of this discussion, health information includes any data related to popu-
lation or personal health services. Although many of the efforts that will be
examined focus on a relatively narrow scope of data, there is no per se re-
quirement to exclude any specific information from consideration.

There are a variety of terms appended to community health information.
The most common is network. A community health information network is
often referred to as a CHIN. This acronym is sometimes used to characterize
all community health information activity. As will be discussed below, CHIN
has a more specific meaning.

Finally, the term movement will also be used in conjunction with community
health information. Although there are a variety of organizations that sprang up
to address community health information activities of many types, there is no
formal, exclusive, organized national collective of those organizations involved
in community health information activities. The movement, as defined in these
pages, refers simply to those individuals and organizations that have a self-
declared interest in community health information activities.

History

To understand the current state of the community health information move-
ment, it is first necessary to review the history.

Community Health Management Information System
The community health information movement could be said to have begun in
1990. That was the year the John A. Hartford Foundation, a private philan-
thropy based in New York City, first debuted its Community Health Manage-
ment Information System (CHMIS) initiative. Under the leadership of its
Program Director, Richard Sharpe, the Hartford Foundation had invested heavily
in a variety of efforts to better manage health cost and quality. These pro-
grams were generally targeted at measuring some dimension of performance,
identifying a path to improvement, and then applying this knowledge to
drive change. Researchers, consumers, providers, purchasers, and payers were
all involved in these programs to varying degrees.

In assessing the challenges faced by grantees in the cost and quality man-
agement program, Sharpe identified a common concern—lack of data. Across
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all domains, for all users, it was very difficult to make significant progress
because the data needed to measure some dimension of performance was not
readily accessible. Assessing performance, of course, is a prerequisite for im-
proving performance. Therefore, Sharpe believed that the healthcare system
would be unable to significantly improve performance in the cost or quality
domains unless and until data could be made readily available to users. Spe-
cifically, Sharpe envisioned a blended data set that included claims data,
selected clinical information, and demographics. When aggregated across a
given community, this database could be used to assess population health,
provider performance, effectiveness of selected treatments, cost and utiliza-
tion of services, and a variety of other key performance measures.

Sharpe believed there was only one way to collect and aggregate this
complex data set in a cost-effective manner. That was to create a robust elec-
tronic transaction processing system for the health industry similar to the
information infrastructure enjoyed by the banking and financial services in-
dustry. This system would be known as the Community Health Management
Information System, or CHMIS. CHMIS was to be comprised of three key
components:

1. The organization. CHMIS was assumed to cover a given geography,
usually a state. The CHMIS organization was a collaborative body drawn
from key stakeholders in the health community. While the organization
was open to all, it was to be controlled by the demand side, consisting of
purchasers and consumers. Demand-side control was seen as necessary to
convince reluctant providers and payers to participate and share data. The
organization was to govern and operate the system and establish rules for
participation.

2. The transaction system. CHMIS envisioned an electronic network that
carried transaction flows between health industry trading partners. The
network would be built and operated by contractors hired by the
organization and funded by fees on the transactions. As the transactions
moved across the network, data elements would be extracted and shipped
to the data repository.

3. The data repository. The heart of CHMIS was the data repository. This was
a massive central database fed by the transaction system and governed by
the organization. Subject to privacy and security limitations, the data
repository would be accessible to all members of the community who
wished to mine the information.

Although the details have changed over the years, the three basic compo-
nents of CHMIS have endured and continue to this day to guide developers of
community health information initiatives. These three basic components are
now:

1. A community of stakeholders who agree to participate in a system and
abide by rules in exchange for the benefits of connectivity.
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2. An electronic network that links trading partners, facilitates information
exchange, and enhances communication.

3. Aggregating and sharing information across enterprises to improve
performance (these days, it is more likely to be virtual aggregation rather
than physical).

In early 1991, the Hartford Foundation made a series of initial grants to
community groups in Iowa, New York, Tennessee, and Washington State. Even-
tually, by the mid-1990s, the CHMIS grant program supported seven commu-
nity sites directly (Minnesota, Ohio, and Vermont were added to the original
group) and many other communities indirectly.

CHMIS was the first organized effort to advance the concept that health ser-
vices stakeholders could be connected across enterprises (inter-enterprise.) Prior
to CHMIS, the focus of health information networking had been either intra-
enterprise or limited to a specific subset of the stakeholders. The Hartford Foun-
dation and its grantees spent a great deal of time in the early 1990s promoting the
CHMIS concept across the nation and within the health industry. In 1992, the
CHMIS specifications were published jointly by the Foundation, by the sites,
and by Benton International, a consulting firm retained by the Foundation. This
detailed CHMIS design provoked a great deal of interest and opposition.

The key distinguishing aspect of CHMIS was the data repository. The transac-
tion system was seen as a means to an end—populating the repository. This
concept was very different from many following efforts that focused much more
heavily on networking and administrative simplification. The data-centric focus
was one of the major challenges the CHMIS initiative faced. Although many in
the health services community were intrigued by the concept of linking the
stakeholders electronically, they raised the following concerns:

Proprietary Data

For those on the supply side, the idea that their performance was going to be
profiled based on data gathered by the repository was a significant problem.
Concerns ranged from fears of being competitively disadvantaged to prob-
lems with methodology and fairness. The data-driven aspect of CHMIS, linked
to a focus on performance, alienated many on the supply side.

Demand-Side Control

Supply-side concerns about performance profiling were exacerbated by the
demand-side control over the governing organization. It felt to some industry
participants as if CHMIS was being done to them rather than with them.

Privacy

Whereas the supply side was concerned with competitive issues, privacy ad-
vocates were worried about the confidentiality of personal health informa-
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tion. The potential threat to privacy posed by aggregating health information
was profound. The CHMIS sites and the Hartford Foundation acknowledged
this concern and worked aggressively with the privacy community to address
concerns. Although the issue was mitigated over time, it never went away.

Feasibility

The CHMIS initiative arose prior to the Internet revolution. Many of the
technology people in health services liked the concept, but they questioned
whether it could ever be achieved. Technical, financial, and political con-
straints were all identified. In particular, the nonstandardized, heterogeneous
hodgepodge of disparate information systems present in most healthcare com-
munities seemed an insurmountable barrier to seamless connectivity. In some
sense, the very grandeur of the CHMIS idea was its major failing. To many,
CHMIS was seen as too big to be true.

The Public Sector: Health Care Reform
As CHMIS geared up in the early 1990s, it shared the stage with another more
prominent movement, health care reform. At the national and the state level,
reformers zealously attempted to solve the myriad problems afflicting the
health system. Some reform initiatives were market-based; most, however,
were more oriented to the public sector and the power of legislation and
regulation. Cost and access were the focus of most reform initiatives. How-
ever, many of these efforts included health information on the reform agenda.

In many respects, the health care reform movement was stillborn. The ac-
tion never matched the rhetoric, and the failures of the Clinton reform plan in
1993–1994 dissipated much of the movement’s energy. However, a few states
did enact comprehensive reform bills and included health information to
some degree. Not coincidentally, three of the CHMIS states, Washington,
Vermont, and Minnesota, were among the group that passed legislation.

The public sector community health information efforts varied consider-
ably, as did the rest of reform packages. Minnesota created a public-private
partnership, the Minnesota Health Data Institute (MHDI) that still exists to-
day. Vermont addressed the health information issue at more of a conceptual
level and had not really implemented much when the law was swept away in
the health care reform backlash of the mid-1990s. The Washington State health
information proposal was the most comprehensive and far-reaching, and it is
the one that will be discussed here.

The 1993 Health Care Reform Act in Washington State was extraordinarily
comprehensive. It totally reworked the state’s health system. The law has
been described as “Clintonesque,” in that it was similar to the proposals ad-
vanced by the President. One component of the law, passed in April 1993, was
the Health Services Information System (HSIS). Not surprisingly, HSIS was
also very comprehensive in nature. A la CHMIS, the heart of the system was a
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comprehensive data repository that would be used by the state to assess and
control the healthcare marketplace. Others would also be granted access to
the data, as appropriate to meet their health information needs. A transaction
system was assumed, and in place of the CHMIS organization, HSIS would be
governed by the state.

Between 1993, when HSIS was created, and 1995, when it was repealed
along with most of the rest of the reform law, the state Department of Health in
concert with the state Health Services Commission engaged in extensive plan-
ning work. Everything from financing to data sets to privacy was assigned to
committees for consideration and review. It is hard to assess HSIS in isolation.
HSIS was part and parcel of the 1993 Act and therefore was subject to all the
complex political currents that buffeted the short-lived bill. However, it is
instructive to examine why HSIS struggled. Some of the concerns were simi-
lar to CHMIS:

Data Aggregation

Even though it was the state gathering the data rather than a private commu-
nity group, many were horrified at the thought of a giant central repository.
This was one issue about which the right wing and the left wing shared a
common view. Both segments of the political spectrum were alarmed at the
thought of the state’s possessing a data resource of this magnitude. The pri-
vacy issue was perhaps the single biggest factor in the demise of HSIS.

Feasibility

HSIS was also too big to be true to most people. Furthermore, the technolo-
gists in the health industry were even more skeptical of the state’s ability to
pull it off than they were of CHMIS.

Funding

HSIS was essentially an unfunded mandate. The law required HSIS to come
into existence, but there was very little state money budgeted to bring the
system about. A specific funding source was not identified in the controlling
legislation. It was presumed that the private sector would build the system.
However, the private sector had little interest in spending money to achieve
public sector data gathering objectives.

Going into the 1995 legislative session, HSIS was on life support. By the
end of the 1995 session, the legislature mercifully put HSIS out of its misery.
HSIS was the high-water mark for comprehensive community health informa-
tion initiatives undertaken by the public sector. As will be described later in
this chapter, other public sector efforts of more modest scope continued. How-
ever, the mid-1990s marked the beginning and the end of the states’ efforts to
implement CHMIS-like systems.
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CHIN
There were members of the community health information movement who
were quite taken by the network aspects of CHMIS but were alienated by its
data-centric focus. This wing of the movement saw community health infor-
mation initiatives as primarily a means to forge communication links among
health industry stakeholders and to simplify administration. Members of this
movement deliberately excluded any concept of a central database. In fact, it
was an article of faith among this group that data owners must keep full
control over their information if the community effort was to be successful.
This wing of the community health information movement can be broadly
characterized as CHINs.

CHINs were the natural heirs to the CHMIS vision. They had learned from
the struggles of the CHMIS movement and the failures of the public sector.
Although CHINs varied enormously across communities, they can still be
said to have some common design elements, as shown in Table 27.1.

CHINs enjoyed quite a heyday from 1994 to 1996. There was even a CHIN
trade association, the Comnet Society. Every conference on health informa-
tion networking featured CHINs. Comnet estimated that over 500 CHIN-like
entities existed across the country.1 (Coment’s numbers were never fully vali-
dated and should be viewed with caution.) Some saw CHINs as the salvation

TABLE 27.1. Common design elements of CHINs

Design Element Characteristics

CHINs were very much a commercial undertaking. Ma-
jor health information technology companies actively
pursued the CHIN business. Ameritech, IBM, several
major banks, and others staked out the CHIN market as
theirs. In some cases, the vendor sponsored the CHIN. In
other cases, they worked for a community group spon-
soring the initiative.

Ownership CHINs were largely driven by the supply side. Hospitals,
integrated delivery systems, health plans, and trade asso-
ciations all sponsored CHINs in one geography or an-
other. Consumers, government, and purchasers were
largely absent from the CHIN movement.

Commercial involvement

Consistent with the name, CHINs were oriented around
networking solutions rather than databases. Linking trad-
ing partners and exchanging information was the key goal.
Reduced costs of administration were the major selling
point. Some saw the CHINs as the community network.
Others saw them as a network-of-networks that would tie
together rather than replace enterprise networks. The latter
view was more common among CHIN proponents.

Network-centric
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of the industry. However, like CHMIS, even during the high times, there were
many doubters. The anti-CHIN faction made the following arguments:

Feasibility

The focus might be different, but CHINs had done little to solve the endemic
networking problems of the health industry that had foiled CHMIS. The ab-
sence of standards, a proliferation of proprietary products, and old legacy
systems made common connectivity horrendously expensive. Few were will-
ing to pay such a price.

Politics

Taking the demand side away removed the onus of being pressured from
above. However, constituting governing bodies with supply-side stakehold-
ers effectively meant putting competitors together around the table. This
created a complex set of political agendas.

Trust

To move forward with a CHIN, enterprises were effectively being asked to
entrust mission-critical information systems to cumbersome cooperative
groups. This left many chief information officers and chief executive officers
feeling queasy. They were not confident the CHIN could execute.

The Inward Focus

One component of the CHIN debate was less about the “how” of the CHIN and
more related to why. A number of the naysayers questioned the whole premise
of inter-enterprise connectivity. They took the position that all they needed
to do was wire up the stakeholders behind their four walls, and that would be
that. They saw no business rationale for inter-enterprise connectivity.

By late 1995 and early 1996, the CHIN movement was in serious trouble.
High-profile CHINs, Chicago being the best example, were flailing and fail-
ing. Comnet was struggling, and the organization eventually closed down.
The major CHIN vendors reduced or terminated their involvement in the in-
dustry. As fast as the CHIN movement had risen, it now crashed. To this day, a
CHIN is a metaphor to many for a big, expensive failure. It is not at all uncom-
mon for a community health information initiative sponsor to start off de-
scribing his or her effort by insisting, “We’re not a CHIN.”

Enter the Internet
The community health information movement was in serious jeopardy.
CHMIS, the public sector, and CHINs had all sounded great in their promises
and then failed to deliver much of substance. The intra-enterprise advocates
were saying, “I told you so.” The movement was at best moribund. Most
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community stakeholders did not see a need for a community health informa-
tion infrastructure. Those that did see the need could not see a way to make it
happen. Then, a new trend emerged that changed everything—the Internet.

The Internet revolution has been thoroughly documented and chronicled.
This chapter will not revisit this subject. Suffice it to say that the importance
of the Internet revolution to the community health information movement
cannot be overstated. The rapid deployment and adoption of Internet tech-
nology rescued the movement from the brink and offered immediate benefits:

Taking the “Why” Question off the Table
Community health information advocates spent much of their time on “mis-
sionary” work. They needed to convince increasingly skeptical healthcare
communities that connectivity would and should happen. As long as the
debate raged around the why question, little concrete progress could be made
on implementation. By the end of 1997, the long-running debate of inter-
enterprise versus intra-enterprise had been decisively resolved in favor of
inter-enterprise. It was clear that simply connecting up within the four walls
of the enterprise would not cut it in a “wired” world. The Internet was demon-
strating the benefits of the seamless network the “community” missionaries
had always described.

Providing the Means
Although the primary struggles of the movement to date were more political
than technological, the absence of a means to execute the vision, even for
those who were convinced of the need, was problematic. Internet technology
offered a relatively cheap, increasingly ubiquitous, standards-based means to
link community stakeholders. The Internet answered the most important as-
pect of the “how” question. It was clear that some form of Internet technology
was going to be the ultimate community health information network.

Leveraging Investment
For a community health information initiative to succeed, there had to be a
supporting infrastructure. Individual enterprises had to invest in automation,
move data from paper to electronic form, and train and provide incentives for
users. The lure and the promise of the Internet brought forth significant levels
of information infrastructure investment. Hospitals, health plans, physicians,
and government began to see health information technology as a key strate-
gic investment. Similarly, on the commercial side, risk capital began to flow
to the healthcare information technology (IT) vendor community.

This convergence of the Internet and the community health information
movement spawned a new breed of initiatives. Tyler Chin, of Faulkner &
Gray, described them as “CHINInternets” (T. Chin, personal communication,
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1997). These initiatives have seized on the promise of the Internet in many
different ways to meet the shared health information needs of their communi-
ties. In many cases, the sponsors of these efforts explicitly acknowledged the
problems of the past and sought to build their new models on a firm founda-
tion of lessons learned. Before reviewing specific initiatives, it is helpful to
consider the key lessons learned.

Lessons Learned in the Community
Health Information Movement
As can be seen from the history described, there were many lessons to learn
from the CHMIS, CHIN, and public sector experience. Although the learning
experience varied across markets, it is possible to distill a set of the most
salient lessons that seem to predominate in all settings:

• The need to differentiate between needs and wants and to target needs. A
want is defined as something nice to have. A need is something that someone
will pay for. Targeting needs is critical. Even in the not-for-profit
environment, someone has to pay in order for progress to be made. Many of
the community health information initiatives that failed never adequately
appreciated the distinction between needs and wants. They generated
considerable excitement by discussing all the functionality that frustrated
health industry stakeholders had long wanted but were largely unwilling
to invest in. Then, when the call came for funds, the sponsors heard the
refrain, “I assumed someone else would pay for it.” These initiatives ended
up trying to fulfill big dreams with small budgets, a recipe for failure.
Savvy community health information operators have learned to cut through
the wants and to focus on the needs.

• The need to build the business case for a concept. Much of the early work
in the community health information movement was related to sharing the
vision. The need was so profound that it seemed more important to solve
the systematic problems rather than quibble over how to fund the solutions.
This ignored the day-to-day reality faced by the enterprises participating
in the community endeavor. These enterprises faced demands for IT
solutions well out of proportion to the budget dollars available to fund
them. The enterprises tended to prioritize those solutions that addressed
urgent needs and could be justified on a business basis. To secure
community investment required a clear delineation of the benefits that
will be generated. Long-term vision might inspire, but a good return on
investment is more likely to engender support and participation.

• The need to focus on more than a network. Prior to the Internet revolution,
most of the community health information initiatives focused most of their
energies on developing a network capability. The emergence of Internet
technology as a network solution allowed community organizers to expand
their vision. Whereas some community groups leveraged Internet
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technology to deploy private networks (Intranets or Extranets), many other
groups focused their energies in other complementary areas—for example,
development and implementation of standards, security and privacy
practices, education and training, applications, etc. The presence of Internet
technology has freed the community health information movement to go
beyond CHINs and offer more than just a network.

• The need to use the competitive versus the collaborative model. Idealists
in the community health information movement cherished the hope that
much of the health information infrastructure would be built on a
cooperative basis. The growth of the commercial IT sector has proven this
belief false. In addition, many of the enterprises that comprise the local
health services community have their own electronic strategy. These
enterprises are not looking to either a community group or a commercial
entity to meet their needs. Rather, they plan to do it themselves. In fact,
many of these enterprises explicitly reject a collaborative strategy because
they see their electronic-health (e-health) initiatives as a means to
competitively distinguish themselves. This has forced community health
information groups to acknowledge a fundamental truth: most of the health
information infrastructure will be built under the competitive model. The
challenge for community groups is to prioritize those limited collaborative
components of the overall infrastructure that most effectively leverage
and support the competitive investments being made.

• The need to define roles. The early community health information
initiatives perceived the need to “do it all.” They saw few ready partners at
hand and assumed that if they did not address a key component of the
community infrastructure, it would not get built. To some degree, this
perception placed community groups into a competitive situation with
others working to achieve similar objectives. As the movement matured,
community groups recognized that they could not and should not attempt
to build the entire health information infrastructure. There are roles for
many different types of players. Linking and leveraging the amalgam of
talent and resources devoted to improving the health information
infrastructure makes far more sense then working at cross-purposes. The
community groups need the enterprises, and vendors to be successful in
their work. The vendors and enterprises can accelerate what they are trying
to achieve with the help of the community groups. Clearly defining roles
and constantly seeking to build and strengthen partnerships are now seen
as crucial aspects of the work of a community health information group.

• The need to narrow project scope and to avoid creeping incrementalism.
Trying to live down the claim of being “too big to be true” has dogged
many of the more ambitious community health information efforts. Focus
has become an important element of success. Most current community
health information initiatives have narrowed the scope of their work
considerably from the halcyon days of CHMIS. Taking slow, measured,
clearly defined steps that address urgent business needs of key stakeholders
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is widely seen as the most likely path to success for community health
information initiatives.

• The need to address privacy matters. The concerns about health information
privacy first encountered by CHMIS have continued to proliferate. The
gradual automation of the health industry, coupled with highly publicized
security failures, have sensitized many policy makers, media people, and
ordinary consumers to the need to protect the privacy of personal health
information. For many people, their health records are the most sensitive
data they have. Although the community health information movement
has always seen itself as a force for social good, privacy advocates see any
aggregation of health information as a potential threat. Privacy and security
concerns are here to stay, at least for the immediate future. Addressing
these concerns is both an obligation and an opportunity for the movement.

The Community Health Information
Movement in Action

The lessons described are best understood in the context of specific initia-
tives. Listed below are six leading community health information initiatives.
Together, these six organizations illustrate the past, present, and future of the
community health information movement.

Minnesota Health Data Institute
The Minnesota Health Data Institute (MHDI) is a unique public/private part-
nership in the state of Minnesota. MHDI operates as a private, not-for-profit
organization; yet, it was created by the Minnesota legislature in 1993. The
21-member board, comprised of purchasers, providers, payers, the public sec-
tor, and consumers, works closely with the Minnesota Commissioner of Health
to accomplish its mission:

 “To design and implement an integrated state wide health care data system to support
the information needs of health care consumers, purchasers, providers, payers, pol-
icymakers, and researchers in measuring and improving the quality and efficiency of
health care services in Minnesota.”2

MHDI has programs in quality measurement, electronic commerce, and
privacy. MHDI has lived through the evolution of the community health
information movement. It was originally a CHMIS site, and it sought to ex-
ecute its mission on the comprehensive scope of the CHMIS vision. However,
early on, the community leaders recognized that the full-scale CHMIS ap-
proach would not work in Minnesota. They sought instead to create a CHIN-
like approach. Their solution was a private Intranet called MedNet.2

MedNet sought to match the community governance of CHMIS with the
“network-of-networks” CHIN concept.
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MedNet was not designed to be the sole network in the community. It was
envisioned as a means to link the existing networks of key health care enter-
prises. MedNet enjoyed early success as some of the major market partici-
pants connected to the network. However, usage was limited, and transaction
volumes suffered. In an effort to boost network usage and diversify its elec-
tronic-commerce (e-commerce) offering, MHDI pioneered an eligibility ap-
plication, the central query system (CQS). The CQS was designed as a common
eligibility portal for public sector and private sector eligibility data. Minne-
sota Medicaid was the initial source of eligibility content. In addition to the
CQS and MedNet, MHDI delivers educational services related to e-commerce
and recently to issues related to the Health Insurance Portability and Ac-
countability Act of 1996 (HIPAA).

MHDI has also grappled with the privacy issues. It played a key role in
helping Minnesota draft its health privacy laws. Since then, MHDI has ex-
panded its work in this area to include Public Key Infrastructure (PKI). Along
with groups in four other states (Washington, North Carolina, Massachusetts,
and Utah), MHDI participates in the national HealthKey program that is ex-
ploring approaches for deploying PKI in health care.3

Recently, MHDI evolved its e-commerce offering in a new direction. MHDI
and the Pointshare Corporation entered into an agreement to outsource CQS and
MedNet. MHDI decided it was better able to achieve its objectives by leveraging
the capabilities of a private company. Pointshare saw MedNet and CQS as a cost-
effective way to enter a market and deliver services. This type of partnership
highlights the creative approaches community health information initiatives are
taking to achieve their goals. MHDI is unique in structure, experienced in the
gyrations of the community health information movement and innovative in its
program design. Those interested in the progress and potential of the movement
will closely watch MHDI as it moves into the future.

Utah Health Information Network
The Utah Health Information Network (UHIN) is the only statewide CHIN that
really achieved success. Whereas the CHMIS sites struggled and most CHINs
never got off the ground, community leaders in Utah had the vision and
capability to organize and implement a statewide network. In 1993, UHIN
was incorporated as a nonprofit company with a mission to provide the con-
sumer of healthcare services with reduced costs and improved healthcare
quality by creating and managing an electronic value-added network, stan-
dardizing healthcare transactions, and gathering and providing data to a state-
wide repository. A board that is selected by the membership governs UHIN.
The UHIN membership capitalized the company and funds the operation of
the network. In addition, UHIN has received support from the state of Utah.4

UHIN understood early on the “wants versus needs” dilemma and the re-
quirement to make a business case. The organization focused tightly on a
limited scope of work and required anyone who wanted to play to have a
stake in the game. Although UHIN is a classic community health information
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network, it takes great pride in emphasizing that it runs the network as a
business. UHIN leaders know that community participation is voluntary and
predicated on the network’s capability to meet its customers’ needs.

Currently, UHIN offers an electronic data interchange (EDI) solution for
healthcare claims and remittances that serves all interested payers and pro-
viders in Utah. As the organization looks toward the future, UHIN envisions
expanding its suite of services to include:

• Eligibility
• Referrals
• Patient records
• Lab tests
• Digital images

In the conduct of its business and in its role as community educator, UHIN
heavily emphasizes the importance of standards. UHIN has taken a leadership
role within the sate of Utah to help the healthcare community get ready for
HIPAA and the requirement to implement national standards for common
healthcare transactions. In addition, UHIN has diversified its work in two
other areas. First, like MHDI, UHIN is one of the five participating state orga-
nizations in the HealthKey program. UHIN sees the emerging importance of
privacy and security and wants to explore ways to make it work on a cost-
effective basis for all participants. Second, UHIN recently entered into an
innovative arrangement with the Utah Department of Health to collect data
that is legally required by statute. For those data sets mandated by law, mem-
bers may use UHIN to submit to the state. This arrangement highlights a
clever and efficient arrangement to meet public health information needs by
leveraging a community asset. UHIN will continue to explore creative ways
to keep pace with the changing face of e-commerce, serve its customers, and
apply its most valuable commodity—the commitment of its members.

New England Healthcare EDI Network
The New England Healthcare EDI Network (NEHEN) is a fairly recent entrant
to the community health information scene. It offers another interesting model
for how community efforts can evolve through partnership. In the mid-1990s,
the Massachusetts Health Data Consortium (another HealthKey participant)
brought together key stakeholders to explore how best to address shared e-
commerce needs. These enterprises were very clear that they did not want to
create what they deemed a CHIN. To them, a CHIN was a single network
solution for all. In contrast, they sought a means to keep their independence
and engage in collaborative activities of limited scope. In this context, the
Massachusetts Health Data Consortium created and operated the Affiliated
Health Information Networks of New England.

Initially, the affiliated group focused primarily on information and educa-
tion as it considered how best to work toward its vision of “non-CHIN” col-
laboration. In 1997, the group hit on an idea for a network-of-networks model
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that would meet the requirement to offer common benefits while preserving
individual discretion. This idea was NEHEN. NEHEN was created with five
key benefits in mind:

• A tool to achieve HIPAA compliance;
• Delivery of service efficiencies through EDI;
• Reduced time to implement EDI on a large scale;
• Maintenance of individual business flexibility; and
• Reduced cost of EDI implementation through coordination and

standardization.

The founding members of NEHEN included major healthcare payers and
providers in New England (Harvard Pilgrim Health Plan, Tufts Health Plan,
CareGroup, and others). The founders sought a private partner to staff the
effort, to bring it to fruition, and eventually to operate the network. They
selected Computer Science Corporation (CSC) for this purpose.5

To get buy-in, CSC embarked on an extensive communications effort with
key executives. CSC emphasized how NEHEN could address urgent business
needs and provide a positive return on investment. Once the decision was
made to proceed, CSC created the network infrastructure with a secure Extranet
and a thin layer of software at each enterprise location. The network initiated
operations with the eligibility transaction. As of 2001, NEHEN was generat-
ing 12,000 eligibility inquiries per day.5 NEHEN intends to move forward
with other HIPAA-compliant transactions, including claims, referrals, remit-
tance, and others.6

NEHEN is a blend of the community model and the commercial IT world.
Incubated in a community not-for-profit setting, NEHEN has now incorpo-
rated as a limited liability corporation. The network is governed by its mem-
ber participants and is open to any enterprise that wishes to join and adhere to
common practices. CSC operates the network at the behest of the members.
NEHEN is now being seen by other e-commerce companies as a cost-effective
platform to conduct their business. The possibility exists that NEHEN will
become the common health information network for both health industry
participants and the vendors that serve them.

Wisconsin Health Information Network
When knowledgeable people talk about CHINs and describe the failure of the
concept, they may add, “except for WHIN.” Just as UHIN is seen as the one
statewide CHIN that succeeded, the Wisconsin Health Information Network
(WHIN) is often seen as the one community-based CHIN that succeeded. WHIN
began where others ended up: as a partnership between Ameritech, a large
telecommunications company, and Aurora Health Care, a major integrated
delivery system based in Milwaukee. The genesis for this partnership was the
effort Aurora made in the 1980s to connect physician offices to Aurora’s hos-
pital information system (HIS). In working with the physician community
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and other stakeholders to connect and share information, Aurora began to
sense both the need for inter-enterprise connectivity and the challenge of
bringing it about. After surveying members of the community, Aurora and
Ameritech concluded that a single hospital solution was not the right way to
proceed. It made far more sense to develop an “all-community” solution.7

In 1992, Aurora and Ameritech responded to the community’s concern by
creating WHIN. Since that time, WHIN has enjoyed steady growth and a repu-
tation as the most visible and successful CHIN in the country. WHIN offers a
comprehensive list of services including:

• Network access
• Clinical information
• Eligibility data
• Referral processing
• On-line document retrieval
• E-mail
• Electronic forms

Because of its hospital roots, WHIN offers a deeper level of functionality to
hospital and physician participants than most other community health informa-
tion networks. The recipe seems to have worked. WHIN currently has over 1200
physicians and 3000 total subscribers generating over 100,000 transactions a
month. It is also worth noting that as a for-profit company, WHIN is profitable.7

As the CHIN market deteriorated nationally, Ameritech got out of the busi-
ness. WHIN is now owned and operated by Aurora. WHIN has worked hard to
justify the benefits of a community health information network. In 1994,
WHIN published an independent study conducted by the University of Wis-
consin. The study was designed to assess the impact of the CHIN. Sample
findings about the impact of WHIN include8:

• Savings of $5.10 for medical record requests handled by WHIN for the
hospital

• Savings of $1.00 for referral requests and $2.50 for clinical information
requests handled by WHIN for physician offices

• Benefits such as rapid response time, fewer lost charges, and decreased
patient stays in hospital

WHIN now seeks to consolidate its gains and potentially expand its offering to
neighboring markets. It endures as the role model for a successful CHIN.

Healtheon/WebMD
Many people would not consider Healtheon/WebMD as a community health
information initiative. Instead, they would see the company as a vendor or a
“dot.com.” However, an examination of the objectives of the company in light of
the evolution of the community health information movement makes it clear that
Healtheon/WebMD may be the ultimate end-state of the movement.
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Healtheon/WebMD (recently renamed WebMD) describes itself as follows:

 “WebMD provides connectivity and a full suite of services to the healthcare industry
that improve administrative efficiencies and clinical effectiveness enabling high quality
patient care. The Company’s products and services facilitate information exchange,
communication and transaction between the consumer, physician, and healthcare
institutions.”9

Change the names and this could easily be a statement from the early days
of CHMIS. Indeed, it could be argued that WebMD has an even more ambi-
tious plan than CHMIS and the CHINs. WebMD seeks to wire up the healthcare
industry “end-to-end” on a national basis.

WebMD is really an aggregation of health information technology companies
that have been acquired over the years by Healtheon, the original organization.
This national conglomeration of companies includes physician practice man-
agement systems, consumer health information sites, claims processors, network
service providers, and others. Its breadth of offering, matched with strategic part-
nerships, has positioned WebMD as the dominant player in its market space.

This dominant position provided the company with enormous capital resources
after it went public. Even with current market fluctuations, the total market valu-
ation of WebMD is well into the billions. WebMD’s list of corporate partners and
investors reads like a who’s who of industry. The result is a war chest that most
community health information groups could only dream about. However, the
clout and scope of the company has also caused problems. Some have been
concerned by the potential for WebMD to overwhelm, dominate, and
disintermediate healthcare enterprises. The creation of a rival organization,
MedUnite, by major health plans was a direct response to WebMD. The company
has also struggled to seamlessly integrate the component companies into a single,
efficient, operating entity. As a consequence, WebMD’s fortunes and the pros-
pects of the e-health sector it leads have been depressed recently.

The question for the community health information movement is whether
WebMD and other e-health companies will displace the movement, push enter-
prises closer to community-based alternatives in a defensive reaction, or eventu-
ally emerge as a powerful partner and enabler. Many on Wall Street and on main
street will be watching with great interest to see how the story plays out.

Pointshare
Like WebMD, Pointshare is a commercial organization. However, it has a very
different strategy. Pointshare derives its strategy from the premise that health
care is a local service. The company believes that in order to deliver value, it
must operate at the community level. Pointshare positions itself as a national
leader in connecting healthcare communities with secure online business
services that enhance communications, improve the delivery of patient care,
and increase operating efficiency. To achieve this objective, Pointshare pro-
vides the following offering:
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• Connectivity
• Eligibility
• Referrals
• Clinical messaging
• Access to medical content

Pointshare also carries other value-added services on its network, includ-
ing access to an Internet-based immunization tracking system operated by
public health and a private company.10

Pointshare is smaller and more regionalized than WebMD. It is interesting
to note that Pointshare is based in Washington State and also operates in
Minnesota. These are two of the states discussed as leaders of the community
health information movement. This overlap is not coincidental. Pointshare
has long supported and participated in community health information efforts.
The company sees such community groups as blazing a trail for adoption and
use of its services. Where communities have come together to address shared
information needs, Pointshare believes it will find a more receptive market
for what it sells.

Specifically, in Washington State, Pointshare is working with a commu-
nity collaborative called the Network Advisory Group (NAG). NAG is a con-
sortium of major payers and providers dedicated to coordinated
implementation of HIPAA. Pointshare is the initial intermediary that links the
payers and providers together. In Minnesota, as previously mentioned,
Pointshare has partnered with MHDI to operate its network. Like WebMD and
other e-health companies, the challenge for Pointshare will be to deliver on
the promise of e-health in a less favorable investment climate. Pointshare is
trying to demonstrate that community health information networks are not
only a social good, but that they can also be good business

The Future

Using a circle as a metaphor for the community health information movement
means we come back to our starting point or near to it as we examine the
future and the implications for public health:

 “Do it all together” is not going to work. The original vision whereby a
small group of community leaders in a top-down model wired up the world
and governed a unitary system is not palatable to the health industry or to
community stakeholders. Furthermore, it is not consistent either with the
nature of Internet technology or the nature of the commercial organizations
seeking to harness it. The health information infrastructure must permit dis-
cretion at the individual enterprise level and perhaps even at the individual
user level.

 “Do it all alone” is not going to work either. Those most deeply opposed
to the early vision of the community health information movement believed
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there was no need for inter-enterprise connectivity or collaboration. They
expected to “own” on an exclusive basis all of their trading partners. These
trading partners would be connected directly to a single enterprise, and that
supposedly would solve the problem. The evolution of the healthcare market
place with many-to-many relationships already made this a questionable strat-
egy. The Internet revolution makes it a suicidal strategy. Like it or not, health
enterprises will be sharing data, customers, and trading partners for the fore-
seeable future. The question is not if enterprises need to connect to others,
but how.

 “Just let somebody do it for you” does not appear that it will work as a
concept. The commercial organizations moving into the community health
information space had high hopes that they would assume a role similar to the
one CHMIS identified 10 years ago. As the intermediary at the heart of the
network, they would sign everyone up, route traffic, extract data, and get rich
on the value they provided and the huge volumes of transactions they moved.
It is too soon to be definitive about this concept; however, the early returns
seem to indicate that this model won’t fly. Major health enterprises fear the
intermediary will either assume a monopoly role and mistreat them or assume
their role and disintermediate them. Furthermore, enterprises increasingly see
e-health as a means to competitively distinguish themselves. Therefore, they
are reluctant to turn it all over to a third party.

 “Do it in partnership” seems to be the direction the market is currently
headed. The need for interoperability is a key driver of the partnership ap-
proach. Health services is a many-to-many market place. This means there is
a tremendous cost to all participants if everyone does their work in isolation.
Interoperability is a critical component of any robust health information in-
frastructure, just as it is in other industries. In this context, the enterprises, the
vendors, and the community groups are finding common ground. The enter-
prise holds the data and sometimes the customers everyone wants access to.
However, the enterprise generally lacks the necessary capital, IT talent, and
field force to establish connectivity and get it used. The vendors have the
capital, the resources, and the incentive to execute on infrastructure develop-
ment. However, without the content and the customers, they have no way to
make the connectivity and applications valuable. The community group usu-
ally lacks the capital, the content, and the resources. However, the commu-
nity group is often in the best position to build trust, foster collaboration, and
educate the stakeholders—all prerequisites for the successful pursuit of
interoperability. As can be seen with the examples profiled, enterprises, ven-
dors, and community groups are already finding exciting ways to partner.

What does this partnership approach mean for public health? It suggests
that public health needs to move aggressively to join the partnership. With
limited budgets and the requirement to assess populations, public health
organizations have wonderful opportunities to leverage the investments of
the personal health industry and the vendor community. Going it alone makes
no more sense for public health than it does for the healthcare enterprises.
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Specific partnership opportunities abound and are already under way in some
communities. These include:

• Immunization tracking. In Washington State, public health, Pointshare,
and a company called HealthRadius are partnering with health plans and
providers to see if the same network used to transact the administrative and
clinical business of health care can be leveraged to track immunizations.

• Vital statistics. UHIN and the Utah health department are piggybacking
reportable information on the same network developed for handling
administrative transactions.

• Lab results. Public health is attempting to extract and aggregate
surveillance information from clinical laboratory findings. Many
enterprises and the vendors that serve them have identified clinical results
reporting as a priority for the messaging services they are building and
deploying. This suggests a cost-effective partnership could be structured
to accommodate all users.

• Consumer information. Vast sums are being spent to attract consumers to
the Internet and particularly to medical content sites (WebMD, drkoop.com,
etc.). These initiatives offer public health a vehicle to disseminate
information on prevention.

As the community health information movement enters its second decade,
a different sort of promise beckons than was glimmering 10 years before. At
the beginning of the cycle, it was sharing grand visions and trying to make it
all come true at once. Now, the vision is entrenched, and the field is crowded
with those who want to help bring it about. The challenge for the community
health information movement is to make the right “picks”—pick an area of
focus, pick the right role, pick a good set of partners, and concentrate re-
sources to execute successfully. Over the next 10 years, the goals of the
movement’s founders can finally be realized.

Questions for Review

1. Briefly explain why personal health care has been given priority over
public health in community health information activities.

2. Explain why the Community Health Management Information System
(CHMIS) initiative of the John Hartford Foundation failed.

3. Why did the public health care reform effort in the 1990s fail?
4. Explain why CHINs failed, in spite of the fact that they had learned from

the struggles of the CHMIS movement and the failures of public health
care reform.

5. In what ways did the emergence of the Internet rescue the community
health information movement?

6. Why is building a business case important for any initiatives of the
community health information movement?
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7. In what sense did the collaborative model of the community health
information movement prove false?

8. Explain why the Utah Health Information Network (UHIN) succeeded as a
CHIN, when so many other CHINs failed. What differentiated UHIN from
these failed efforts? Explain why the Minnesota Health Data Institute has
been a successful initiative.

9. Explain the shortcomings of the following concepts of providing
community health information:
a.  “Do it all together.”
b.  “Do it all alone.”
c.  “Just let somebody do it for you.”

10. Explain what using the partnership approach means for public health in
the community health information movement.
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Learning Objectives

After studying this chapter, you should be able to:

• Describe the requirements, the architectures, system development areas,
and common processes of the Missouri Integrated Public Health Information
System.

• Explain the challenges posed by the Missouri system and the approaches
taken to mitigate those challenges.

• Discuss the keys to success and lessons identified by the implementers of
the Missouri system.

Overview

The Missouri Health Strategic Architectures and Information Cooperative
(MOHSAIC), an initiative of the Missouri Department of Health (MDOH), is
one of the best-known successful undertakings to develop an integrated pub-
lic health system to serve both state and local public health needs. MOHSAIC
was to replace more than 60 different program-specific computer systems
serving individual health programs. The challenges faced by system devel-
opers were daunting. They included locating sources of funding for a very
expensive project, acquiring qualified staff and contractors, coordinating
system development across programs that often preferred their own dedicated
systems, dealing with conversion of data from legacy systems, and encounter-
ing entrenched resistance to business reengineering. The means by which
MDOH addressed these challenges to build an integrated system are instruc-
tive. The keys to success included locating sources of funding, dealing with
both internal and external politics, securing top-level promotion and sup-
port, developing a strategic plan to guide the project, and involving users at
all levels in the design of the system. The keys also involved the system
designers’ developing a solid reputation by beginning construction in areas
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where support for MOHSAIC already existed, a tactic that helped overcome
resistance in other program areas. The wisdom of the decision to design and
implement MOHSAIC is already apparent at all levels of use of the integrated
system. An integrated immunization register and a surveillance component
are only two examples of the many benefits that the integrated system offers.

Introduction

In 1992, the Missouri Department of Health (MDOH) had over 60 different
program-specific computer systems serving individual health programs. The
systems ran on a variety of platforms, since there were no hardware or software
standards. This situation had developed over the years in part because vari-
ous federal agencies provided specific computer systems or funded the devel-
opment of categorical systems. State-funded information systems were also
developed as stovepipe systems that only met specific categorical needs.

Many programs developed their information systems with their own staff,
and so there was no central inventory for the MDOH regarding what systems
existed and what data were being collected. Client data were based upon
categorical programs rather than being person-specific across programs. There
was no easy way to share data among programs because there was no common
identification number used by the various systems. This situation hindered
the assessment and policy development capabilities of the MDOH.

The information systems did not support the ability to integrate services. At
the local public health agency (LPHA) level, this affected delivery of services to
the clients. Clients were viewed as program participants instead of individuals
who could have multiple health needs. Because local agencies had to rely on
numerous non-integrated computer systems for their information, they were un-
able to attend to the total health needs of their clients in a coordinated fashion.

Secondary to the problem of integrating services was the cost and diffi-
culty of maintaining over 60 systems. Although all systems supported most of
the same functions (registration, service tracking, report production, etc.) and
contained many of the same clients and data elements, there was little coordi-
nated maintenance of the various systems. The lack of standard hardware and
software architectures made any central support difficult. This led to costly
duplication of development and maintenance of the systems. Programs that
did not have federal funding or strong state support could not afford to have
an information system, which led to inefficiencies.

Approach

Development of MOHSAIC Plan
The MDOH’s strategic plan, Public Health Agenda for the ‘90s—Healthy
Missourians 2000, 1 contained eight strategic goals. One of these goals per-
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tained to strengthening the information systems for public health in Mis-
souri. This goal had several specific objectives that address the development
of an electronic communications system to integrate services at the state and
local levels. A comprehensive assessment of MDOH’s organizational strengths
and weaknesses revealed that in terms of overall strategic use of communica-
tions technology, MDOH’s information systems development was spotty.

It became clear to the department director that to reach MDOH’s year 2000
goals, an integrated system was needed. It also became clear that a new ap-
proach to systems development needed to be adopted. Other Missouri state
agency information systems staff were beginning to adopt information engi-
neering (IE), a methodology originated by Clive Finkelsten2 to develop in-
formation systems. The decision was made that the MDOH would also use
this methodology. It was decided that an outside consultant experienced in
the methodology would be needed to guide the MDOH through the process.

In September 1992, the MDOH engaged a consultant experienced in IE
methodology. An initial project to create an Information Strategy Plan (ISP)
was implemented and called the Missouri Health Strategic Architectures and
Information Cooperative (MOHSAIC) project. IE differs from traditional meth-
ods in the following ways:

• IE analyzes functions and data independent of the organizational structure
of the agency.

• With IE, users are intimately involved in all stages of the process; the
initial stages focus on high-level goals and involve the department’s senior
management. The later stages analyze more detailed information and
involve lower level program staff.

• IE conveys conceptual ideas through the use of diagrams or pictures.
Symbols, such as colored boxes and interconnecting lines, represent data,
activities, and their interaction at various levels of abstraction.

Development of the ISP required the commitment of 80–90% of six senior
managers’ time for a period of 14 weeks. All divisions of the MDOH were
represented on the team. The first step in the process was to assess all the
information systems in the MDOH and identify all the functions performed
by the department and the data needed to perform these functions. The team
members captured this information in an electronic form. Team members de-
fined each data element and process to ensure clear communication with
future workgroups and program developers. As the software application was
developed, additional design sessions with program level staff increased the
level of detail. This team created a long-range plan for information systems
development that transcended organizational boundaries or units.

A second team consisting of representatives from a rural area, a city, a large
metropolitan health department, and one manager from the original team was
formed. The same consultant facilitated a review of the functions performed
by the local public health agencies and the data needed to perform these
functions. The ISP developed by this group was identical to that of the first



620 Part V. Case Studies: Applications of Information Systems Development

ISP with the exception of expanding a few activity definitions. The defini-
tions were expanded and the two plans were consolidated to create a single
plan that addressed the information needs for public health in Missouri.3

As the ISP was being developed, it was tailored to the specific needs of the
department. The strategic goals outlined in Public Health Agenda for the
‘90’s—Healthy Missourians 2000, the Institute of Medicine report The Fu-
ture of Public Health,4 interviews with departmental management, and the
extensive experience of the ISP MOHSAIC team members were used to ensure
a good fit. This resulted in a plan that was based on the core functions of
public health—i.e., assessment, policy development, and assurance. The plan
integrated the critical success factors, strategic issues, and information and
technical needs necessary for the department and local public health agen-
cies to achieve their goals.3

Both groups identified a number of requirements for the integrated system.
These included provisions that:

• The same standards would be used to capture all data.
• All data would be included in a single integrated system.
• One technical platform would be used.
• Records would be client-centered to allow a holistic view of client versus

episodic or single service information.
• The system would support data sharing among public health agencies and

staff.
• The system would support the capture of demographic and other client

information one time to reduce the amount of redundant information that
must be entered and stored.

• The system would be designed for the MDOH and the local public health
agencies that are independent of the MDOH.

It was anticipated that all these requirements would eventually result in
comprehensive, high-quality, compatible data and more efficient, cost-effec-
tive use of limited resources.

The ISP consisted of three architectures: (1) information, (2) business sys-
tems, and (3) technical. The information architecture showed the relationship
between functions performed and data. The business systems architecture
detailed this relationship into business areas and business systems from which
information systems are developed. The technology architecture established
the necessary hardware and software to support these systems. The ISP also
provided the architectures for a statewide information network to link public
and private healthcare providers electronically.

These architectures were broadly designed, and they formed the frame-
work to guide systems development. The ISP enabled the MDOH to manage
technical and coordination issues on an ongoing basis so that it could incor-
porate new technology and build new systems as needed. This arrangement
allowed seamless access to data regardless of where those data resided based
on current appropriate technology. Together, these provided architectures for
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creating and managing information from a public health functional perspec-
tive regardless of organizational structure. All the core public health func-
tions of assessment, assurance, and policy development, including
management functions, were addressed.

The ISP identified eight major areas for system development: (1) clients
and services, (2) public health profiles, (3) policy and planning, (4) finance,
(5) personnel, (6) property and materials, (7) constituent and public relations,
and (8) legal affairs. Clients were broadly defined as “actual or potential
recipients of public health services.” They include a person, family or group
of persons; things that are regulated, such as child care, hospitals, home health
agencies, sewage, lead abatement, etc.; and environmental clients such as
water systems, food manufacturers, land fills, toxic waste, etc.

The plan also identified similar processes that occur with all types of cli-
ents. This common functionality included dealing with inquiries and com-
plaints, capturing common demographic information through registration,
scheduling services, creating a baseline client profile, creating and managing
an inventory of supplies, and service/care plan management. Development of
these generic processes supported the grouping of similar programs by com-
ponent and allowed the integration of client data.

Development Around Public Health Clients

The ISP made recommendations on priorities for application development. It
was determined that the area that supported 80% of the functions performed
by the department and by local public health agencies was related to clients
and services. Developing an application that captured data on the client and
the services they received would support the core function of assurance.

The information systems staff was divided into three teams. The initial
team supported the “person” client, health management, component. The
initial application development focused on the generic registration (demo-
graphic information), generic appointment scheduling, generic inventory, and
program specific immunization/tuberculosis (TB) information. This health
management application formed the basic infrastructure to support a state-
wide immunization register that was later expanded to include family plan-
ning and service coordination services. Plans are to include all public health
services, including a Web-based birth certificate and newborn hearing and
metabolic screening.

A second team developed and implemented the surveillance component
that supports the mandated reports of communicable diseases, sexually trans-
mitted diseases (STDs), HIV/AIDs, lead, and TB. A third team focused on
regulatory “clients.” This component supports the licensing/certification func-
tions performed by the department. These include narcotics and dangerous
drugs, hospitals, home health agencies, hospices, child care, lead abatement
workers, and emergency medical services and food establishments.
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Development and Implementation Steps

Plan the Technology Architecture
Before MOHSAIC, the MDOH had applications running on an MVS main-
frame, a UNIX mid-range computer, and both Macintosh and IBM-compatible
personal computers (PCs) written in a variety of languages and using six
different relational database management systems. The department had three
separate e-mail systems and multiple word processing systems, electronic
spreadsheets, and graphics software. The ISP technology architecture included
a plan to migrate this variety of disparate technologies into a single network
that would serve the entire department and eventually the state’s local public
health agencies. The proposed architecture included a department-wide
Novell network; IBM-compatible PCs for client workstations; GroupWise e-
mail, scheduling and task tracking; the Microsoft Office products (MS Word,
Excel, PowerPoint, and MS Access), and Internet access. UNIX servers and the
state mainframe would continue to support large applications and could be
accessed by all users on the Novell network.

Find Financial Support
The MDOH was quick to accept the proposed ISP technical architecture, but slow
to implement it because of funding issues. Although the department was expend-
ing significant funds maintaining the existing disparate systems, these systems
had to be maintained during the transition so money could not immediately be
diverted. In 1994, the department agreed to a network allocation scheme that
would charge each network user an annual network fee. The total annual cost of
the network, including network software, network hardware (excluding the client
PCs), network technicians, help desk staff, and trainers, would be divided by the
total number of users for the annual user fee. With the exception of a small
amount of maternal and child health block funds and some preventative health
block funds that were used in the development of the ISP and general design, the
network allocation fee provided MOHSAIC with its first source of funds. How-
ever, it addressed only the MDOH’s local-area network (LAN). Significant fund-
ing was needed for other functions of MOHSAIC.

To keep initial costs under control, the department gathered all Microsoft
licenses that existed throughout the department and applied them to up-
grades. The MDOH’s original agreement with Microsoft was a concurrent
license agreement rather than named users, so very few new licenses were
needed. The MDOH also allowed existing Macintosh users to connect their
computers to the network with the understanding that they would have to
replace them with IBM-compatible PCs when the computer’s useful life was
over. The annual network fee has remained in the range of $1,800–$2,300 per
user since the inception of the network. Increased network functionality and
cost of relocations (MDOH moved its entire central office and seven of its
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district and area offices) have offset the savings from paying off the start-up
costs.

The MDOH completed installation of the network in its main office in less
than six months; it then began installing routers and leasing dedicated lines
to remote sites, including the state public health laboratory, an off-site divi-
sion, six district offices, and three area offices by 1998. The MDOH has 1,300
employees on the network and 13 sites connected throughout the state.

During 1996–1997, the MDOH expanded the network to include 114 local
public health agencies throughout the state. The local agencies were con-
nected with frame relay lines varying in speeds from 56 kb to 384 kb. Ini-
tially, the LPHAs were given access only to MDOH’s major applications
(Women, Infants, and Children [WIC], vital records, MOHSAIC, and intranet),
but in 2000 MDOH began providing the LPHAs e-mail, Internet access, and
broadcast fax capabilities.

Funding for the installation of the wide-area network (WAN) that connects
remote department sites and local public health agencies was provided by the
Centers for Disease Control and Prevention’s (CDC) initial Information Net-
work for Public Health Officials (INPHO 1) grant and a $750,000 general
revenue appropriation. To support the ongoing costs of the WAN, an alloca-
tion scheme was developed that allocates the cost to the programs using the
WAN (WIC, vital records, immunizations, etc.) based on the amount of trans-
actions generated by their applications.

A CDC Health Alert Network (HAN) grant provided funds for the MDOH to
increase functionality to the LPHAs over the WAN. Office automation, e-mail,
Internet access, desktop video streaming, broadcast fax, and some two-way
video conferencing were provided to LPHAs at no cost to them.

Whereas finding funding for the network was challenging, it was a mild chal-
lenge compared with the challenge of finding funds for development of the
integrated public health information system. Almost all the department’s funding
was program-specific, and the providers of the funding ranged from hesitant to
strongly opposed to using their program-specific funds for developing a system
that was not dedicated to serving their program. As a result, MOHSAIC is unusual
in that the MDOH’s information management unit, Center for Health Information
Management and Evaluation (CHIME), rather than the programs receiving ben-
efits from the system, acquired the majority of the development funds. For some
programs, this was a disadvantage, because they saw the system as a CHIME
project and never fully participated as equal partners. This resulted in an abnor-
mal number of changes after implementation, because insufficient information
was provided during analysis. However, other programs did see this as an excel-
lent opportunity to obtain a system they needed but could not afford, and these
programs eagerly participated in the development.

MOHSAIC has been built using 12 federal and state funding sources. Table
28.1 shows the funding sources and amounts for fiscal years 1996–2002, the
development period for MOHSAIC. The funds were used for both develop-
ment and maintenance costs during that time period. Because implementa-
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tion of MOHSAIC was by components, there is no clear point in time where
development ended and operations began.

Early in the development, the MDOH negotiated an agreement with the
state Medicaid program. The agreement provided matching funds for devel-
opment of components of MOHSAIC that directly benefited the Medicaid
program. The MDOH was also able to acquire an ongoing state general rev-
enue appropriation for MOHSAIC development that was used for the Medic-
aid match. The MDOH then received a second Information Network for Public
Health Officials (INPHO 2) grant that was used to develop additional compo-
nents of MOHSAIC. Federal funds were used to support 72% of the costs to
develop MOHSAIC.

Acquire Qualified Staff and Contractors
Obtaining funding was just one of many difficult tasks facing MDOH during
the initial stages of MOHSAIC. Acquiring sufficient skilled staff to develop
and implement MOHSAIC proved to be an even larger task. Prior to the ISP,
the department had 16 information systems programmer analysts, none of
whom had experience in developing client-server systems or Oracle data-
bases. Most of these staff members were needed to support the existing sys-
tems until MOHSAIC was implemented. Thus, the MDOH’s initial plan was to
purchase a commercial off-the-shelf software package that met most of the
requirements determined in the ISP. However, the department was not able to
find an integrated public health package that met even a small portion of the

Medicaid

General revenue

Immunization program

INPHO II

HAN

Assessment initiative grant

INPHO I

NEDSS

Child care development block

MCH block grant

Other

Total

TABLE 28.1. MOHSAIC funding sources, 1993–2002

$21,732,000

$6,107,000

6,021,000

2,054,000

2,250,000

1,890,000

1,290,000

700,000

695,000

220,000

300,000

115,000
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ISP requirements. Therefore, the MDOH decided to obtain the necessary staff
and develop the system in-house.

The MDOH began retraining existing staff in the skills needed for MOHSAIC
and recruiting new staff with the needed skills. However, the Missouri capital,
Jefferson City, is a relatively small community, and the need for information
technology (IT) professionals in state government far exceeds the available re-
sources. The MDOH realized it would need to develop new IT professionals in
addition to undertaking its recruitment and retraining efforts. Thus, the MDOH
began providing IT training to selected public health staff within the agency who
had an interest and had demonstrated some ability in IT. Some of the selected
staff were not able to make the adjustment to the IT field successfully, but the
ones that did make the adjustment proved to be a very valuable asset. Their
knowledge of public health and their understanding of the users’ needs created
better and more user-friendly applications.

Initially, the MDOH experienced high turnover rates among its IT staff.
The high turnover rate was primarily caused by the state’s salaries’ being far
below the national average for IT staff, but some also left because they did
not feel MDOH would be successful in implementing MOHSAIC with the
limited resources that were available in the early stages of its development.
The state’s personnel rules limited the salaries and benefits the department
could provide IT staff. The MDOH addressed this issue by providing non-
monetary rewards, including:

• Giving the staff considerable input into the technology used by MOHSAIC
• Providing extensive training, often out-of-state, for staff in the new

technology
• Providing recognition for staff achievements whenever possible
• Promoting from within in most cases
• Providing flexible work schedules

Although all of these rewards helped reduce turnover rates, the success of
the initial components of MOHSAIC probably had the greatest impact. Dur-
ing the past three years of the project, the turnover rate was only 2–3% annu-
ally, considered excellent in the IT industry.

Within a couple of years, MDOH developed a staff of trained and experi-
enced programmers and technicians to develop, implement, and maintain
MOHSAIC. However, it was not practical to develop all the employees needed
from in-house staff alone for three reasons. First, MDOH was unable to find or
train sufficient employees to develop the system entirely in-house. Second,
had MDOH employed all development staff, these hires would be facing a
significant layoff once MOHSAIC was completed and in a maintenance-only
mode. Third, some development tasks required very specific skills for a short
period of time, and it was not cost-effective to hire or train existing staff in
these skills that would not be required on an ongoing basis. As a result, MDOH
supplemented its IT staff by establishing contracts that provided consultants
with a variety of skills. These consultants worked alongside MDOH IT staff
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and under the direction of MDOH’s project manager. MDOH benefited not
only from the work of the consultants, but also from the transfer of learning
that occurred between the consultants and MDOH staff. During the peak of
development, MDOH had 19 consultants supplementing its 25 programmer-
analysts in developing MOHSAIC.

Define System Requirements
One of the major challenges in developing a large integrated system is the
large amount of information that must be gathered and analyzed before actual
coding can begin. To address this issue, MDOH used Joint Application De-
sign (JAD) sessions to determine the requirements for MOHSAIC. The end
users were the main participants in the sessions. A facilitator ensured that a
JAD session was carried out in a thorough and orderly manner. The sessions
were highly structured and designed to lead users through a discussion of all
aspects of the system. The information systems staff who attended JAD ses-
sions included analysts and modelers who designed the system as the users
presented it. The JAD included a prototype of the system, so that users knew
what their portion of the system would look like at the completion of design.

Select Common Identification Number
A decision was made in an early JAD session to share a common identification
numbering system with the Department of Social Services (DSS). The two
departments serve many of the same clients. The DSS’s identification number
is also the state Medicaid number; it provides immediate access to Medicaid
eligibility data. The decision to share a common identification number ini-
tially provided some technology challenges, because the DSS applications
run on the state’s mainframe computer whereas MOHSAIC runs on a depart-
ment UNIX server. However, the MDOH was able to develop an interface that
allowed users to assign new identification numbers on the mainframe without
having to manually log onto the mainframe. One of the main benefits of using
this number is that Medicaid billing data can be easily imported into
MOHSAIC.

Select Software/Hardware Architecture
MOHSAIC is a multi-tier system that was developed using Borland’s Delphi.
A thin client or Web browser client resides on the end-user’s Windows PC and
contains the entry screen and basic field edits. The middle tiers, which reside
on Windows NT servers, contain the application logic. The data are stored in
an Oracle database running on an AIX (IBM’s version of UNIX) server. The
advantages to this approach include:

• The memory and storage requirements for the end users’ computer are
reduced.
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• The multi-tier system is more responsive, because the majority of the data
transfers and operations occur between the middle tiers and the database
server, which are connected by 100 MB Ethernet. Only minimal screen
data is transferred over the much slower WAN (56–384 KB).

• Support is easier because the majority of the application is located in the
central office instead of in the field.

Users located in the MDOH facilities or in the main facility of city and
county public health agencies use the thin client and access the MOHSAIC
transaction system over the MDOH dedicated high-speed network. Private
healthcare providers with rights to use MOHSAIC can access the system via
the Internet, using a Web browser.

Establish a Data Warehouse
The MOHSAIC transaction system is used to gather data and to track services
provided to individual clients. The system is tuned for quick entry and access,
but not for data analysis and ad hoc reporting. All data from MOHSAIC’s transac-
tion system, as well as data obtained from other sources, are loaded into the data
warehouse. The MDOH data warehouse consists of an operational data store, an
atomic data repository, and various data marts. Data are first collected and inte-
grated in the operational data store before being moved to the atomic data reposi-
tory. The atomic data repository is a normalized Oracle database that is used only
for complex data analysis by professional research analysts. For other users, the
data in the atomic data repository are moved to subject-specific data marts that
are designed for rapid report production by nontechnical users. The users can use
any Open Database Connectivity (ODBC)-compliant reporting tool to develop
reports. Currently, MDOH users use MyEureka, Microsoft Excel, Microsoft Ac-
cess, Epi Info, and Crystal Reports to develop ad hoc reports. County and city
public health departments can download their county’s data to generate reports
and do analysis locally.

The MDOH Data Warehouse serves more roles than do normal data ware-
houses. These roles include:

• Collecting data from disparate state and local systems and integrating it
into the MOHSAIC transaction system

• Providing infrastructure for MOHSAIC operational reports
• Proactively alerting managers to significant public health events
• Providing support for Intranet, Internet, and Extranet projects
• Providing support for data mining projects
• Collecting, managing, and providing metadata on the data warehouse data

(metadata is information the users need about the data to be able to analyze
it accurately)

• Integrating information from different public health programs into a
cohesive and descriptive decision support model of public healthcare
delivery
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• Integrating information about diseases and other conditions of public
health interest in Missouri into a decision support model for scientific and
management inquiries

Develop Training Strategies
A major consideration was how to train the MOHSAIC users who are located
all over the state. Although it was agreed that initial formal classroom train-
ing would be required, the MDOH realized that extensive initial and ongoing
training was not realistic, given the volume and locations of the users. There-
fore, efforts were made to make the system as intuitive as possible so that
minimum training would be required. The developers followed normal Win-
dows standards for pull-down menus, scrolls, buttons, etc., so that experi-
enced Windows users could use their existing knowledge for most operations.
In addition, documentation that described all screens and the data elements
on the screens was provided each user as a reference.

Formal classroom training is provided in the MDOH’s six district offices when-
ever new major releases are made. Agencies using MOHSAIC are strongly en-
couraged to send at least two representatives to the formal training classes. These
representatives are responsible for training any additional staff in their agency.

Provide User Support
A critical success factor for MOHSAIC is its toll-free help desk. No matter
how effective the training is, there will be a need for ongoing end-user sup-
port. Initially, the MDOH staffed its help desk with existing information tech-
nology staff, but the staff were not happy with the job and had difficulty
relating to end users possessing minimal technology skills. To solve this
problem, MDOH recruited people with good interpersonal skills and an inter-
est in information technology and then provided them IT training. A number
of the new recruits came from within the MDOH, so they came with knowl-
edge of the MDOH and an understanding of the users’ problems. The MDOH
help desk now constantly receives praise for the patient and understanding
assistance provided by its staff.

Challenges

In undertaking this project, MDOH confronted numerous challenges. This
section will list and discuss these challenges.

Large Systems Projects Typically Fail
A study by The Standish Group found that 31% of all development projects
are canceled before completion.5 The larger the system, the greater is the
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likelihood of failure. Because integrated systems are by necessity very large,
there is a high risk involved in attempting to develop them. In addition,
integrated systems present greater risk because of the

• effort required to coordinate across many programs;
• need to obtain support from many programs;
• difficulty of obtaining funding;
• magnitude and complexity of the task of converting numerous existing

data systems with different formats and data definitions into a single
database; and

• confidentiality rules that are unique to each program.

Coordination Across Programs Is Difficult
Integrated systems are often sold on the basis that they are less expensive to
develop and maintain than multiple stovepipe systems. Although this is true,
development and maintenance of integrated systems require far greater coor-
dination than stovepipe systems. Without a well-defined methodology and
good automated design tools, the coordination and the amount of data in-
volved would soon become overwhelming.

The MDOH began MOHSAIC development using the information engi-
neering (IE) methodology. Following this methodology, the MDOH began
with a top-down approach to analysis. The high-level models developed in
the ISP created the framework for the subsequent detailed JAD sessions with
end users. The information obtained from the detailed JAD sessions adds
detail to the ISP models but does not alter the original framework.

As more and better tools for object-oriented (OO) development methodol-
ogy have become available, the MDOH has migrated to an OO approach but
still maintains the top-down design that was initiated in the ISP.

Even after the system is implemented, coordination among the various
programs is still a major consideration. Changes requested by one program
need to be analyzed to determine impact on other programs. Because of this,
good change management policies are necessary.

Categorical Programs Don’t Necessarily
Support Integrated Systems
Because an integrated system is typically mandated from the top, the indi-
vidual categorical programs often will not initially support the project. There
are several reasons for this support refusal, including:

• The programs may have pride of ownership in their existing stovepipe
systems. Unless a system is very old, the existing program staff were probably
active in the design of the system and may even have had their own
information technology staff develop the system. They believe the system
is meeting their needs, and they have no desire to replace it.
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• The programs may fear that their requirements will not get the attention
needed to ensure that their needs are met.

• The programs may believe they will have to compromise some of their
specific requirements. This is a legitimate concern, inasmuch as the various
programs will have to arrive at common data definitions and formats
requiring compromise on their parts.

Large Health Agencies Already
Have an Information System
Some of the larger metropolitan health agencies have invested time and resources
to develop data systems to support their agencies. Often, these systems support
financial and billings systems critical to the agency. However, these systems lack
the statewide perspective of the client. Participation is dependent on meeting the
billing needs of such large agencies and providing data access for ad hoc report-
ing. To elicit metropolitan support, the MDOH created an electronic exchange of
information for vaccines and surveillance data.

Pooling of Funds Is Difficult
One of the main reasons that stovepipe information systems were developed and
supported was the existence of categorical federal and state funding. Programs
received funding with specific limitations to spend the money only to support
the activities of the program. In the early development stages of MOHSAIC, there
were many conversations, roadblocks, and frustrations over the concept of pool-
ing categorical monies to support an integrated system. Program managers at the
state level and federal levels had no policy framework that allowed for the pool-
ing of categorical monies to build an integrated system.

These barriers started to break down when the CDC promoted the develop-
ment of a state investment analysis to support using a portion of categorical
funding for data integration. In 1998, the MDOH was one of the first states to
develop an investment analysis that laid out our strategy for data integration.
However, MDOH later learned there was no formal procedure for CDC’s ap-
proving an investment analysis. The analysis was meant to assist a state in
obtaining program support for using categorical funds for data integration. It
did not mandate that funds be used for data integration. Because most pro-
grams already had limited funding, MDOH did not require them to support
MOHSAIC with their core funds.

The exception to this practice was the immunization program. The pro-
gram had been financially supporting two metropolitan registries and a dif-
ferent stand-alone application in 99 rural LPHAs. They stopped support of all
these systems and provided their funds to MOHSAIC. They received in return
a statewide immunization registry that interfaced with the MDOH birth/death
system and the DSS’s Medicaid system.
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The main strategy that MDOH used in gaining program financial support
for MOHSAIC was to use newly appropriated monies instead of trying to re-
budget existing funds. During the project period, there were several new state
laws and federal grants that involved the creation of data systems. It became
the policy of the MDOH that any new information system would be devel-
oped as part of MOHSAIC. These funding sources became new funding op-
portunities for MOHSAIC. This approach prevented the wars that would have
taken place if MDOH had tried to reallocate budgets. However, it also meant
MDOH had to realign development priorities as new funding sources emerged.
Because the system was being developed in a modular fashion, any new fund-
ing source ultimately benefited other programs that could use some of same
source code that was developed for a specific program.

Enterprise-Level Systems Are Expensive to Develop
The total development costs for MOHSAIC are estimated to be nearly $24
million. Although this is a significant amount of money, it has to be evaluated
in terms of the benefit derived in performing the core functions of public
health. Although no firm figures are available, MDOH feels certain that the
development costs for an integrated system are significantly less than devel-
opment costs of comparable standalone systems.

The single, integrated system will provide even more savings in mainte-
nance. Because of common modules and common code, MDOH estimates that
it will take 50% fewer staff to maintain. The data warehouse, typically a very
expensive maintenance application because of the constant requirements to
link and cleanse records, will be relatively inexpensive to maintain. All inter-
nal data loaded into the data warehouse already have a common identifica-
tion number and meet standards on definitions and quality that typically do
not exist in developing an enterprise data warehouse.

Throughout the MOHSAIC development, funding was a major issue, and
tight budget restraints were ever-present. However, there were costs incurred
as a result of redevelopment of portions of the application because of chang-
ing technology that might not be as prevalent for new developments starting
today. Certainly technology change will continue to occur at an increasing
rate, but the basic architecture is likely to be more stable in the near future
than it was in the early and middle 1990s. When the MDOH began the ISP, the
standard application architecture for Missouri state government was the main-
frame computer with dumb terminals. MOHSAIC was initially targeted for
this environment but was implemented as a two-tier client server application.
It has since been rewritten as a multi-tier client server application, and the
thin client is now being converted to a Web browser client. Although it is
impossible to project future technology with much accuracy, it appears that
future technology will enhance the multi-tier, browser interface application
rather than replace it.
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Integrated Systems Compound Confidentiality Issues
Creating an integrated public health information system compounded confi-
dentiality issues. To address confidentiality issues, the MDOH created a
workgroup with representatives from all areas of the department. The group
reviewed all federal and state laws that addressed the sharing of information
for specific medical diagnoses, conditions, or funded services. Portions of the
data with more strict requirements for access and sharing were identified. The
group reviewed and revised MDOH administrative policies and contract lan-
guage related to confidentiality to provide clear direction to staff. Each of the
program staff had to agree and document which collected portions of the
client information could be shared. The OIS staff was given direction on
confidentiality requirements. This staff created a security application that
limited the data a user could access by user role and function. The MDOH
computer system access forms were modified to reflect these roles and func-
tions. Each completed request was forwarded to staff responsible for the data
for review and required signature. For physicians and other providers not
formally contracted with the MDOH, a memorandum of agreement (MOA)
was developed. This MOA defines responsibilities related to confidentiality
of both parties and must be signed by both parties prior to the grant of access.

The implementation of the Health Insurance Portability and Accountabil-
ity Act of 1996 (HIPAA) will change the legal and regulatory environment for
managing client’s medical information. The MDOH will review and revise its
policies to meet these requirements.

Legacy Data Conversion Is Difficult
One of the tasks that MDOH underestimated was the effort required to convert
data from legacy systems to MOHSAIC. Among the problems encountered in
this process were:

• Different formats for data that were used in the many systems. Many of these
were relatively easy to convert, but some such as systems that used a single
“name” field instead of first, middle, and last name fields were difficult.

• Most of the legacy systems did not have standards for entering data such as
street address and city into fields. As a result, these fields contained
misspelled words and non-standard abbreviations.

• Often, the design of the legacy system failed to include critical data, and
the users of the system worked around the design flaw by entering the
critical data in unstructured memo or note fields.

• Many of the older systems did not have sufficient edits to ensure that only
allowable codes were entered.

• Many of the legacy systems did not provide sufficient identification data
to permit unique identification of the client.

Even though the MDOH purchased automated tools to assist with the con-
version, the conversion was a highly labor-intensive process. For many of the
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smaller legacy systems, the MDOH found that it was less expensive to re-key
the data into MOHSAIC rather than to convert the data.

Resistance to Business Reengineering
The integrated public health information system supports changes in how
clients and data flow through an organization. It reduces the amount of re-
dundant data that must be entered into a system. Not all system users or
program staff embraced providing services to clients in a noncategorical man-
ner. Some agencies had designed their facilities to support specific program
functions, such as WIC or family planning. The ability to integrate services
impacted how clients were scheduled for and received services. This impact
often altered the traffic flow through the agency.

Historically computers were provided to support staff who were respon-
sible for entering data. The most effective use of MOHSAIC is for profes-
sional staff to enter data on services at the time they are provided. Professional
staff were not always supportive because they lacked expertise in using com-
puters. Some stated that data entry was not their job, whereas others felt that
entering the necessary data would increase the time spent documenting ser-
vices and reduce their time with each client. Many LPHAs stated that they
lacked the financial resources to purchase additional computers for profes-
sional staff.

Keys to Success: Lessons Learned

There are several lessons learned from the MDOH experience in developing
MOHSAIC that can be considered keys for success in developing other inte-
grated public health information systems.

Provide Sufficient Resources
As previously mentioned, MOHSAIC was a $24 million project. When the
initial discussions began in 1992, the budget and funding sources were not
identified. During the early stages of the project, it became obvious that
considerable resources would be required. The project went through some
significant delays initially because sufficient funds were not available.

Later in the life cycle of the project, funding was not a major issue because
the project began to gain a positive reputation at the state and federal level
and funding sources opened up based upon the early success of the project. A
positive development was that as MOHSAIC was built, the funds started flow-
ing. From a negative perspective, not having sufficient initial funding meant
losing key staff members who did not want to be involved in an underfunded
project. It also delayed the project, dampening the enthusiasm and creating
uncertainty about support.
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Developing an integrated system is very expensive. The extensive resources
required for such a project must be acknowledged early on. A plan is needed
on how to find those resources.

The Major Challenge to Building an
Integrated System Is Politics
Because of the large amount of money required to develop an integrated system,
one can be lured into thinking that the main issue is finding the money, hiring
competent staff or contractors, and making the right technical design decisions.
All of those are significant factors, but the real key to success is to remember that
building an integrated system is as much a matter of politics, management, and
interpersonal relationships as it is employing current technology.

A categorical stovepipe system can have a lot of appeal to a program
manager. Stovepipe systems can be designed to support the straightforward
critical needs of a program. Program managers feel they have control over a
stovepipe system. The program can recognize how any money spent on such
a system will benefit them. The program can define a stovepipe system to
meet its needs without having any outside entity controlling standards and
decisions. Available funds can be spent on a stovepipe system without con-
sideration for other agency priorities. Although an integrated system has other
obvious benefits listed previously, a program manager may see only what the
program is losing, and not necessarily what the program is gaining in moving
to an integrated system. To overcome these negative tendencies requires con-
siderable managerial support and expertise.

Building an Integrated System Requires
Top-Level Promotion and Support
MDOH tried to overcome potential program resistance in several ways. First,
it was made clear that developing MOHSAIC was a MDOH activity that had
the total support of the director and the deputy director of the MDOH. The
deputy director of the MDOH took an active role in the early stages of the
system and served as the official sponsor. He held several meetings with the
top and middle managers of the MDOH to give progress reports on the direc-
tion the MDOH was taking. There was no question that MOHSAIC was com-
ing from the director’s office and had the full support of that office.

Because the development of MOHSAIC took much longer than antici-
pated, it was important to keep the MDOH staff informed about its progress.
This was done through several communication media, including articles in
newsletters, presentations at staff meetings, and e-mail updates.

The MDOH formed an information systems advisory committee that had rep-
resentation from each major division in the MDOH. The advisory committee
made recommendations to the department director. The department director made
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the final decisions on implementing new policies relating to network fees, confi-
dentiality, standards, etc. This process kept all divisions involved, but the control
was still in the director’s office as opposed to CHIME’s being the final authority.

For many reasons, MOHSAIC had a long gestational period. Not unlike
any pregnancy, a successful birth outcome is not only dependent on the skill
of the physician performing the delivery, but even more important, on the
prenatal nurturing and caring during the pregnancy. MOHSAIC was depen-
dent on the technical skills of the development staff, but even more important
was the consistent nurturing of the process by department executive staff.

Most of MOHSAIC was developed under the terms of three directors of the
MDOH. Each of these directors had a strong public health background and
understood the importance of information. These directors also showed strong
leadership in ensuring that the MDOH operated as a single agency, rather
than as an umbrella agency housing separate categorical programs. There was
a major emphasis placed upon interprogram cooperation and coordination. It
is uncertain whether MOHSAIC could have been successfully developed if
the departmental emphasis on cooperation had not existed at that time.

A Large-Scale Project to Build an Integrated
System Requires a Strategic Plan
Critical to the success of MOHSAIC was the creation of a strategic plan. This
plan continues to provide direction for the development of information sys-
tems in the MDOH. As new or enhanced data needs are identified, they are
mapped back to the plan to determine just how they fit into the overall sys-
tem. Information systems staff identify whether portions of the system have
already been developed or are scheduled for development and determine
what other units might have similar needs and the resources needed.

Without this critical “roadmap,” staff would not understand how new data
system requests relate to the MDOH. The plan has also been critical in devel-
oping grants to show just how funds would be expended to complete portions
of an integrated system.

In the Development of an Integrated System,
There Is a Need to Centralize Information
Systems in the Department of Health
In any agency, the need to centralize infrastructure technicians should be obvi-
ous. There must be one network, one set of standards, one e-mail, etc. for an
agency to be able to communicate and exchange data efficiently. However, the
decision about whether to centralize or decentralize IT development staff has
been debated for decades. There are clearly benefits and disadvantages to both
approaches. However, if the agency is dedicated to development of an integrated
system, the decision to centralize staff is crucial to the project’s success. At MDOH,
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a decision was made shortly after starting MOHSAIC to centralize all information
technology staff and the high-level data analysis staff into one unit, CHIME,
with a director who reported directly to the department director. This has been
one of the key factors to MOHSAIC’s success.

Start Building an Integrated System
in Areas Where Support Exists
The developmental stages of MOHSAIC were often based more on serendipity
rather than on conformity to a plan. When a program manager showed interest
and support and funding was available, then many times that confluence of
events drove decisions about development priorities. Because MOHSAIC was so
large, MDOH realized that it could not be swallowed in one gulp and that we had
to nibble away at it. MDOH found it could start almost anywhere and develop
modules that not only supported the immediate application but also built the
foundation for later applications. By starting where program support was strong,
MDOH built a track record that helped when it moved on to programs where
support had not been immediately evident.

One of the benefits of building MOHSAIC in an incremental fashion was
that the programs whose components were developed later in the cycle could
see the functionality of the system that was already developed and could
recognize its applicability to their program. An integrated system can create
many new functionalities that a stand-alone system cannot support. However,
program staff may not recognize that potential until they see it in operation.

One of the real challenges was what to do when a program needs an infor-
mation system on a time schedule that did not conform to the MOHSAIC
schedule. Several times, program managers found stand-alone software that
they felt met their needs and wanted to purchase the software, instead of
waiting for MOHSAIC. Approving or disapproving such a purchase is a diffi-
cult political decision, because if MDOH denied the request, it created a
negative atmosphere for MOHSAIC. However, if it approved the request,
MDOH conceded to nonintegration. To handle this situation, MOHSAIC staff
met with the upper level management to determine how critical it was to use
a software system that did not conform to MOHSAIC. Sometimes, legislation
or other political issues forced the decision to allow the purchase of the
software. But in these cases, it was understood that MOHSAIC would eventu-
ally replace the application. In other cases, MOHSAIC time frames were nego-
tiated so that it was not necessary to purchase the software.

A Major Focus Should Be on Making
Data More Accessible
Information system developers often focus on the data model, standards, busi-
ness rules, screen flow, and system design. Users, on the other hand, focus on
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how the system will improve efficiencies and produce reports that they did
not have access to previously. During the early stages of MOHSAIC, staff
often focused on the important development issues and slighted the reports
and what the end users really needed. Initially, MDOH did not have the data
warehouse infrastructure in place to complete the normal life cycle of the
system. This led to some user dissatisfaction, because users were given a
fancy data entry system with few reporting capabilities.

As the data warehouse infrastructure was built, staff made a commitment to
have a data warehouse module operational when a transaction module was com-
pleted. This commitment required converting historical data, building the opera-
tional data store, and creating the user-defined reports. Most important was giving
the users the ability to create their own ad hoc reports or to download a file into
Epi Info or another software package for additional analysis.

One of the new opportunities with current information system development is
that the users do not have to be totally dependent on programmers to develop
reports. Our data warehouse not only integrates data for statistical analysis, but
users also have access to appropriate data marts so that they can create their own
reports. This approach has wide appeal among the users. Most program managers
want to control a data system so that they can gain better access to their data.
Through an integrated system, programs lose some control of the transaction
software, but they actually gain more access to the data.

Involve Users at All Levels in System Design
A successfully designed system is one in which the users, who have an in-
depth knowledge of their program, actively design the system. The MDOH
sought involvement at all levels of the program, including field staff, clerks
entering the data, managers, and local health staff. Weekly JAD sessions were
held with the users to define the system requirements. When one or more of
the users at different levels did not actively participate, the CHIME staff
often had to return and redo the system later. Top-level managers typically
did not participate in the JAD sessions; however, monthly meetings were held
with upper management to demonstrate the progress that had been made on
the components of interest to them. At times, these monthly meetings uncov-
ered system design issues that were important to management but that were
not discovered in working with lower level staff.

Equally important to the development of a successful component was hav-
ing the contribution of information systems and statistical staff who knew the
potential of data systems and how the data could be used. Several of the
CHIME staff that developed MOHSAIC were former staff of the programs.
They had both technical and program expertise. They knew how information
technology could be used to improve work processes. This added perspective
allowed the development of a system that was not just a mirror image of the
system that was being replaced.
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Benefits of an Integrated System

There are many programmatic benefits of an integrated information system.
The following discussion describes a couple of examples.

Immunization Register
The integrated immunization register has provided a number of benefits to
clients and providers of vaccines. The register creates a single record that
reflects for each client all doses of vaccine that have been documented in the
system, no matter how many providers have administered those vaccines. The
record is available to system users statewide. When children move from one
area to another in Missouri, their record is available to MOHSAIC users in
their new home. This reduces the delay caused when a new user must call or
contact a previous provider to obtain a copy of the child’s record.

MOHSAIC users can rapidly access the client’s immunization information
and determine which vaccines are due. MOHSAIC users have reported that
having access to this information has reduced the number of duplicate doses
of vaccine children have received.

A feature of the system creates a list or notice for each provider of the
children who are either due or past due for vaccine doses. System users can
notify parents and prompt them to seek the needed vaccines. MOHSAIC cli-
ents are grouped by households. This grouping method allows an address and
telephone number to be entered into the system once for all members of the
household. When a record for any member of the household is accessed, an
indicator will appear when any member of that household is due or past due
for a dose of vaccine.

The Advisory Committee on Immunization Practices’ vaccine recommen-
dations are complex. The schedule for existing vaccines changes as new vac-
cines are added. MOHSAIC has a complex algorithm that determines the
vaccines needed for each child. This feature has benefited WIC service pro-
viders, as they no longer must memorize the complex schedule to determine
whether the clients they see need vaccines.

Another benefit of this integrated immunization register is the ability to
interface with the state’s Medicaid system to determine the Medicaid status
of a client. In addition, managed care plans have contacted the MDOH for
assistance in creating their Health Plan Employee Data and Information Set
(HEDIS) indicators for their enrollees.

Surveillance
The surveillance component of MOHSAIC is designed to assist in the rapid
response to events that have the potential to expand into major public health
risks. Examples of such events are incidents of infectious or communicable dis-
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eases, discovery of environmental contaminants, or bioterrorism attacks. When-
ever a Missouri healthcare provider becomes aware of a reportable disease, the
information is immediately entered into MOHSAIC. MOHSAIC then automati-
cally notifies a public health official, who is responsible for taking appropriate
action to protect others from contracting the disease.

Because MOHSAIC is a centralized system, public health officials are able to
respond to outbreaks that expand beyond city and county lines. The data are
entered in the county which first learns of the disease, but the notification is sent
to the public health official in the county who needs to do case follow-up.

Prior to MOHSAIC, surveillance was done on a case basis, and data on co-
morbidity and individuals with multiple occurrences of the same disease
were not available. Because MOHSAIC enters an individual only once in the
system, all occurrences of reportable disease as well as the individual’s immu-
nization history are included in the single record. Thus, the public health
worker has all information about the individual immediately available to him
or her.

Development of the Information Systems Model
Around Public Health Core Functions
The Institute of Medicine report, The Future of Public Health,4 defined three core
functions of public health—assessment, policy development, and assurance. The
MDOH adopted this rubric and developed its strategic plan around these core
functions, recognizing that data are essential to fulfill each of them.

The assessment function requires data in order to permit performance of a
community diagnosis on the leading health problems and the trends and
factors that are impeding healthy communities. Assessments can use pro-
grammatic data to determine unmet needs in a community. But, by definition,
assessment requires population-based data that define the health problems of
the entire community. One of the main challenges for communities in per-
forming assessments is the lack of timely, readily accessible data at the com-
munity level.

To address this issue, the MDOH developed a Web site (available at: http://
www.dhss.state.mo.us/) that provides over 300 county-specific health indicators
grouped into 20 profiles, such as deaths, hospitalizations, communicable dis-
eases, chronic diseases, injuries, prenatal, infant, child, etc. The profiles provide
the number of events for each indicator, the county rate, and the state rate; the
profiles also indicate whether the county rate is statistically different from the
state rate and the quintile ranking. In addition, for each indicator, there is a
resource page that provides information on the statistical definition, risk factors,
intervention strategies, indicator reports, pertinent Web links, and other informa-
tion that may be useful in conducting an assessment.

The MDOH Web site has an additional tool, Missouri Information for Com-
munity Assessment (MICA), to support the assessment function. MICA is an
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interactive system that allows the user to custom-design a table based upon
available variables of a specific data file. The user can select from 15 data
files, including births, deaths, hospitalizations, injuries, pregnancies, etc.
The system allows for the creation of a table, a map, or a graph. Data can be
displayed at the state, county, or ZIP code level. MICA allows public health
agencies and other community groups to ask detailed questions and receive
the answers in a matter of seconds.

The policy development function of public health requires data to estab-
lish goals and develop policies or programs that will respond to the needs
identified through the assessment process. Some of the same data that are
used for the assessment function are also used for policy development. There-
fore, the county profiles and MICA on the MDOH Web site are useful for those
designing health policies.

The assessment and policy development functions also require program-
matic data to evaluate and redirect programs. Just as population-based data
need to be readily available and in a format conducive for easy retrieval and
analysis, so do program data. An effective analysis often requires data that are
not restricted to categorical data collection systems. For example, the immu-
nization program may want to know the immunization rate of WIC children
or of children of women participating in a family planning program. The AIDs
program may need to know the TB and STD co-morbidities of its clients. This
type of data comes from the integrated data design of MOHSAIC. The specific
data elements needed for assessment or policy development analysis is stored
in a data mart of the data warehouse. The end user has direct access to the data
warehouse and is able to custom design an inquiry using a commercial data
retrieval software package.

The assurance function of public health is supported by the client-based trans-
action data of MOHSAIC. The design of MOHSAIC as an integrated system
facilitates client-centered, rather than program-centered, service delivery.

Conclusion

Public health can no longer continue to develop stovepipe information sys-
tems. At the same time, Congress and the state legislatures will continue to
fund categorical programs because of the nature of the political process. How-
ever, the expectations for government performance are increasing. Politicians
and the public expect government programs to work together across bureau-
cratic lines, to weed out duplicative efforts, to fill service gaps with existing
resources, to create policies that are practical and science-based, and to elimi-
nate programs that do not work.

An integrated public health information system is one of the most effec-
tive ways to meet these high expectations. Through such a system, programs
can share data and find new ways to coordinate activities. Redundant activi-
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ties can be easily identified, and the resources can be reprogrammed. Person-
centered, integrated data allow for more effective policy analysis and pro-
gram evaluation.

However, creating an integrated system can be fraught with problems. The
challenge of such an undertaking should not be underestimated. The Mis-
souri experience highlights that there are several factors essential to a suc-
cessful project. These factors include having a plan, having technical
competence, managing the political environment, having top-level support,
centralizing information systems, providing sufficient resources, insuring
active program involvement, creating new functionalities, and making data
more accessible.

MOHSAIC is an enterprise system that supports state and local public
health activities. Other states may want to consider more modest approaches
if several of the success factors are not present. For example, an integrated
system could be developed around just one of the key components, such as
health management, surveillance, or regulation. Although the benefits of these
components are expanded through their interrelationships with each other,
the components also have strong functional independence.

Missouri chose to develop a system that would meet both the state and
local public health information needs. Each state must make the critical deci-
sion regarding the scope of the service that a system is to provide. A system
that is designed just for state use would be much simpler to develop and
deploy, but it may not meet the public health objectives desired of an inte-
grated system.

Another consideration is whether to focus on linking stovepipe data sys-
tems through a data warehouse, rather than on integrating data through a
transaction system. Such a linkage can be challenging because of the lack of
standards across various systems. There probably is not a public health need
to link all data systems. Therefore, an analysis would have to be conducted to
determine what analytical functions are expected from such a data warehouse.
If the primary objective is to have better data for assessment and policy de-
velopment, as opposed to service delivery, then linking files through a data
warehouse may be a preferred option. Investment in data warehousing soft-
ware for data retrieval, so that users have better access to data, is an important
consideration for this option.

In many cases, the answers to key public health questions do not require
complex, integrated information systems and data warehouses. Often, the
problem is that there is no easy way to retrieve and analyze data. In this case,
a Web-based interactive system such as MICA may be the answer.

Each public health agency must determine the desirable role that data are
to play in the agency. A decision must be made whether to focus on the
assurance or assessment data needs or both. The critical success factors docu-
mented from the Missouri experience are important, regardless of the scope of
any information systems project. With the emergence of managed care and
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the rethinking of the assurance functions, the role of public health is rapidly
changing. At the same time, the demand for data continues to increase for
surveillance, monitoring, and assessment. Integrated information systems are
essential if public health is to respond and provide leadership in such an
ever-changing environment.

Questions for Review

1. List and describe the inefficiencies of the program-specific computer
systems that the integrated system replaced, and explain how the new
integrated system addressed these inefficiencies.

2. Explain how the use of information engineering methodology made
development of a MOHSAIC plan possible. Why was a plan important to
the success of the project?

3. In what way was the use of two teams to develop the Information Strategy
Plan efficient?

4. Why did application development center on the area of clients and
services?

5. Explain how the MDOH found financial support for the project.
6. In what way did the decision to develop existing public health staff as IT

professionals pay dividends? Why was the decision to hire consultants to
assist with the project beneficial?

7. Explain how the use of Joint Application Design (JAD) sessions contributed
to the success of the project.

8. Explain how system designers minimized training costs and dislocations
while also providing the training necessary for users of the new system.
How did the establishment of a toll-free help desk complement the training?

9. List and explain the reasons that program staff members with their own
stovepipe systems sometimes resist the development and implementation
of integrated systems. Why are large health agencies with an existing
information system likely to resist an integrated system?

10. Explain how federal and state funding practices have contributed to the
development of stovepipe information systems and thus created barriers
to development of integrated systems.

11. Why was the strategy to use newly appropriated monies, rather than to re-
budget existing funds, an important strategy for the success of MOHSAIC?

12. In what sense can it be said that integrated systems compound
confidentiality issues?

13. Explain why conversion of data from legacy systems was difficult. In
particular, why was re-keying the data from legacy systems into the
MOHSAIC system necessary?

14. Explain why MOHSAIC system developers encountered resistance to the
business process reengineering that an integrated system required. How
did the developers deal with the resistance?



28. Developing the Missouri Integrated Public Health Information System 643

15. Why was top-level promotion and support of the MOHSAIC project
essential to its success?

16. Why was it important to centralize information systems in the MDOH
important?

17. In what way was beginning the building of MOHSAIC in program areas
where support already existed important to the acceptance of the integrated
system by other areas?

18. Why was involving users at all levels in the design of the integrated system
a key to the success of the project?
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Learning Objectives

After studying this chapter, you should be able to:

• Define public health improvement and describe the challenges for building
capacity for public health improvement.

• Describe the utility of having an information system for supporting public
health improvement.

• Understand the background and context of the National Turning Point
Initiative.

• Describe how the Internet-based “Public Health Improvement Tool Box”
is used to enhance capacity, document systems change, and promote
dialogue among those doing the work.

Overview

The National Turning Point Initiative, jointly funded by the Robert Wood
Johnson Foundation and the W. K. Kellogg Foundation, is a major project
dedicated to improving population health through an investment in strength-
ening and transforming the public health infrastructure. In this chapter, the
methodology of the project and the ways in which the project is helping
states and communities to improve public health are outlined. Much of the
chapter focuses on changing and improving systems needed to help state and
community partners to undertake activities associated with public health
improvement. Central to this effort is the Internet-based Public Health Im-
provement Tool Box, developed by the Work Group on Health Promotion and
Community Development at the University of Kansas. The PHI Tool Box
provides access to information for supporting, documenting, and learning
from the work of public health improvement. Although the initiative is ongo-
ing and the lessons about it will come only later, the initiative and the PHI



Tool Box are exciting developments in the field of public health at the state
and local levels.

Introduction

Public health improvement involves changing health-related outcomes and
the conditions that affect them for all the people who share a common place
or experience.1 This is complex work: Different community conditions, such
as access to health services or availability of support from community mem-
bers, may affect distinct outcomes, such as population-level rates of immuni-
zation, adolescent pregnancy, or elders living independently.2 Multiple and
interrelated interventions, such as expanded programs or revised policies,
may be needed to affect the conditions necessary for population-health im-
provement. In this dynamic and adaptive work, community and systems
changes unfold over time and may adjust to reflect new barriers and opportu-
nities encountered in the work. The task of public health improvement is to
create conditions in which local efforts to promote health and well being can
be successful.3,4

There are some important challenges in building capacity for public health
improvement. First, improvement in population-level health outcomes in-
volves bringing about systems changes—new or modified programs, poli-
cies, and practices at the state and local levels.5,6 How can we best support
efforts of state and local health departments to create the multiple and inter-
related changes needed to make a difference with health outcomes? A second
challenge is that the work of public health improvement cuts across disci-
plinary domains—including health, education, human service, business, and
faith communities—and kinds of expertise, from professionals with disci-
plinary knowledge to community members with experience with local issues
and situations. How do we best engage the different actors and organizations
that can contribute to the varied and interrelated goals for public health
improvement? A third challenge is that there are many different competencies
needed for this work—for example, the skills of assessment, leadership, advo-
cacy, social marketing, evaluation, and sustaining the initiative. How can we
enhance the skills of a diverse group of professionals and community mem-
bers needed to create conditions for community health? A fourth challenge
arises because the common work of building capacity for public health im-
provement engages people across distances and over time. How do we con-
nect those engaged in this work within and between states (and countries)
and over the months and years required to make a difference? Finally, there is
a high turnover among those doing this work. How do we build capacity
among the generations of community members and professionals engaged in
efforts to improve health outcomes at the population level?

To be useful, an information system for supporting public health improve-
ment should have several attributes.

29. Using Information Systems to Build Capacity 645
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• It must be easily available to the different professionals and community
members engaged in providing, retrieving, and using information to effect
public health outcomes.

• It should be sufficiently accurate and secure to guide decisions and inspire
confidence in its use.

• The information and supports should be compatible with the variety of
goals and problems related to public health improvement.

• The content should be sufficiently comprehensive to reflect the varied
information and skill building needs (e.g., assessment, strategic planning,
leadership, grant writing).

• Gateways into the information should permit its timely access for people
facing different issues and working on early or later stages of initiatives for
public health improvement.

• The information should be clear and compelling enough to prompt and
support action for public health improvement.

• It should be friendly and supportive to people with diverse experiences—
including community members and professionals with limited training
and those who operate from different domains of practice (e.g., public
health, business, faith communities).

• It should be able to connect people working across distances and over
time.

• Information should be integrated in a seamless support system for addressing
multiple and interrelated outcomes. Finally, it must help reduce inequalities
in resources available to support the work of public health improvement.

Public health informatics holds promise for contributing to the work of public
health improvement.7 Dramatic improvements in information technology permit
widespread access to the means for building capacity for the work, documenting
and evaluating public health initiatives, and learning through exchanges with
peers and experts. More specifically, Internet-based systems have the advantages
of standardized formats for gathering and reporting information, simplified and
efficient ways to update it, and nearly universal access. Additionally, Internet-
based systems may enhance the systems-oriented, integrated, and collaborative
work necessary for public health improvement. Data systems can help focus
attention on systems changes, analyze contributions across a variety of catego-
ries of concerns, and enhance collaboration among agents in different sectors,
such as business or education, related to public health improvement. Finally, the
new information technologies provide capabilities for building capacity in the
many and varied people required for this work. Internet-based systems can help
people gain access to skill-building information needed for the complex and
adaptive work of public health improvement.

The purpose of this chapter is to describe an information system for build-
ing capacity for public health improvement as part of the National Turning
Point initiative. Funded by the Robert Wood Johnson Foundation and the W.
K. Kellogg Foundation, the mission of the National Turning Point initiative
is to work with state health departments to enhance the infrastructure for
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public health improvement. Using the capabilities of the Community Tool
Box (http://ctb.ukans.edu/) and the University of Kansas’ Work Group on
Health Promotion and Community Development (KU Work Group), we devel-
oped an Internet-based support system for this initiative known as the “Pub-
lic Health Improvement Tool Box” (PHI Tool Box). This chapter describes the
context for this work and the information system’s several components:

1. Tools for building capacity for the work—tailored links to how-to
information for a variety of relevant skills (e.g., assessment, leadership,
evaluation)

2. An on-line documentation system—for entering, retrieving, graphing, and
making sense of data on systems changes (i.e., new or modified programs,
policies, and practices facilitated by participating state efforts for public
health improvement)

3. An on-line learning community—for exchanges among peers and experts
to guide and support public health initiatives.

We conclude with a discussion of potential challenges, strengths, and fu-
ture prospects of such information systems for contributing to the work of
public health improvement.

Background and Context: The National
Turning Point Initiative

The National Turning Point Initiative (Turning Point: Collaborating for a
New Century in Public Health, available at: http://www.naccho.org/
project30.cfm) was funded by the Robert Wood Johnson and W. K. Kellogg
Foundations and supported by the University of Washington National Office
and the National Association of County and City Health Officials (NACCHO).
Its vision and mission is to improve population health through an investment
in strengthening and transforming the public health infrastructure. The work-
ing hypothesis is that strategic changes in the public health system can en-
hance the success of state and local efforts to promote and protect health and
prevent diseases and injury. From January 1998 to December 2000, the two
foundations funded 21 states and 41 communities to plan for and carry out
public health systems change.

Turning Point began in 1998 with a two-year strategic development pro-
cess using three primary methods:

1. It created a planning environment at the state and local level where
committed stakeholders would plan collaboratively, analyze health issues
and challenges, and promote system changes for public health
improvement.

2. It developed a strategic planning document in each of the 21 states and 41
communities. The documents included plans to:
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a.  assess and address gaps in system capacity;
b.  evaluate the public health workforce;
c.  identify necessary information and communication systems;
d.  develop a framework for stable financing; and
e. identify strategies for formulating health policy.

3. Turning Point participants established a network of partners who could
contribute to a health agenda in each state and community. These partners
would collaborate to work on a variety of public health issues including
a.  eliminating health disparities among populations;
b.  assuring access to quality care;
c.  aggressively preventing infectious diseases;
d.  reducing risks for chronic diseases; and
e.  protecting the population from hazards and toxins in the environment.

The partners focused on building the system and infrastructure that could help
address these issues. The infrastructure required for population health improve-
ment includes, but is not limited to, (a) a skilled and competent workforce; (b)
stable financing; (c) information systems and technology; (d) research and citi-
zen involvement to guide policy development and implementation; and (e) col-
laboration among and between states, communities, and the multiple public and
private organizations and institutions that contribute to health.

Two cohorts of states and one cohort of communities were involved in the
planning phase of Turning Point. At the end of the planning phase, states were
funded by the Robert Wood Johnson Foundation to implement a specific
strategy highlighted in their strategic plans. Over a four-year period (2000–
2003), the two state cohorts will collaborate to carry out different planned
change initiatives. The communities, with funding from W. K. Kellogg Foun-
dation, have addressed priorities in their strategic plans.

During development of the implementation phase of Turning Point, it be-
came clear that the states and communities faced several common issues in
building capacity for public health improvement. Although each state and
community is unique in its approach to public health, commonly held areas
for improvement included (1) performance management; (2) collaborative
leadership; (3) information technology; (4) social marketing; and (5) mod-
ernizing public health statutes. To help assure a coordinated approach to
these five areas, a third phase of Turning Point was created, The National
Excellence Collaboratives. Turning Point states were given the opportunity
to join one or more collaboratives to work jointly with state and local Turn-
ing Point partners and with national organizations such as the US Centers for
Disease Control and Prevention (CDC), the Health Resources Service Admin-
istration (HRSA), the National Association of County and City Health Offi-
cials (NACCHO), and the Association of State and Territorial Health Officers
(ASTHO). Each of the National Excellence collaboratives has created a shared
vision, a mission, and a work plan that will culminate at the end of four years
in a set of recommendations, products, tools, and pilot demonstrations.
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For example, the Information Technology Collaborative had as its mission to
assess, evaluate, and recommend to national policy makers innovative ways to
improve the nation’s public health infrastructure by utilizing information tech-
nology. Information technology would be used to improve data access, commu-
nity participation in making public health decisions, and performance of the
public health system. The initial goals of the collaborative were to

1. monitor health status to identify community health problems;
2. diagnose and investigate health problems and health hazards in the

community;
3. inform, educate, and empower people about health issues;
4. develop policies and plans that support individual and community health

efforts;
5. enforce laws and regulations that protect health and ensure safety;
6. mobilize community partnerships to identify and solve health problems;
7. link people to needed personal health services and assure the provision of

health care when otherwise unavailable;
8. assure a competent public health and personal healthcare work force;
9. evaluate effectiveness, accessibility, and quality of personal and

population-based health services; and
10. research for new insights and innovative solutions to health problems.

Supporting such a large-scale, multi-site, and multi-method initiative has
been a particular challenge of Turning Point. Each funding foundation has
created a national program office to provide guidance and technical assis-
tance to the states and communities involved in Turning Point. The National
Program Office for the W. K. Kellogg Foundation has been located at NACCHO.
The Robert Wood Johnson Foundation’s National Program Office is located
at The University of Washington School of Public Health and Community
Medicine. Several support challenges emerged during early implementation.
How do we build capacity among state and local initiatives for the different
competencies needed for systems change for public health improvement?
How do we document and make sense of the unfolding of systems changes
facilitated by state initiatives? And, how do we support learning among the
Turning Point communities and states about the work of systems change for
public health improvement?

Emerging Theory of Practice for
Public Health Improvement

The model (or framework) for public health improvement used by the Na-
tional Turning Point initiative is dynamic and interactive. For example, it is
assumed that understanding of state and community contexts should guide
action and intervention, which, in turn, should affect community and systems
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change for public health improvement. Systems changes, such as new pro-
grams for workforce development or revised public health statutes, will ulti-
mately affect the context for public health improvement. The work is also
iterative or repeating: for example, as time passes and issues change, the new
context may beget renewed cycles of planning and action, another genera-
tion of systems changes, and further public health improvement.

The parts of this model are: (1) understanding context and collaborative
planning; (2) action and intervention; (3) systems change; (4) enhanced in-
frastructure; and (5) improvements in population-level outcomes. This model
integrates public health and community development perspectives.1,6,8,9

Understanding Context and Collaborative Planning
 Collaborative planning, and related situation analysis, sets the stage for taking
action targeted at public health improvement. Studying the context in which
public health improvement occurs helps public health leaders and local people
see the problems that states and communities face and how they are currently
addressing them. The context can be influenced by a variety of factors, such as
local people’s dreams for healthier communities and disparities in income and
health status. By bringing together stakeholders and accountable entities, states
and communities can develop a broad perspective on public health improvement
and how related issues might be addressed. Partnerships prepare and analyze
state and community health profiles. They make available information about the
local community’s health concerns and analyze that information to help support
locally determined plans for health improvement. The resulting agenda of state
and community health issues should reflect not only the public health
department’s interests, but also those of a broader spectrum of community stake-
holders, including the general public.

Collaborative planning brings together people and organizations with dif-
ferent experiences and resources to clarify their vision, mission, objectives,
strategies, and action plans for bringing about community and systems
changes. Partnerships for public health improvement might analyze the criti-
cal health issues to determine general underlying causes and contributing
factors, how they operate in each state or community, and what interventions
are likely to be effective in meeting goals for public health improvement.
Partnerships might also develop an inventory of resources available to them
that can be applied to selected public health improvement issues. They also
develop health improvement strategies, such as social marketing and com-
munity coalitions that reflect an assessment of how available resources can
best be applied to address locally identified concerns.

Action and Intervention
The planning process is followed by action taken to bring about public health
improvement. Implementing strategies and interventions for public health
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improvement requires action by many different segments of the community
or state (e.g., public and private health organizations, faith communities,
schools, government). The particular mix of activities and actors will depend
on the health issue being addressed and the local participants and resources.
Some courses of actions are commonplace, such as conducting statewide so-
cial marketing campaigns against tobacco use, but others, such as changing
public health statutes to protect water quality, may receive opposition. Es-
tablishing accountability for partners is important to help ensure successful
implementation.

Systems Change
The aim of planning and taking action is to bring about community and
systems change (e.g., new or modified policies, programs, and practices) re-
lated to public health improvement. Illustrative community and systems
changes to be sought by a state partnership with a goal of reducing health
disparities might include expanded programs (e.g., establishing and support-
ing peer educator programs in youth organizations and middle schools to
encourage healthy living skills), new policies (e.g., reducing delays and wait-
ing time in obtaining health care and preventative services), and modified
practices (e.g., establishing city/state policies to create “healthy opportu-
nity” zones that allow a tax credit for establishing neighborhood-based pri-
mary health facilities).10

Enhanced Infrastructure
When systems changes occur, the environment in which people attempt to
effect public health improvement is transformed. By making the work easier
and more rewarding, an enhanced infrastructure can influence the behavior of
those who can contribute to public health improvement. For example, a sys-
tems change, such as a new Internet-based program for enhancing skills for
community health promotion, can affect implementation of such efforts in
multiple communities. Taken together, locally determined community and
systems changes can support relevant behaviors of the many and varied ac-
tors needed for public health improvement.

Improvement in Population-Level Outcomes
Improvement in population-level outcomes, such as improvement in the inci-
dence and prevalence of asthma or HIV/AIDS in the state or county, is the
ultimate result of public health improvement efforts. It is hypothesized that
an enhanced public health infrastructure can contribute to widespread be-
havior change needed to improve outcomes. It is important to develop a set of
public health indicators of goal attainment that are accurate, available, and
sensitive to state and community-determined efforts. Improved data systems
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can help monitor process and outcome to provide useful, formative informa-
tion to guide decisions in the work of public health improvement.

Developing a Public Health Improvement Tool Box

Supporting programs for public health improvement efforts at state and com-
munity levels, such as those launched by National Turning Point, can aid
implementation of this theory of practice. In collaboration with the National
Program Office of Turning Point, we built a prototype Internet-based support
system using the infrastructure of the Community Tool Box and other capa-
bilities of the KU Work Group. The Public Health Improvement Tool Box
(PHI Tool Box) is designed to promote public health improvement by con-
necting people with support tools for the work, documenting systems changes,
and promoting learning through on-line exchanges.

The PHI Tool Box guides the users in choosing useful tools and pertinent
information related to their current work. It also connects users to peers and
mentors who can provide guidance specific to local contexts. The objective
of the PHI Tool Box is threefold:

1. To enhance capacity for public health improvement through “how-to”
learning modules and other tools found in the Community Tool Box;

2. To document the process of systems change related to public health
improvement through the KU Work Group’s on-line documentation system;
and

3. To promote dialogue among peers and experts involved in public health
improvement through a learning community that communicates through
on-line forums.

Supporting and documenting the work, and learning with others, are ac-
tivities that can enhance the infrastructure for public health improvement.

Audiences, Core Partners, and Assets in Development

There are a variety of audiences that might use a “tool box” for public health
improvement. Leaders and staff of state and local public health departments
who are doing the work of public health improvement can use it to seek
information, document their efforts, or connect with other public health pro-
fessionals working on common issues. People involved in health improve-
ment initiatives through other sectors, such as faith communities or business,
may also find the PHI Tool Box supportive of their efforts.

Support organizations, such as university-based research and training cen-
ters or advocacy groups, are also a primary audience. This information system
can amplify their capacity to support national, state, and local public health
improvement efforts. The PHI Tool Box contributes to the infrastructure by



29. Using Information Systems to Build Capacity 653

providing a framework for guiding these efforts and support materials that
can make the work of public health improvement easier and more rewarding.

Similarly, those organizations that provide funds and resources for the
work, such as government agencies or private foundations, can also benefit
from enhanced support for public health related initiatives. Such information
systems can optimize investments by enhancing competencies and shared
learning about the work of public health improvement.

The development of the PHI Tool Box is based on the empirical and expe-
riential knowledge of several core partners. The KU Work Group and the
National Turning Point Initiative have joined efforts to develop and test an
information system that brings together Internet-based technology, research-
based learning systems, and deep experience with public health improvement
efforts.

The KU Work Group, a research, teaching, and public service organization,
has worked extensively with community and health development initiatives
since 1990. The KU Work Group has actively developed tools and on-line
technology that builds capacity and promotes learning among those doing
the work of community health and development.11–14 The National Program
Office of the National Turning Point initiative at the University of Washing-
ton has drawn together a broad community of scientists and practitioners
involved in public health improvement. By joining the experiential knowl-
edge of the National Program Office and the KU Work Group’s support capa-
bilities, we seek to develop a valuable resource for public health improvement.

The PHI Tool Box is undergirded by the Community Tool Box. Operating
since 1995, the Community Tool Box is designed to promote community
health and development by connecting people, ideas, and resources. With
support from the Robert Wood Johnson Foundation and other sources, the
Community Tool Box team has created on-line learning modules for the vari-
ety of competencies required for the work (e.g., community assessment, stra-
tegic planning, leadership development, evaluation). Currently, the
Community Tool Box has over 200 how-to sections and over 6,000 pages of
useful information. The site received over 1.5 million hits and over 110,000
user sessions during the year 2000. In addition, the KU Work Group has
developed an on-line documentation system by which clients can enter data
on community and systems change, analyze data according to a theory of
change, and produce graphs and private reports of accomplishments.

Core Components and Information
Features of the PHI Tool Box

The work of public health improvement could be enhanced by an integrated
and Internet-based system that brings together capabilities for support, such
as easy access to how-to information for community assessment or evaluation
and systems for documenting changes related to public health improvement
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and for learning through exchanges with peers and experts. The PHI Tool Box
has three components: (a) a support system; (b) a documentation system; and
(c) a learning community.

Supporting the Work
Drawing on the breadth of content of the Community Tool Box, we aim to
create more depth of support for core activities in the work of public health
improvement. The PHI Tool Box helps build capacity by linking users to
how-to information relevant to their work. Hundreds of how-to sections can
be accessed as users work on one element or another (e.g., community assess-
ment, collaborative planning, taking action) of their respective frameworks
for public health improvement (e.g., the Institute of Medicine’s Community
Health Improvement Process). Users can access how-to information about
core competencies for public health improvement such as community assess-
ment, strategic planning, intervention, advocacy, evaluation of process and
intermediate outcomes, and resource generation, celebration, and renewal.
Another gateway to tools, the troubleshooting guide, helps focus on the prob-
lems public health initiatives may face (e.g., we can’t come to agreement on
which systems changes to work on). The guide uses clarifying questions to
lead the user to understanding the meaning of the situation and to link to
“how-to” sections that help users decide the best course of action.

The support feature provides tailored links to on-line support tools in the
Community Tool Box related to public health improvement. For example,
one gateway to the tools is organized around the core competencies related to
the “10 essential health services”15,16; another provides links relevant to the
tasks of the Institute of Medicine’s Community Health Improvement Pro-
cess.1 By invoking the Community Tool Box’s Workstation feature, users can
get outlines, links to how-to information, and examples to help produce prod-
ucts such as a leadership development plan, a strategic plan, a social market-
ing plan, or an evaluation plan. It provides connections to the National
Turning Point initiative’s internal structure for personal support and techni-
cal assistance. Links to other resources are also available.

Documenting Systems Changes
The on-line documentation system enables leadership in the National Turning
Point initiatives to document valued accomplishments such as community and
systems change—new or modified programs, policies, or practices related to
public health improvement. It can also collect information about other events,
such as resources generated for public health improvement and media coverage
of the work. In addition, users can document success stories and lessons learned
that connect discrete state initiatives in a common community of learners and
doers. The database also records information about collaborating partners in-
volved in accomplishing systems changes. Information from the documentation
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system can be used by multiple audiences to help them understand the effort,
make adjustments, and ensure accountability.

The documentation system also collects information that allows the analysis
of the potential contribution of systems change to public health improve-
ment. The database of systems changes can be displayed to show the distribu-
tion of changes in the following ways:

• Primary goal/objective (e.g., the 10 essential public health services,
monitor health status to identify community health problems, diagnose
and investigate health problems and health hazards in the community)

• Primary strategy used to change behavior (e.g., modify access/barriers
and opportunities, change policy)

• Duration of the change (e.g., one-time, ongoing)
• Penetration or exposure

– for primary population (e.g., all, adolescents, African-Americans
– through primary sector or setting (e.g., health organizations and

providers, faith communities)
– in primary places (e.g., list of specific states, cities/towns)
– at primary level (e.g., neighborhood, city/town, county, state/tribe)

The on-line documentation system makes data entry easy and information
available in real time, instantaneously. Participating state initiatives and sup-
port organizations have direct access to their data on systems change. Data
collection is done in real time, helping avoid the delays of traditional retro-
spective reporting. The National Turning Point Office and the funders can
also have immediate access to graphs and reporting based on this informa-
tion. Information is entered through any Web browser (e.g., Internet Explorer,
Netscape Navigator) using data entry screens. The information entered is
stored on a server at the KU Work Group.

Information capabilities include those of (a) reading on-line and printing
reports of selected measures (e.g., systems change) for participating Turning
Point state initiatives; (b) FTP (File Transfer Protocol) access to data for the
National Turning Point office and state grantees for purposes of data manage-
ment; (c) preformatted examples for how to use data in reports (e.g., model
text, graphs, lists of accomplishments); and (d) on-line “helpful tips” to sup-
port how to enter and retrieve data and provide answers to commonly asked
questions about documentation.

Information provided by the documentation system helps initiatives and
funders to meet their needs for accountability and continuous improvement.
It provides for a developmental approach, rather than merely a summative
evaluation. The documentation system serves as a foundation for communi-
cation between stakeholders and for co-learning within and among state ini-
tiatives. The reports generated on-line by the documentation system encourage
celebration and renewal of effort. In addition, the data and information on
accomplishments produced through the system may be used to help secure
further funds and resources.
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The documentation system provides the basis for sensemaking.13,17–19 In-
formation from the documentation system can be used to develop a better
understanding of how the initiative is functioning and possible contribu-
tions of systems change (an intermediate outcome) to goals related to im-
proving the public health infrastructure (a more distant outcome). Some of
the questions that can be answered include:

• Is the initiative facilitating community and systems change related to the
mission? (i.e., by examining rates of change over time);

• What factors are associated with increased rates of community and systems
change? (i.e., by examining what is associated with discontinuities in rates
of change);

• Do public health experts regard the changes as important? (e.g., by using
ratings of public health significance by constituents to “weight” the
changes); and

• What is the contribution of community and systems changes to goals for
improving the infrastructure? (e.g., by examining the distribution of
systems changes among the 10 essential services).

Learning Through Exchanges with Others
Using a customized version of the on-line forum capabilities of the Commu-
nity Tool Box, we created a forum or learning community for participants in
the National Turning Point Initiative. Peers and experts can engage each
other in dialogue about common issues and options for public health im-
provement. The forums are structured by topics chosen by the partners (e.g.,
assessing community health, developing coalitions). The forums create a vir-
tual space where public health leaders can guide and be guided in solving
problems that emerge in the work. For example, fine points of developing
coalitions or social marketing can be discussed or valued ideas and resources
shared. Because exchanges are archived, the forum permits cumulative learn-
ing among those doing (and exchanging ideas about) the work. In addition,
thematic “conference” or discussion themes can be developed to support
focused dialogue about different aspects of the work.

Plans for Implementation and Ongoing
Learning and Improvement

Several strategies will be used to support use of the PHI Tool Box. First,
training sessions on how to use the PHI Tool Box are provided for representa-
tives of state initiatives at the periodic conferences for the National Turning
Point grantees. These training sessions will include guided tours, tips on
navigation, and practice and troubleshooting on using each component of
the on-line system. These sessions provide hands-on experience in accessing
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relevant support materials in the Community Tool Box and the use of custom-
ized gateways, troubleshooting guides, searches, and other useful tools. Train-
ing in the use of the documentation system that includes entering data,
generating reports, and sensemaking based on the data will also be provided.
This training will also offer an opportunity for users to learn about and prac-
tice use of the learning community or forums.

The National Turning Point Program office will provide follow-up technical
support such as in entering and retrieving data. Consultations with National
Turning Point staff will help users interpret the data and possible interrelation-
ships among the data. Annual follow-up consultation and training will be pro-
vided at national meetings of Turning Point grantees to enhance use of this
support, documentation, and learning system for public health improvement.

The biannual meeting will also be used to assess and improve the PHI Tool
Box. Focus groups will be conducted during each of these meetings. In addi-
tion, the PHI Tool Box has several user feedback systems built into each of its
components. Users can suggest improvements in content and procedures, dis-
cuss alternative materials and approaches, and describe what works or does
not work for them.

As participating Turning Point partners document the process of community
and systems change, there will be enormous opportunities to learn about what
works and the conditions under which public health improvement occurs. Ongo-
ing data on systems change across sites can be used to better understand, support,
and re-direct efforts for public health improvement. Online exchanges among
peers and experts may help adapt state-based programs and practices and make
sense of these widely distributed public health improvement efforts.

Some Potential Challenges, Strengths,
and Future Prospects

Any information system to build capacity, such as the PHI Tool Box, should
meet several important needs. First, the system should help state and local
public health systems do the work of systems changes. How will it reduce the
effort and make more rewarding the work of bringing about change within
public health systems? Second, the work of population-level health improve-
ment is not restricted to public health workers. The PHI Tool Box must have
utility for a variety of users, who have varying levels of expertise. Will an
educator, a business person, or a member of a faith community be supported
in efforts to change programs or policies related to health improvement?

Third, the system should help users enhance the broad array of skills and
competencies related to public health improvement. Does the information
system provide access to learning resources for the appropriate and needed
competencies? Fourth, a public health information system should connect
public health leaders and workers both within and between states so that the
sharing of guidance and successes can take place. It should also connect
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young practitioners with and help them share the wisdom of more experi-
enced public health leaders. Finally, a public health information system should
be a repository of useful information to help with continuity during periods
of reduced staffing or gaps in the work force.

The strengths of the PHI Tool Box in supporting the work are numerous.
Users can access the vast store of information available easily through any
Internet-connected computer. Although not yet ubiquitous, Internet access to
such information systems is growing rapidly. The amount of information avail-
able through the Community Tool Box is vast; it reflects the broad set of
competencies needed for the work of public health improvement (e.g., assess-
ment, leadership, sustainability). Though vast, the information being sought
can be accessed through customized gateways, such as logic models, trouble-
shooting guides, and support links for the 10 essential services. Examples
will illustrate application of competencies to specific health goals and prob-
lems (e.g., reducing disparities, increasing physical activity). The support
material is written in language that is welcoming and friendly, with a limited
jargon. Links are provided to connect the user to others who can provide
more specialized information.

Through the PHI Tool Box, users can connect with other peers in an on-
line forum or learning community or with experts or mentors associated with
a national program office that can also provide guidance and assistance. The
entire system of support, learning, and documentation is integrated. Users
can garner data from the documentation system to help make sense of their
initiative’s efforts. For example, the data may suggest that systems change is
not occurring. Depending on the user’s assessment of the situation, it might
be determined that the most appropriate partners are not involved. Support
information might be accessed to prompt ideas for enhancing collaboration.
In applying this information to the local context or situation, the user may
seek guidance from peers and experts through the on-line learning commu-
nity or mentoring component.

Future research and development can help establish and optimize the con-
tribution of such Internet-based information systems to state and local initia-
tives for public health improvement. With refinement, Internet-based systems
can help provide support and guidance, connect participants committed to
improving health to each other and to needed resources, and document (and
make sense of) comprehensive efforts. By building capacity for public health
improvement, information systems can make the work easier and more re-
warding. In so doing, it can help assure that all of us experience environments
that promote and protect health and well being.
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Questions for Review

1. Explain why we refer to community-based efforts for public health
improvement as complex, dynamic, and adaptive.

2. List and explain the challenges associated with building capacity for
public health improvement.

3. List the attributes that an information system for supporting public health
improvement should have.

4. Explain how public health information systems can contribute to the work
of public health improvement.

5. List the qualities of the infrastructure required for public health
improvement.

6. According to the experience of the National Turning Point Initiative, what
challenges do states and communities have in common in building capacity
for public health improvement?

7. Describe the parts of the model or framework used for public health
improvement by the National Turning Point Initiative.

8. Describe the objectives of the Public Health Improvement Tool Box. What
are its core components and information features?

9. What needs or challenges should an information system, such as the Public
Health Tool Box, address? What are the particular strengths of the Public
Health Tool Box?
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Learning Objectives

After studying this chapter, you should be able to:

• Understand the basic concepts of data warehousing as applied to community
health assessment practice.

• Explain the value of community health assessments and, in particular, the
Comprehensive Assessment for Tracking Community Health (CATCH) data
warehouse, as a tool for use in community health assessment.

• Describe the different data dissemination capabilities associated with data
warehousing technologies and explain how CATCH uses the Internet to
deliver information to local health planners.

• Explain the value of healthcare data warehousing for the investigation of
complex public health issues, such as racial disparities in infant mortality.

Overview

The CATCH data warehouse, sponsored by numerous organizations and de-
veloped at the University of South Florida, is a state-of-the-art community
health assessment tool in both its assessment methodology and in its use of
data warehousing technology. In this chapter, CATCH and its usefulness for
community health planning are described. A case study that illustrates the
capabilities of CATCH to support research concerning community health
issues is provided. In many ways, the CATCH data warehouse is the gold
standard for community health assessment. Although its current applications
focus on Florida community health issues, CATCH as a concept has implica-
tions for community health decision-making support on a national scale.
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Introduction

The measurement and assessment of health status in communities throughout
the world is a massive information technology challenge. The Comprehen-
sive Assessment for Tracking Community Health (CATCH) methodology pro-
vides a systematic framework for community-level assessment that can be a
valuable tool for resource allocation and healthcare policy formulation.
CATCH utilizes health status indicators from multiple data sources, using an
innovative comparative framework and weighted evaluation process to pro-
duce a rank-ordered list of critical community healthcare challenges. The
community-level focus is intended to empower local decision makers and
provide a clear methodology for organizing and interpreting relevant
healthcare data. The effectiveness of the CATCH methodology is based on a
data warehousing approach. The data warehouse allows a core set of reports
to be produced at a reasonable cost for community use. In addition, on-line
analytic processing (OLAP) functionality can be used to gain a deeper under-
standing of the healthcare issues. This chapter demonstrates the use of the
CATCH data warehouse to perform an initial investigation of a critical
healthcare issue—racial disparity in infant mortality. Ongoing research di-
rections in community healthcare decision making conclude the chapter.

Community Health Assessment Practice

It is well documented that considerable variation exists in the health status of
defined populations. This variation is evident when we compare large popula-
tion groups, such as separate nations, states, or regions within a single country.
Surprisingly, variation often persists within smaller population groups, such as
census tracts or ZIP codes inside United States counties. These variations exist
not only for what would be considered epidemiological health status outcomes
(i.e., morbidity and mortality rates), but also for indicators that could be consid-
ered other dimensions or domains of population health, such as socioeconomic
and demographic characteristics, the availability of health resources, patterns of
health behaviors, and many other factors. To improve the health status of popula-
tions, a continuous monitoring and improvement system must be implemented.
Such a system would require a comprehensive, objective, and uniform methodol-
ogy for defining and characterizing the many dimensions that comprise the health
status of a community.

In the United States, the Institute of Medicine (IOM) of the National Acad-
emy of Sciences, in its influential 1988 report The Future of Public Health1

emphasized that assessment was one of the core functions of public health
and recommended that there should be a regular and systematic collection,
assemblage, and analysis of information on the health status and needs of
communities. In 1997, the IOM Committee on Using Performance Monitor-
ing to Improve Community Health outlined a community health improve-
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ment process through which communities can assess health needs and priori-
ties, formulate a health improvement strategy, and use performance indica-
tors as part of a continuing and accountable process.2 The report called for a
community health profile made up of sociodemographic characteristics, health
status indicators, quality of life indicators, health risk factors, health resource
indicators, and other measures that can be used to support priority-setting,
resource allocation decisions, and the evaluation of health program impacts.

As part of the ongoing clarification of the public health role at the community
level and the transition from a disease to a health focus and from a treatment to a
prevention strategy, there has been recognition that partnerships and collabora-
tion are necessary to support effective action.3,4 Health organizations, public
sector agencies, medical care providers, businesses, the religious community,
educational institutions, and other community organizations are interdependent
components of a multi-sectoral community health organization. The overall com-
munity must be empowered to make the necessary, and sometimes difficult, re-
source allocation choices to improve health through information, education,
behavior change, and social support.5 Such collaborative action at the commu-
nity level must be informed by unbiased data describing the community’s health
status, needs, and resources. The community also needs the ability to track progress
over time in meeting the community’s healthcare goals.

The gap between current practice in community healthcare spending and
the goals of collaborative community healthcare decision making is vast.
The availability and quality of data on health indicators are problematic.
There is little empirical evidence on the use, sharing, or strategies to integrate
health data into decision making to provide guidance to community health
organizations. While most of the literature on collaborative leadership and
community engagement focuses on the process,6,7 little attention has been
focused on the effect of the availability of a common set of data, such as the
community health profile, on the quality and inclusiveness of decision mak-
ing. There is also scant information about the use of data and information
technology to support and monitor the process.

The goal of this chapter is to present an outline of the Comprehensive Assess-
ment for Tracking Community Health (CATCH) methodology and its implemen-
tation in a data warehouse. We illustrate the use of the CATCH data warehouse by
performing a preliminary investigation of an important healthcare issue—racial
disparity in infant mortality. This brief example portends the power of the data
warehouse for in-depth research on many critical public health issues.

The CATCH Methodology

The University of South Florida’s Center for Health Outcomes Research has
developed the CATCH methodology to provide comprehensive, objective
health status data for community health planning purposes. CATCH collects,
organizes, analyzes, prioritizes, and reports data on over 250 health and so-
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cial indicators on a local community basis. The CATCH methodology has
been tested, refined, and validated over the past ten years. Reports have been
prepared for 24 US counties, both within and outside of Florida. The CATCH
methodology can be briefly described as shown in Figure 30.1.

Community health indicator data are gathered from a variety of sources. Sec-
ondary data sources include healthcare data reported by hospitals; by local, state,
and federal health agencies; and by national healthcare groups. Primary data
sources would include door-to-door or mail-in surveys. All healthcare data are
normalized into common formats and organized into a community healthcare
report card listing values for each important community indicator.

Each indicator value is then compared against the state average, a peer
group of communities’ average, and other interesting values (e.g., a national
goal for that indicator). The results of these comparisons are organized into
an n-dimensional matrix based on favorable or unfavorable comparisons
against each comparison dimension. For instance, Figure 30.1 illustrates the
layout of a two-dimensional comparison matrix based on state averages and
peer averages. Community indicators that demonstrate unfavorable compari-
sons on all dimensions are highlighted as community health challenges.

Passing each indicator through a set of ranking filters prioritizes this set of
health challenges:

• Number affected—Number of persons in the community affected by the
indicator.

FIGURE 30.1. The CATCH methodology.
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• Economic impact—An estimate of the direct cost per case for individuals
affected by the indicator.

• Availability of efficacious intervention—An estimate of the relative degree
to which treatment or prevention is likely to be effective.

• Magnitude of difference—The degree to which the community indicator
is worse than the dimensional comparisons.

• Trend analysis—From a historical perspective, is the trend favorable or
unfavorable, and what is the magnitude of change in the trend direction?

The community stakeholders are given an opportunity to weight the im-
portance of each of these filters. The final product of the CATCH methodol-
ogy is a comprehensive, prioritized listing of community healthcare
challenges.8 Up-to-date information on CATCH is available at the USF Cen-
ter for Health Outcomes Research Web site at http://chor.hsc.usf.edu.

The CATCH Data Warehouse

The value of the CATCH methodology can be exploited most effectively
through the use of data warehouse technologies. Here, we briefly describe the
technology infrastructure of the CATCH data warehouse.

Limitations of Manual CATCH
Although the value of CATCH is incontrovertible, the ultimate deployment
of CATCH throughout Florida and the nation has been constrained by several
serious limitations:

• The handcrafted process is labor-intensive and slow. Hundreds of individual
sources of data must be identified and contacted. Data are often provided
in hard-copy formats that must be manually checked, validated, and then
entered into spreadsheets. With manual methods, it takes three to four
months to complete a CATCH report for a single county.

• Longitudinal trend analyses over many years are cost-prohibitive for most
communities. Because each application is expensive and time-consuming,
the capability to fund and produce annual assessments in a single
community is limited.

• Most public health funding comes from state and federal governments. A
statewide CATCH assessment would help to prioritize funding and serve to
enable effective program evaluation based on quantifiable outcomes
assessment. Because nearly all data elements available in Florida are available
in most other states, there is reason to be confident that CATCH might be
expanded nationally and even internationally. We are currently working on a
national health assessment profile, using Florida as a case study.

• With the massive amount of healthcare data involved, many interesting
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relationships and correlations of health status indicators can be found and
investigated.

CATCH Data Warehouse Challenges
A CATCH data warehouse has been constructed to overcome these limitations,
enabling both cost-effective report generation and ad hoc analyses of critical
healthcare issues. The construction of a data warehouse for public healthcare
data poses major challenges beyond those presented by the construction of a
commercial data warehouse (e.g., retail sales). Such challenges include:

• Data come from a diverse set of sources. Healthcare data are published in a
wide variety of formats with differing semantics. There are currently few
standards in the healthcare field for data. The data integration task to build
the data warehouse therefore requires significant effort.

• CATCH reports are disseminated to a diverse and geographically distributed
set of stakeholders. The next section discusses the different dissemination
modes that must be accommodated by the data warehouse.

• The data warehouse is required to support the activities of public policy
formulation. The sociopolitical issues of healthcare policy impact design
features such as security, availability, data quality, and performance.

Data Warehouse Design
Important missions of a data warehouse include the support of decision-making
activities and the creation of an infrastructure for ad hoc exploration of very large
collections of data. Decision makers should be able to pursue many of their investiga-
tions by using browsing tools, without relying on database programmers to construct
queries. The emphasis on end-user data access places a premium on an understand-
able database design that provides an intuitive basis for navigating through the data.
The star schema or dimensional model has been recognized as an effective structure
for organizing many data warehouse components.9 The star schema is characterized
by a center fact table containing numeric information that can be used in summary
reports. Radiating from the fact table are dimension tables that provide a rich query
environment. This structure provides a logical data cube, with dimensions such as
time and location identifying a set of numeric measurements within the cube.

The mission of the CATCH data warehouse is to support the automated and
cost-effective application of the CATCH methodology as well as to enable
more detailed analyses that were not possible through use of the coarse-grained
data that typified past CATCH reports. The data warehouse design includes
several levels of data granularity, from the coarse-grained data used in ge-
neric report production to actual event-level data, such as hospital discharges.
The data warehouse includes major components at three levels of granularity,
as illustrated in the data access pyramid found in Figure 30.2.

• Report level—Reporting tables with highly aggregated data are used to
support the core CATCH reports, including comparisons between the target
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county and peer counties. The aggregated data are derived from the
underlying fine-grained data using stored procedures, which embody
expertise and experience gained from performing CATCH assessments in
the field. The aggregate tables provide fast interactive response for
interactive access via data browsing tools and can provide the foundation
for simple community-wide Internet access.

• Aggregation level—There are families of star schemas that provide true
dimensional data warehouse capabilities, such as interactive roll-up and
drill-down operations. These components have carefully designed
dimensions that can be utilized by more sophisticated data browsing tools.
The star schemas are populated by use of thorough data staging and quality
procedures that usually involve processing detailed data sets extracted by
various healthcare agencies and organizations. Typically, the data is
aggregated and transformed for loading into a family of related star schemas
that share important dimensions and support interactive OLAP techniques.

• Raw data level—For certain types of information, the design calls for
retaining very fine-grained or even event-level data. An example is the
hospital discharge data that includes each hospital discharge event for the
more than 200 hospitals that are mandated to report such information in
Florida. These data are retained at the transaction level because of the rich
set of facts and dimensions available for analysis and the density of
potential aggregations that result in negligible space savings.

These three levels of aggregation within the data warehouse combine to
meet a wide range of reporting requirements and performance goals, thus
providing a flexible basis for disseminating healthcare information to com-
munity decision makers.

FIGURE 30.2. The CATCH data access pyramid.
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Data Dissemination Modes
The human–computer interface is of paramount importance in the data ware-
house environment and the primary determinant of success from the end-user
perspective. To support analysis and reporting tasks, the data warehouse must
have high-quality data and make those data accessible through intuitive inter-
face technologies. The act of releasing data in a warehouse is in a very real sense
the same as publishing those data in printed form: retractions in both media can
be very painful. Once the data become accessible, they may be included in re-
ports, forecasts, and analyses that form the basis of decision-making activities
within an organization or a community. Therefore, data staging and quality pro-
cedures within the data warehouse are often among the most expensive and
critical ingredients in providing a successful end-user experience.

The types of access in a data warehouse can be broadly categorized as
navigation or summarization tasks. Navigation activities include data brows-
ing, ad hoc queries, and traditional report generation. These tasks require
human guidance and design to produce the appropriate queries, often pre-
senting the results in tabular or graphical form. Though OLAP usually incor-
porates roll-up/drill-down features, the navigation style is highly interactive
and driven by previous steps in data exploration.

Summarization tasks are algorithmic in nature. They apply techniques that
summarize patterns in the data and usually produce models, often with some
notion of reliability, which can be used to predict as well as to describe the
underlying data. Traditional statistics and data mining techniques are often
used as summarization tools. Thus, connectivity to statistical packages is an
important interface component that allows analysts to use statistical tech-
niques to confirm or more fully investigate interesting properties discovered
through browsing in the CATCH data warehouse. The case study investiga-
tion in the next section illustrates our ability to explore data for interesting
patterns. The following discussion focuses on the navigation tools and more
traditional database access technologies being utilized in the project.

Data Browsing

Data warehouse browsing tools provide star query-like access through a flex-
ible menu-based interface, with pull-down menus representing important data
dimensions. These types of tools are easy to use, and they support some ad
hoc exploration. However, they are usually controlled through some sort of
administrative layer that determines the data available to end users. In the
development of a flexible interface, there is a trade-off between the ability to
express ad hoc queries and the ease-of-use that results from predefined con-
structs implemented by data warehouse designers and administrators.

As previously noted, the CATCH data warehouse consists of several levels of
granularity from transaction-oriented data, such as hospital discharges, to summary
data at the CATCH report level. Therefore, the interface requirements differ for each
of the major components, especially with regard to the role of browsing tools. For
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instance, the browsing tools provide a convenient method for CATCH analysts to
view the preliminary report results at a more detailed level than most community
planners would want to sift through. Final report components may be generated by
use of the browsing tools, or more likely they may be implemented as part of a
reporting function that more fully automates the process.

A second and in some ways more important role for the browsing tools is to
provide a flexible interface for more customized analysis. Healthcare issues high-
lighted by the CATCH methodology can be investigated more fully by using the
finer levels of detail maintained in the data warehouse. These tasks might entail
querying the true dimensional star schemas that include age, gender, race, and
other dimensions, or even the event-oriented data, such as hospital discharges.
Thus, the data warehouse allows the user to focus on issues such as differences in
age or race with regard to specific health status indicators.

Report Generation

It is clear how the data tables and graphs from the browsing tools can be incorpo-
rated into comprehensive community health assessment reports. Reports allow
quick and easy access to comprehensive summaries and more detailed collec-
tions of information from the data warehouse. This type of predefined and thor-
ough reporting is critical for implementing a more automated CATCH
methodology. For example, the comparison of target counties to peer counties, as
well as to the state, are fundamental components of the original CATCH reports
and important tools for community healthcare planners.

Ad Hoc Queries

Free-form queries formulated by use of Structured Query Language (SQL)
provide a flexible ad hoc query capability for the more advanced user. This
basic access mechanism is a standard relational database access path, but it
requires some care in the data warehouse environment. Very large tables and
ill-formed queries can conspire to produce some truly awful performance.
Administrators and developers have been the most prevalent users of SQL in
writing the procedures for constructing the data warehouse, as well as in
providing queries and views for use by end-user tools.

Internet Access

Security issues, as well as a primary focus on research and development, have
led to a conservative policy with regard to Internet access to the CATCH data
warehouse. However, the use of the Internet to deliver information to local
health planners is an important capability for the future. There are two ways
to incorporate this capability within the data warehouse.

The first method for using the Internet is to save artifacts created by the
research team in a format that allows delivery via the Internet. Many of the
current tools have embedded support for this approach. The CATCH method-
ology has traditionally been centered on a large hard-copy report; much of
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this content could be recreated in Web-friendly form and easily disseminated
to local health planners. The advantage of this approach is the continued role
of a strong methodology, rather than a simple distribution of raw data with no
guidance in how to apply analytic methods.

This method of Internet access was used effectively to distribute a CATCH
assessment report throughout Miami-Dade County during the summer of 2000.
The report was generated from the data warehouse in PDF formats. Figures
30.3 and 30.4 illustrate a sample Indicator Fact Sheet page and Indicator
Comparison Chart page, respectively, from this report. The complete report of
approximately 500 pages is available to the county policy makers and stake-
holders via simple Web access.

A second approach is to provide dynamic access to the data warehouse via
the Internet and allow direct queries by a larger community of end users. This
approach will almost certainly have a role in the future, but the project will
move cautiously in this direction. Most data warehouse vendors are moving
to support Web-enabled data warehouses, so these types of tools will easily
integrate into the current framework. Reliance on a Web-enabled tool set will
minimize the need for customized Web development and will allow the focus
of the project to remain on the content and evolution of a comprehensive
community assessment methodology.

Case Study: Racial Disparity in Infant Mortality

Racial Differences in Health
Significant racial differences in health, disease, and mortality statistics con-
cern researchers and policy makers across the nation and the world. Research
frameworks for studying the role of race in health outcomes create confusion
and active controversy as race becomes tangled with factors of ethnicity,
culture, socioeconomic status, and demographics.10 While the debate rages,
health policy makers across the United States have made the elimination of
racial disparities a top priority as a racial fairness issue. The first step to
understanding racial health disparities must come from analyzing available
health data and drawing conclusions based on what the data tell us.

We select infant mortality as a single health indicator to study for this data
warehouse case study. Recent research on racial disparity in infant mortality
illustrates the complexity of this health issue. Lillie-Blanton et al. perform a
meta-analysis of the research literature on racial differences in four health mea-
sures—infant mortality, hypertension, substance abuse, and mortality from all
causes.11 Although socioeconomic conditions account for many observed racial
differences in substance abuse and overall mortality, studies of infant mortality
and hypertension show no clear relationships that help to explain the differences.
Stockwell and Goza studied the impact of economic status on infant mortality in
metropolitan Ohio communities.12 They conclude that low-income whites and
nonwhites at all income levels have significantly greater infant mortality rates
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than the overall population. Din-Dzietham and Hertz-Picciotto show that higher
levels of maternal education actually increase racial disparity in infant mortal-
ity.13 Using data from North Carolina, they find that education beyond high
school reduces the risk of infant mortality by 20% among whites but has little
effect among nonwhites. Finally, even for extremely low risk (ELR) mothers,
racial disparities are prominent. Alexander et al. report that ELR non-white moth-
ers have 2.64 times greater risk for a small-for-gestational age (SGA) birth and
1.61 times greater risk of infant mortality.14 These studies provide sobering evi-
dence that racial disparity in infant mortality is a real and complex issue.

FIGURE 30.3. CATCH indicator fact sheet page. (Source: Center for Health Outcomes
Research, University of South Florida.)



672 Part V. Case Studies: Applications of Information Systems Development

Racial Disparity in Infant Mortality
Rates in Florida Counties
To study racial disparity in infant mortality rates (IMRs) in Florida counties,
we begin by performing a cluster analysis of the counties based upon popula-
tion. In this way, four groupings are defined:

• Group I—Small counties with less than 70,000 population (31 counties)
• Group II—Small medium counties with between 70,000 and 200,000

population (17 counties)
• Group III—Large medium counties with between 200,000 and 450,000

population (10 counties)
• Group IV—Large counties with over 450,000 population (9 counties)

To focus the analysis for the constraints of this chapter, we select the Group
IV (large) counties, with 1990 census data and 1995 health indicator data for
study. The goal of this study is to illustrate the ease with which the CATCH
data warehouse can be used to support ad hoc investigations of interesting
and timely health issues. The data warehouse is implemented using Oracle
database software. The Oracle Discoverer interface provides efficient and easy-
to-learn techniques for manipulating and viewing the desired data from the
warehouse. Once initial observations and preliminary conclusions are made
from the ad hoc investigation, then more rigorous data analysis can be per-
formed to study the issue in more depth.

The first step of the analysis calculates the white and nonwhite IMRs for
the nine largest Florida counties, as shown in Figure 30.5. The rates are based

FIGURE 30.4. CATCH indicator comparison chart page. (Source: Center for Health
Outcomes Research, University of South Florida.)
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on 10,000 live births. The greatest racial disparities are found in three coun-
ties—Broward, Hillsborough, and Palm Beach. Can we find characteristics
among these three counties that might lead to an explanation of the higher
racial IMR differences?

Population Density and Rurality

As seen in Figure 30.6, the 1990 data on county population and rurality
shows little difference between the three counties and the other counties in
Group IV. Broward is about 50% larger than the other two high-disparity
counties. The three counties are largely urban, with Hillsborough, at 10.5%,
the most rural. Observations on these data do not indicate that population or
rurality plays a significant role in the racial IMR differences.

County Poverty and per Capita Income

In many research studies, socioeconomic indicators have been shown to play a
significant role in racial health disparities.11 Thus, we display county poverty
rates and per capita income (1990 data) in Figure 30.7. Here, we find that
Hillsborough has the second highest poverty rate among Group IV counties.
With strong evidence from previous research, this fact may point to an explana-
tion for the racial disparity in Hillsborough county. However, Broward and Palm
Beach counties have relatively low poverty rates. Thus, we continue to search the
data for other possible explanations for the disparities in these counties.

FIGURE 30.5. Rate differences.
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FIGURE 30.6. Density and rurality.

FIGURE 30.7. Poverty and per capita income.
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County Population: Racial and Elderly Percentages

Next, we investigate the composition of the populations in the counties. Fig-
ure 30.8 shows the percentages of nonwhite and elderly (over 65) population
in the Group IV counties. We note that Broward and Palm Beach counties
have significantly greater elderly populations than most of the other coun-
ties. It is known that elderly populations tend to be conservative about the
allocation of taxes to education and social programs. It is worth further inves-
tigation to see if this conservatism could be a contributing factor toward the
racial IMR differences found in these two counties.

County Health Resources

The final data analysis studies the availability of health resources in the
Group IV counties. Figure 30.9 illustrates the ratios of MDs, RNs, and LPNs in
each county (number of resources/population). These data provide little indi-
cation that adequacy of health resources is a significant factor in racial IMR
differences among counties.

Observations and Implications
The ability to rapidly design and execute ad hoc investigations is a compelling
capability of the CATCH data warehouse. The availability of data at all three
levels of the data access pyramid allows a researcher to move up and down the

FIGURE 30.8. Population: Racial and elderly percentages.
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pyramid to group and order data in effective and revealing ways. The concise
case study presented in this section aptly illustrates the use of the CATCH data
warehouse for preliminary research investigations. Among the large Florida coun-
ties, we found three counties with above-average differences in white and non-
white IMRs. A rapid analysis of potential explanations confirms the complexity
of the racial health disparity issues found in the research literature.

Hillsborough County appears to confirm several previous studies that so-
cioeconomic factors contribute to racial disparities. The high incidence of
poverty seems to correlate with the high level of racial differences in IMRs.
The implication is that the county should focus attention and resources on
prenatal programs aimed at low-income nonwhite families. For example, a
successful program to reduce the number of sudden infant death syndrome
(SIDS) cases has been reported in the Chicago region.15 Focused primarily in
the African-American communities, the “Back to Sleep” program informs par-
ents that infants should sleep on their backs for greatest safety.

On the other hand, racial disparities in Broward and Palm Beach counties
seem to correlate with a high elderly population. Programs to bring greater
awareness in the community of important health issues such as infant mortal-
ity may be called for. Counties with large retiree populations must achieve a
balance of critical health programs that apply across the age spectrum.

These initial observations must be followed by more rigorous studies. We
are performing ongoing research in Florida on racial disparities across many
health indicators. Two examples of our in-depth data analyses on infant mor-
tality are mentioned here.

FIGURE 30.9. Health resources. (Source: Authors)
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Figure 30.10 shows a small portion of an extensive data table for infant
mortality causes in Broward county from 1995 to 1997.

We find that white infant mortality causes differ from nonwhite causes in
significant ways. For example, conditions of extreme immaturity and birth de-
fects occur more frequently in nonwhite infant mortality. With the data ware-
house as a repository of detailed birth and death certificate data, we can perform
a more complete study of racial differences in causes of infant mortality.

The use of fine-grain data allows the application of detailed regression stud-
ies. A preliminary analysis finds that the county-specific racial disparity in infant
mortality is not highly correlated with those factors that have high explanatory
power for variation in total deaths and most major causes of death, such as heart
disease, cancer, and stroke. We have conducted a preliminary multiple regression
analysis utilizing the county infant mortality racial differential as the dependent
variable (nonwhite infant death rate minus the white infant death rate). Explana-
tory variables were the percentage of the county population age 65 and over; the
percentage nonwhite; the percentage living in poverty; a rurality factor; and the
physician-to-population ratio, one important measure of health resource avail-
ability. The total amount of variation explained in the infant mortality racial
disparity was less than 16%, (R2 = 0.157). The same variables explain more than
60% of the variation in county-specific total age-adjusted mortality. The analy-
sis suggests that there are a number of important research and measurement issues
to be resolved in the study of the racial differences in infant mortality. Topics that
require more study include:

FIGURE 30.10. Infant mortality causes 1995–1997.
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• alternative measures to describe the racial disparity;
• the most appropriate form of analysis for grouped data (census tract, postal

ZIP code, county);
• a conceptual framework that includes both individual and community

variables combined in some way to maximize the amount of variation
explained (requires matching individual to grouped data); and

• an enhanced understanding of the various causes of adverse birth outcomes.

Along with improvements in research design and methods, a data ware-
housing capability will greatly improve the effective use of population data
in addressing these questions.

Conclusions and Effective Use of
CATCH in the Communities

The CATCH data warehouse is the gold standard for community health as-
sessment repositories in the nation. It is state-of-the-art in both assessment
methodology and in data warehousing technology. We are just beginning to
take advantage of the enormous potential of the data warehouse for research
in critical healthcare issues. The sample case study on racial disparity in
infant mortality that we have presented demonstrates how ad hoc investiga-
tions of health issues can be accomplished rapidly via the data warehouse
interfaces, making effective use of the three levels of data access—reports,
OLAP structures, and raw data at the base.

We are also planning a major research direction in the understanding of how
individual communities can make best use of the reports and data from the data
warehouse. The CATCH data warehouse will result in widespread distribution of
data previously unavailable to most communities, as well as on-line access for
specialized inquiry. Many issues arise as to how the communities will make most
effective use of the CATCH data for healthcare decision making.

There is a rich literature on the decision-making process both with and
without information technology. For example, Dennis et al. study the effects
of minority influence on decision-making and find that the presence or ab-
sence of technology has very different effects.16 Another important contribut-
ing area is the political process and its ramifications for decision making.17

Certainly, policy making in health care is very much a political process.
The use of the CATCH methodology and the state-of-the-art data ware-

housing technology across many Florida communities will provide a rich
research opportunity for studying many interesting issues concerning group
decision making in community healthcare organizations. Some of the issues
we plan to study include:

• The impact of the presence of a champion for specific actions
• The size and make-up of the decision-making group
• The speed of the decision-making process.
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• The stakeholders in the process and their influence in the decision making
• Resource constraints faced by the community
• The political nature of the process
• The differential in access to data among the communities
• Information exchange patterns and practices
• The ease of access and usefulness of the data
• The presence of more thorough and structured data via the CATCH

methodology
• The ability to produce customized analyses via the CATCH data warehouse

The complexities of each issue and the interrelationships among these
issues make the design of research studies both a challenge and an opportu-
nity. Research on healthcare decision making will focus on the communities’
use of the CATCH information for healthcare planning.
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Questions for Review

1. Describe the community health assessment environment that makes a tool
such as the CATCH data warehouse necessary for planners and decision makers.

2. Describe the methodology of CATCH in the gathering and processing of
community health indicator data. How does CATCH compare indicator values
to produce n-dimensional matrices? Explain how CATCH prioritizes indicators.

3. What have been the previous constraints in the widespread deployment of
a manual CATCH system throughout Florida and the nation? In what ways
does the CATCH data warehouse address these constraints?

4. List and describe the three levels of data granularity used in the CATCH
data warehouse.

5. List and describe the data dissemination modes employed in the CATCH
data warehouse. Explain the user capabilities provided by the data
browsing tools offered by CATCH.

6. Explain the role of the Internet in the use of the CATCH data warehouse.
What factors have led to adoption of a conservative policy with regard to
Internet access?
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7. Describe how the CATCH data warehouse supports the investigation of
important public health issues.

8. Explain how the CATCH data warehouse will support community health
decision making in Florida.
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Learning Objectives

After studying this chapter, you should be able to:

• Describe the Emerging Infections Network’s current and future role in the
prevention and control of emerging infections.

• Understand the application of an electronic disease surveillance system to
an international trade organization’s business needs.

• Describe the significant challenges to be addressed in implementing an
information technology project that has as its user group representatives
from multiple countries and professions that have varying approaches to
political decision making and the acceptance and use of information
technology.

Overview

The Emerging Infections Network (EINet) is a telecommunications network
in the Asia Pacific geographic region. Developed and administered by the
University of Washington with support from the Centers for Disease Control
and Prevention and in partnership with public health officials of five Asia
Pacific Economic Cooperation (APEC) economies, EINet focuses on provid-
ing education about and the prevention and detection of emerging infectious
diseases that can have adverse impact on travel and trade relationships among
nations. EINet provides a good example of the challenges inherent in devel-
oping and maintaining an international electronic network that connects na-
tions with differing views and practices regarding data sharing. However, the
working relationships fostered by networks such as EINet offer untold ben-
efits for epidemic investigation and control of infections that cross interna-
tional boundaries.
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Introduction: The EINet (Emerging
Infections Network)

EINet (Emerging Infections Network) is a telecommunications network in the
Asia Pacific geographic region linking the 21 member economies of the Asia
Pacific Economic Cooperation (APEC). It focuses on prevention and control
of emerging infections that are of importance to trade and travel within the
region. The University of Washington began the network with scientists from
five Asia Pacific APEC economies in July 1996, as an international outreach
effort, with support from the US Centers for Disease Control and Prevention
(CDC). EINet was launched as an approved APEC project. It represents the
first time such a trade community has prioritized emerging infections within
an ongoing agenda of trade-related issues.

EINet dovetailed with a coincident initiative within APEC by the United
States government to address the importance of emerging infections and their
human, economic, and political costs to this trade community. The project is
within the portfolio of the Industrial Science and Technology Working Group
(ISTWG). Since EINet’s inception, APEC also has approved several other projects
in disease surveillance. Faculty and staff of the University of Washington School
of Public Health and Community Medicine maintain the network.

EINet as an Informatics Project

International networking is a new approach to information sharing for dis-
ease control. Issues within such efforts include system design, technology
incorporation, and content. Specifically, in designing such a system, who
should be included? How should information flow? What type of information
is most useful? Technological challenges include the diversity of hardware
and software used by the potential network members and insuring compat-
ibility in design so that access is not problematic. The adoption and continu-
ing evolution of the Internet has solved many of these issues, and these
Internet-based solutions were brought into the activities of this network.
Content issues include insuring accuracy and timeliness; establishing and
maintaining the balance between detailed surveillance data and more general
disease alert information; and addressing confidentiality, data ownership,
and security.

EINet is a telecommunications-based approach that has expanded and en-
hanced an existing trade-related telecommunications network (APEC
EduNET). EINet carries a dialogue about the emergence of new disease to
officials in trade and health ministries, to academics, and to other interested
persons in APEC member countries. This dialogue is accomplished through
the identification and inclusion of public health authorities in the network.
As a result of this inclusiveness, EINet has a diverse user group that includes
scientists, public health workers, and others with an interest in its content.
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The goal of EINet is to create a utilitarian virtual public health community.
EINet, which is free to its users, is moderated, and it provides information
regularly. The network is also responsive to user input.

Existing resource materials and new didactic materials are directed to both
scientists and policy makers. A rich Web site has been created for this network
(http://apec.org/infectious/). Specific content on EINet includes reference
material from existing library sources concerning the full range of emerging
diseases of interest to the region. Initially, the CDC’s “self-assessment instru-
ment” was put forward as a means of describing the capacity of participating
partners; however, this assessment work has been refined through two subse-
quent electronic surveys of the user group in 1997 and 2000.

The EINet Web site also includes distance learning materials for teaching
about emerging infections. These materials are updated biannually. In addi-
tion, the EINet site links to other companion sites relevant to the Industrial
Science and Technology Working Group (ISTWG) of APEC. The network’s
sources of information about regional outbreaks and other updates on the
field are largely from outside its user group, although information from net-
work users is increasing. APEC EINet is dedicated to providing timely infor-
mation on issues of emerging infectious diseases (EIDs), enabling better
collaboration by policy makers, health officials, and researchers throughout
the Pacific Rim.

The Need for EINet

The combination of the emergence of new infectious diseases such as HIV/
AIDS, the reemergence of old diseases, such as tuberculosis, and the growing
resistance of diseases to available treatments, along with the worldwide in-
crease in the speed and scope of travel and trade, has created a need for new
and innovative surveillance strategies. In the world of trade, sudden trade
embargoes or restrictions because of epidemic threats constitute a nontariff
trade barrier that can be very costly to member states.

The emergence or resurgence and epidemic dissemination of infectious
diseases such as dengue, tuberculosis, cholera, and others in the region is of
particular concern. Dengue fever has expanded its traditional epidemiologic
range; it now presents a major threat to Malaysia, Indonesia, Thailand, and
other Southeast Asian countries. Cholera swept through Latin America in
1991 and 1992, involving three APEC economies: Peru, Mexico, and Chile.
Tuberculosis is also a major concern throughout the region, and the HIV/
AIDS pandemic has exploded definitively in Asia in the past six years.

While the increasing economic interdependence of the APEC member
economies has created new wealth, the increased traffic of goods and people
in the region poses new public health challenges. APEC is concerned about
EIDs because they cause preventable illness and death, drain economies
through the direct costs of treatment and hospitalization, generate indirect
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costs from time lost from work and reduced purchasing power, and lead to
unfounded trade sanctions that hinder economic activity.

The emergence and re-emergence of infectious diseases has appropriately
become an issue on the Science and Technology agenda of APEC. The US
agricultural trade with other APEC economies exceeds $50 billion annually,
according to 1999 figures.1 However, outbreaks such as the Sakai (Japan)
Escherichia coli 0157:H7 epidemic of 1996 threaten this trade and represent
an unpredictable nontariff trade barrier to the United States. Transmission of
multi-drug-resistant tuberculosis on extended airplane flights epitomizes a
second, travel-related, type of EID that concerns APEC.2

Existing national and international public health disease reporting structures
are not tailored to the needs of the new economic cooperation of the region. They
do not permit the speed and the high level of interaction and flexibility essential
to timely reactions to the EIDs that pose a particular threat to an interconnected
economic cooperative. EIDs threaten the health of societies and therefore may
provoke nontariff trade barriers as governments seek to protect vulnerable popu-
lations. They also impose direct and indirect economic costs. For example, India
estimates a loss exceeding $1.2 billion due to trade and travel restrictions im-
posed during the putative outbreak of plague. Timely diagnosis and proactive
public health cooperation with trading partner nations could have averted much
of this economic damage.

Emerging infections require rapid, responsive collaboration among the
scientific communities, governmental bodies, and commercial interests of
member economies for effective prevention, surveillance, and control. Uni-
versities, as centers of scientific training and research, have an important role
to play. However, university/government linkages will need to be strength-
ened to address this challenge.

The new paradigm of EIDs represents an entirely different educational
framework for teaching about infectious diseases, microbiology, virology,
epidemiology, and public health prevention and control. This framework
sparked the creation of working groups and new curricula at universities
across the United States. The University of Washington and Harvard Univer-
sity have had two of the most active working groups. New curricula were
necessary to orient tomorrow’s public health experts to the challenges posed
by the “creation” of new pathogens through ecological pressure and through
the potential for broad transmission of some pathogens by the routes of trade
and travel. This same challenge faces the Asia Pacific. However, because bib-
liographic access is more limited, progress in building new curricula has been
slower there.

EINet was created to address these issues for the 21 APEC economies.
Originally known as the APEC Telecommunications Network for Emerging
Infections, APEC EINet has focused on initiatives to:

• Help draw APEC’s ISTWG into a policy initiative on EIDs. The “APEC
Framework for Emerging Infectious Diseases” was approved at the ISTWG



31. Addressing the Challenge of Emerging Infections 685

meeting in Taiwan in March 1998; it now encompasses an action plan and
five projects on disease surveillance.

• Create a Web site offering data, reference material, and Web links to library
resources on EIDs.

• Produce a biweekly e-mail newsletter compiling disease alerts, APEC-
related news, and other relevant information from a number of sources,
including health professionals and the news media.

• Devise a distance learning curriculum, available on the Web site, that is
useful to health professors as well as to other scientists and policymakers.

• Visit sites and participate in international meetings to better assess and
promote the potential for increased use of information technology in
addressing emerging infections.

The Development of EINet

In 1993, the APEC Leaders Education Initiative called for “an investment in
our future generations by establishing an APEC Education Program to de-
velop regional cooperation in higher education, study key regional economic
issues, improve workers’ skills, facilitate cultural and intellectual exchanges,
enhance labor mobility, and foster understanding for the diversity of the re-
gion.”3 In response, representatives of APEC economies met in Seattle in May
1994 to establish new mechanisms, such as university-based “study centers,”
for sharing academic resources. Since then, the University of Washington has
been a leader among educational institutions collaborating on APEC projects.
In 1995, US Secretary of State Warren Christopher called for a telecommuni-
cations network initiative to link all APEC Study Centers to facilitate the
exchange of information and enhance collaboration. The University of Wash-
ington took the lead on this networking activity, and the product, the APEC
EduNet, provided the original backbone for the APEC EINet project.

Although health is not the focus of the APEC process, the issue of EIDs was
introduced by the United States in 1995 at a gathering of the APEC econo-
mies’ cabinet-level science/technology officials (APEC 2nd Ministerial on
Science and Technology). Continued efforts by the United States and other
economies led to passage of a formalized policy framework on EIDs during
the meeting of the ISTWG in March 1998. “Self-funded” projects as well as
“projects proposed for funding” have been formally approved by the ISTWG.

Scientists from five APEC economies established EINet at the University of
Washington in 1996. EINet is funded through a cooperative agreement between
the University of Washington and the CDC. The University of Washington lever-
ages the budget by providing use of existing equipment, such as Internet servers.
The telecommunications technology that is used relies heavily on connectivity
over telephone lines and hubs of information processing at Internet servers. The
network includes an e-mail listserve and a Web site.
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Originally, the EINet site included a password-protected site for viewing
recent multi-drug-resistant tuberculosis surveillance data; however, the qual-
ity and timeliness of data from the member economies was not adequate to
sustain this site.

An electronic survey was sent out early on to determine what users wanted.
The results are presented in Table 31.1.

EINet’s Web site and e-mail resources include biweekly bulletins that en-
capsulate recent news of disease outbreaks and public health from around the
region. This newsletter was formatted according to a market survey. It may
well be that our participants are ready for a more frequent, less formal use of e-
mail communications. We have repeated our market survey in Year One
(Spring–Summer 2000) of the new project. The CDC and other partners of the
Committee on International Science, Engineering, and Technology Policy
(CISET) interested in the Asia-Pacific networking collaborated with us in this
survey effort. The survey was sent via e-mail and was carried out over our
existing network, with additional e-mail addresses gathered from other sources.
Respondents were asked to return the survey electronically via e-mail; how-
ever, a fax number and mail address were also provided. Nonrespondents were
targeted with reminder e-mails.

A universe of 539 respondents with functioning e-mail addresses was ini-
tially identified and sent the survey. Ten percent of these addresses could not
be reached. A total of 106 questionnaires were returned, representing 17 of
the 21 APEC economies. No one from Chile, Russia, Papua New Guinea, and
Brunei Darussalam responded. Enthusiasm for information-sharing remains

TABLE 31.1.  EINet interest survey (N = 29)

Question Response (%)

Found most useful (choose all that apply):

Summary of surveillance reports of outbreaks in the
Asia-Pacific region

Using the network to enhance collaboration through
communication

Announcing new research developments

Announcing APEC EINet project  activit ies and
meetings

Summary of APEC conferences and summits

All of the above

Preferred frequency of communication:

Once a week

Once a month

52

24

57

57

71

48

33

52
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high, and support for usership appears to be increasing. However, security of
information use and information transfer remains an unknown.

A problem with the use of an electronic survey in this setting is the cre-
ation of selection bias—those who respond to an electronic survey are likely
the most computer literate with the highest computer usage. This makes close
interpretation of the results of a given survey less useful. A longitudinal
approach to detect trends may be a more appropriate application.

Political Issues
The APEC group exists largely through consensus building rather than
through formal treaties among its partner economies. As a consequence, there
is no treaty or legal basis for EINet to carry out disease surveillance, although
it is a formal project of the APEC and a working ISTWG group. In addition,
user access is variable due to “info politics” in the different economies.

Technical Issues
The technical issues encountered have been minimal, primarily because the
strategy for implementation and maintenance relied on the capacity of the
user group. In other words, the users themselves maintain their Internet access
for their own use. The EINet network provides some additional incentive for
maintaining electronic competence, but it does not by any means represent
the only such incentive. By taking advantage of existing technology, the
network has circumvented many technical concerns.

People Issues: Use of EINet
International networking is rife with “people issues” that figure strongly in
the attempt to promote a timely, candid discussion across the Pacific about
emerging infections. Although our network has been well subscribed and our
bulletins extensively quoted in the region at all levels of national health
systems, it has been less interactive than hoped. In fact, according to our most
recent survey, only 23% of respondents could contribute information to the
network on EID research updates. Whether the barriers are political, cultural,
or technical has not been investigated.

Our initial effort within EINet was to compile surveillance information to
describe drug resistance in tuberculosis; this effort was unsuccessful. The reasons
were multiple. There were interprogrammatic jealousies within governments that
prevented data sharing, concerns about the accuracy of testing that caused hesi-
tation, and concerns about data ownership and control of information. Probably
most important was the overall paucity of data collection. The rhetoric about
surveillance for this serious threat overstated greatly the actual activity under-
way. The vision of prospective timely tracking of drug resistance in tuberculosis
remains in the future for Asia Pacific.
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The Impact of Advancing Technology
on the Operation of the System

The advance of technology has pushed the development of the network ahead.
Whereas initially our Web site development was constrained from the use of
frames and images because of slow access in Asia, this constraint no longer
exists. At the start of the project, many countries had little national coverage
by the Internet, but now the majority has some coverage, and many have good
coverage. The use of telephone calls and faxing to communicate has become
much less necessary over the past four years.

What Was Learned in the Process of Thinking
This System Through, Designing It, Implementing
It, and Evaluating It?

The original vision for this effort was a surveillance and monitoring network.
However, experience in the first three years of activity has resulted in the
current network, which is actually a disease alert and information network,
rather than a true surveillance network.
The future objectives are to:

• Create or enhance working relationships among organizations responsible
for trade, travel, and public health on the Pacific Rim;

• Extend the capacity of APEC’s developing economies to use information
technology and the Internet for alerts and surveillance information locally,
nationally, and internationally;

• Demonstrate, through evaluation, the value added when APEC and its
member economies assign high priority to programs that seek to prevent
and control trade- and travel-related infections; and

• Provide health professionals with technical content, direction, and Internet-
based resources for learning about emerging infections in the Asia Pacific.

Implications for Informatics Practitioners
and Lessons Learned

The experience of developing and implementing EINet provides several les-
sons for practitioners of public health informatics.

1. It is important to be responsive to user needs. The users are the key to the
success of any network.

2. Having incremental vision is crucial. Not everything will work as planned,
and implementers need to be willing to try and fail before finding the best
solution.
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3. The network approach is broader than its technological base. Electronic
networking can only follow successful “human networking,” and it is
only as strong as the ongoing collaborative work that it provokes. It is our
intention that this work be responsive to the concerns of the community
within APEC and that our objectives accurately reflect the preoccupations
of the region. We have been in contact with the Emerging Infections
program of World Health Organization Geneva (WHO Geneva) and with
the Western Pacific Regional Office of WHO in Manila regarding this new
project, and we will continue to involve these and other interested parties
as well.

Through the links created with this project, CDC and the University of
Washington will initiate collaboration with an expanding number of APEC
institutions focused on the areas of epidemiological and laboratory-based
surveillance of emerging infections. Eventually, this collaboration will be
institutionalized through ongoing long-term research work and other coop-
erative public health activities to facilitate the prevention and control of
infectious diseases.

The Future for Systems Like EINet

EINet and such systems as ProMED and PACNET have demonstrated the po-
tential power of international electronic networking in enhancing coopera-
tion in disease surveillance and control. The future of the EINet will continue
to be defined by the desires of its user group. Its current configuration will be
expanded through outreach to lesser-developed countries in the region. Sys-
tems in Korea, Japan, Australia, Taiwan, and the United States have provided
proof of the validity of the national concept of networking. EINet contributes
the international proof. It is probable that as diagnostics improve and the
timeliness of disease reporting is enhanced, electronic networks will be more,
rather than less, important as “first alert” systems. The working relationships
fostered by such networks carry untold benefits for epidemic investigation
and control of infections that cross international boundaries.

Questions for Review

1. Explain why EINet was created. What problems did the network seek to
address?

2. List and describe the services offered to public health officials by EINet.
3. Explain the process by which EINet was developed and the political/

public health forces that were involved.
4. In what sense can it be said that international networking is rife with

people issues?
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5. What has been the contribution of advancing technology to the operation
of the EINet system?

6. In what sense is a network approach broader than its technological base?
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Learning Objectives

After studying this chapter, you should be able to:

• Describe the processes used by the Oregon Immunization case study to
solicit provider compliance with reporting immunizations.

• List and describe the principles of informatics that were applied in
developing a solution to the problem of securing immunization data from
private providers.

• Examine the lessons learned from the Oregon case study and consider the
implications of these lessons.

Overview

In this chapter, a first-person account is provided of an effort to design and
build an immunization data collection system that would link private provid-
ers with an existing state registry. The system had to be efficient and also
mesh well with existing provider work processes associated with administer-
ing immunizations in 1,500–2,000 private provider offices. The experience
related here illustrates the application of many of the public health informatics
principles that have been presented in numerous chapters of this book. It
especially demonstrates the importance of involving prospective users in the
development of solutions to problems and of recognizing that high-tech so-
lutions are not always the most effective. Finally, the entire experience em-
phasizes that effective practice of public health informatics is more than a
science; it is also an art requiring the exercise of imagination and human
relations skills in meeting the needs of and dealing with the constraints posed
by users.
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Introduction

This case study illustrates a solution to one of the most common problems in
public health informatics: data input. In building public health information
systems, we are often in the position of needing input from users in the com-
munity outside our organizations. In such cases, it is a significant challenge
to motivate users to cooperate. A significant part of eliciting that cooperation
is the ability to provide a data input system that is compatible with existing
procedures but does not impose substantial new burdens on the user.

As you review this case, try to stop at the end of each section and think
about how you would approach the situation at that point. Then compare
your ideas with those that were actually used. This suggestion is not meant to
imply that the approach actually used in the case is ideal or even correct.
Even the fact that the problem was solved does not necessarily validate the
approach. After all, there are many ways to address system design problems.

As a means of focusing on key principles, some of the specific, but minor,
problems that were solved in order to implement this solution have been
omitted from this description. In particular, the many discussions that were
needed to overcome skepticism about the both the possibility of solving the
problem and the viability of the specific solution proposed are not described.

Background

When I began as director of Oregon’s immunization registry in late 1994, my
first priority was to determine what the biggest obstacles to full implementa-
tion of the registry would be. At that time, a public-sector immunization
registry was already fully functional, serving every public clinic that pro-
vided childhood immunizations. However, this registry was part of a medical
records system for public clinics, and it could not be used by private provid-
ers. In addition, over two-thirds of all the childhood immunizations at that
time were administered in the private sector. Furthermore, the shift toward
increased immunization delivery by private providers had already begun and
was expected to accelerate in the next few years (currently, 82% of immuniza-
tions in Oregon are given by provide providers). The essence of my task, then,
was to create an immunization registry for the private sector and then inte-
grate it with the existing public sector registry.

Before becoming director of the registry, I had been involved with it for
about six months as a consultant. During this time, a detailed business plan
for developing the registry had been written. With this background, I did not
experience much difficulty in identifying the three most difficult problems
that I would need to solve in order to make the Oregon registry successful.

• First, and most important, an efficient mechanism for obtaining
immunization information from private providers would need to be created.



32. An Immunization Data Collection System for Private Providers 693

In the public sector registry, computer terminals connected to a mainframe
were available in each clinic. At the end of the day, clinic personnel entered
all the immunizations that had been given. During the day, children’s
immunization records were immediately available through interaction with
the terminal. However, this solution would clearly not be feasible for private
providers; for them, it was expensive, time consuming, and inefficient.

• Second, an easily maintainable decision support system to produce
immunization recommendations was needed. Although a simple decision
support system already had been developed for the public sector registry,
its lack of flexibility was already proving to be a major problem. A system
that could easily accommodate all the existing and potential future ACIP
recommendations was needed. This same algorithm would also be used to
assess the immunization status of children and to determine the need for
reminders and recall. (See Chapter 23 for more information about the system
that was developed.)

• Third, a mechanism for financial sustainability of the registry would need
to be established. Although there was federal funding available at that
time for registry development, it was already clear that additional funds
for continuing operations would not be forthcoming once the registry was
completed. Without a solid plan for financial support, the entire project
could be successful and yet be terminated because of a lack of funding.
Indeed, the entire effort could be viewed as a futile exercise in the absence
of a mechanism for continuing operational support.

This case study is focused on the first of these problems: developing an
efficient mechanism for obtaining the immunization information from pri-
vate providers. Solutions to the decision support and financial sustainability
problems have been described elsewhere.1,2

Initial Analysis

In approaching the problem of private provider immunization input, my first
task was to develop a possible solution—to conduct a requirements analysis.
A key principle in this effort is that the users must be the final arbiters of any
successful solution. However, users function best in this role when they are
presented with one or more possibilities from which to choose. Naturally,
users are not familiar with potential technical approaches to system design
problems. It is the role of the system architect to first develop potential solu-
tions that provide users with a framework for considering the problem.

My prior experience in pediatricians’ offices as a medical student was
extremely helpful to my analysis. I knew from this experience that the offices
were extremely busy. Although the activities appeared somewhat chaotic,
they followed well-defined procedures that would not be easy to change. My
key assumption was that minimizing the time requirements imposed by any
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data collection system was the most important goal. Of course, had I not had
experience with the target environment, my first step would have been to
spend some time observing a private provider office or two so as to better
understand the real user environment. Such direct experience is essential
knowledge for the system developer.

In light of this previous experience, I generated my own list of the require-
ments that a private provider immunization input system would have:

1. Time requirements imposed on the users must be minimal;
2. The time delay between immunization and data submission should be

short;
3. The process should fit into the existing paper work and activity flow;
4. The process should be interactive to permit delivery of immunization

recommendations;
5. The security of any transmitted information must be guaranteed; and
6. The cost must be very low, especially for ongoing operation at an estimated

1,500 to 2,000 user sites and at registry headquarters.

I then used these requirements to exclude a number of possible solutions.
For example, cost limitations clearly obviated installing any substantial equip-
ment in the provider offices. Other available data indicated that only a very
small percentage of private providers had computer systems, and even fewer
used modems with those systems. In addition, the telecommunications infra-
structure in rural Oregon at that time would limit effective modem speeds
over ordinary telephone lines to 2400 baud in many areas, too slow for effec-
tive interaction.

I next focused on available communications tools in provider offices. Tele-
phones and fax machines were the only such tools in widespread use. I was
immediately attracted to the fax machine as an option because of its ability to
transmit relatively large amounts of information quickly. I eliminated the
telephone as a data input option, reasoning that a voice response system
would at best be very time-intensive because of the need for manual tran-
scription of transmitted information at registry headquarters. I was delighted
to learn from a recently completed survey that over 90% of private providers
already had fax machines in their offices.

Having selected fax machines as the communications tool, I regarded the
rest of the solution as relatively straightforward. The providers would request
a child’s immunization record by telephone, using a voice response system.
Each provider’s fax number would be on file with the registry. The registry
would immediately fax a history and the immunization recommendations.
This fax transmission would include an identifying bar code. The provider
would attach the history and recommendations to the patient’s chart. The
provider would merely blacken open circles next to the immunization recom-
mendations to indicate which shots were given at that visit. This same sheet
of paper would then be faxed back to the registry, where optical scanning
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would be used to read the blackened circles and bar code recognition would
be used to identify the provider and the child.

This seemed to be a simple, elegant, and completely feasible solution that
met all the requirements. The only remaining step was to get the endorsement
of the users and then begin implementation. Little did I realize that my think-
ing to date would be only a tentative step in a very long march.

Meeting with the Users

Now that I had a solution to the input problem in hand, I was anxious to meet with
the users to get their endorsement. In cooperation with the local medical societ-
ies, I arranged a dinner meeting of all the large pediatric practices. About a dozen
pediatricians attended, and I began my presentation as they were eating dessert.

I started by reviewing the immunization problem in Oregon. At that time,
Oregon had one of the lowest statewide immunization completion rates for
two-year-olds in the nation, ranking 47th out of the 50 states. The pediatri-
cians clearly shared our concerns about this low rate. I then discussed the
progress that had been made in creating the existing public sector immuniza-
tion registry. There was early evidence that the registry was already improv-
ing the immunization rates substantially in the population it served. I was
very pleased to discover at the dinner that there was strong support in this
group for establishment of a private sector immunization registry, including a
clear appreciation of the benefits of the information it could provide.

I then reminded the providers that in order for a private sector immuniza-
tion registry to work, they would need to supply information about every
immunization given in their offices. It was apparent that most of them had not
really considered the full implications of this requirement for their own prac-
tices. I described my proposal for sending immunization information to them
via fax and collecting information by the same medium.

The reaction to my proposal was rapid and unanimous: the pediatricians
told me, ever so politely, that such a system was completely and totally un-
workable. In fact, they all seemed nearly incredulous that I had suggested
such a ridiculous idea. A number of them pointed out that they administered
so many immunizations in a day that handling two faxes for each one would
totally overwhelm both their staff and the capacity of their fax machines.
They made it very clear that they could not and would not participate in a
registry that operated in this fashion.

This was not the feedback I had hoped for. Naturally, I was very disap-
pointed that the pediatricians were so negative about what I thought was an
elegant solution to the data collection problem. I was very concerned, be-
cause I knew that solving this problem was absolutely crucial to the success
of the entire project. To make matters worse, it seemed that I had lost whatever
credibility I had developed from the earlier part of the meeting.
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My initial reaction was to try to engage them in a discussion of other
possible solutions. As might be expected (and as I knew but had temporarily
forgotten), my response to their objections was not productive at all. Typi-
cally, users cannot provide meaningful assistance in developing a technical
solution to a system problem. The most productive interactions are usually
based on the review of a proposed solution—which is what I had planned.

One clear mistake I had made in preparing for this meeting was failing to
consider what I would do if my proposed solution was totally rejected. I was
so convinced that my idea would at least form the basis for a workable system
that I had not developed any backup plan.

As I listened to the pediatricians explain why various input methods could
not work, I realized that the best I could do with this meeting was to under-
stand the user requirements more clearly. I thought that if I could at least get
a consensus about the requirements, I would have something to work with
when I went “back to the drawing board” to develop a better option.

I therefore returned to the basic premise that they all supported the estab-
lishment of a private sector immunization registry. I was able to get these
providers (with some grumbling, to be sure) to admit that they would need to
enter data in some form in order for the registry to function. I next asked them
to consider that this data entry process would require some of their time and
that the amount of this time for each immunization would be greater than
zero. Although all these points were obvious to me, it required some discus-
sion before the pediatricians fully appreciated them.

I next turned to the issue of defining how much time they would be willing
to devote to entering immunization data. I began with the question, “Would
you be willing to spend one second to enter each immunization?” After some
discussion, they agreed that this amount of time would be feasible. I then
proceeded to ask if two seconds would be acceptable. For each increase in the
amount of time, there was more and more discussion before they reached
agreement. Three seconds generated substantial discussion before the group
agreed that it was acceptable. Four seconds turned out to be too much—the
consensus was that four seconds per immunization for data entry was simply
not feasible. Later, after the meeting was over, one of the pediatricians ap-
proached me individually and shared his calculation showing that four sec-
onds for each immunization would mean he would need to hire a new full-time
staff person solely for this task.

With the three-second requirement clearly defined, I spent some time rein-
forcing it. I asked them to specifically agree that if I were (somehow) able to
devise an input mechanism that met this criterion, they would support and
use it. They unanimously agreed that they would. In retrospect, I believe their
skepticism about the possibility that any solution could be developed to
meet this requirement (a skepticism that I shared) may have encouraged them
in reaching this agreement. Nevertheless, the meeting ended on a positive
note, and I had clearly defined the key user requirement. I had no idea how a
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system could be developed to meet this requirement, but I was determined to
return to the group with a solution.

Searching for the Solution

Now the really difficult work began. I consoled myself by looking back at my
list of requirements. It turned out that these were all correct; I had simply not
realized how crucial the time element for data entry would be to the provid-
ers. My original solution was obviously a dead issue, and I needed to develop
a different one.

I began with a step-by-step list of the immunization process:

1. child arrives in the office;
2. check in at reception desk;
3. pull chart;
4. move child to exam room, put chart on door;
5. nurse reviews chart and talks to parent and child;
6. doctor reviews chart, talks to parent and child, examines child, writes

orders;
7. nurse reviews orders, prepares immunizations;
8. nurse gives immunizations, records on chart;
9. chart, parent, and child to front desk to schedule next appointment.

In looking at this list, I focused very carefully on step 8. It seemed that this
was the place in the process for collection of the registry data.

I decided to focus exclusively on data collection, ignoring for now the
need to communicate the child’s immunization history and recommendations
to the provider. I clearly recognized that the 3-second input requirement was
a very difficult one to meet, and therefore I wanted to look specifically at that
part of the problem in isolation

I wish I could say that the idea that solved this problem occurred to me
suddenly in a moment of inspiration. Such a moment would have been ex-
tremely exciting. But the reality was that the idea developed slowly over the
next several months. In addition to spending time every day contemplating
this problem, I read and explored input methodologies used in other time-
critical situations. I had always thought that bar codes would be part of the
solution because of the ease of both printing and scanning them. In fact, the
previous registry director (Dr. Frank McCullar) had suggested issuing a set of
bar code labels for every newborn and then peeling off a label in the provider’s
office each time an immunization was given. However, there were two serious
problems with that approach: lost and forgotten bar code labels.

I arranged to visit several local companies that dealt with these types of
problems. During these visits, I would describe the provider office environ-
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ment and the stated 3-second requirement to see what suggestions might be
forthcoming. While these visits did not directly result in a solution, they were
helpful in elucidating and discussing possibilities as well as in familiarizing
me with available input, scanning, and recognition technologies.

I kept returning to Dr. McCullar’s idea for bar code labels. From the central
registry’s perspective, the idea of using such bar codes was very appealing as
a data input mechanism because it would be fast, accurate, and inexpensive.
Moreover, it occurred to me that the problems of lost and forgotten labels
could be overcome by keeping these labels in the patient’s chart in the
provider’s office. Peeling off a bar code label even seemed to meet the 3-
second requirement. However, housing these bar codes at the provider’s of-
fice introduced additional problems. For example, we knew that a very large
fraction of children received their immunizations from two or more providers.
How could such a set of bar codes be shared among two or more providers? A
much bigger concern was how to insure that a bar code was submitted each
time an immunization was given. Because data submission would be an extra
step in the immunization process, it was inevitable that it would be missed in
many cases, despite the best of intentions.

What could be done to design a system that would force the providers to
submit the bar code reliably? I again considered step 8 in the process, the
recording of the immunization information in the chart. It turns out that every
pediatrician’s chart has a special page for recording immunizations: the im-
munization record form. This form has been standardized, and copies of it are
distributed by the American Academy of Pediatrics.

Each immunization uses one line on the form. The immunizations are
grouped into the various series.

The presence of such a standard form in every child’s chart made it a natural
point to intervene to collect immunization data. I studied the immunization
record form and considered the problem. I also thought about the key principle of
accurate and complete data entry: it must be fully integrated into the business
process. The central issue seemed to be integrating the bar codes with the immu-
nization record form. I needed to find a method to force the nurse to peel off the
bar code in order to record that the immunization had been given. Finally, it
occurred to me to put the bar codes on top of the immunization record. Then, they
would have to be removed in order for charting to occur.

But that idea would not work. Typically, when adhesive labels are peeled
off, the underlying surface is a glossy plastic-like surface that does not ac-
commodate writing. Nevertheless, I was encouraged at this point that I was
close to a solution. The entire problem had come down to whether it was
possible to stick a peel-off label to plain paper.

I began to pay close attention to every peel-off label I saw. All of them seemed
to be stuck to a surface that did not accommodate writing. Then I got lucky. I
happened to see a letter that the post office had forwarded because of a change of
address. Affixed to the envelope was a yellow sticker from the post office. When
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I peeled off the sticker, it came off easily, like a Post-it™ note. In fact, it was the
same yellow color as the original Post-it™ notes and seemed to function in the
same way, except that instead of featuring a single strip of adhesive at the top,
this note’s back was entirely coated with adhesive.

It now seemed that I had all the elements of a complete solution to the prob-
lem. I started to think about how bar codes on such a note could be placed on top
of the immunization record form. But first, I had to address one more issue.
Atlhough the standard immunization record form provided enough spaces to
permit recording the immunizations in each series, there were many more options
for possible immunizations than the number of spaces provided on the form. In
order to have bar codes that were specific to every possible immunization, I
would need many more spaces. Thankfully, this problem was relatively easy to
solve. By rearranging the immunization record form into two columns, I was able
to provide an option for every potential immunization while still allowing (just
barely) enough space to record the appropriate information.

It seemed that I had found a potential solution to this difficult input prob-
lem. Now I had to figure out how to make it work.

Refining the Solution

The first step in pursuing this solution was to create a mockup so that people
could understand exactly what this new form would look like. I arranged for the
bar codes to be printed on label paper and attached to the Post-it™ notes, which
were then affixed to a revised two-column immunization record form. Organizing
all the needed information required several iterations. It was also clear that each
form would need to be uniquely numbered and that a mechanism for associating
a form with a particular child in a particular provider’s office was needed. Also,
forms suitable for receiving the peeled-off labels would be necessary.

The major issue at this point was to determine how these forms could be
manufactured and, most importantly, whether their cost would be reasonable.
To focus on this specific problem, I elected to hire consultants, since I was not
familiar with the printing industry and wanted to get answers to these ques-
tions quickly. Such an assignment is a good example of a situation in which
a consultant can be very helpful—there is a specific problem that requires
specific expertise unavailable in-house.

Without much difficulty, I found a consultant, and he began his research.
Within a few weeks, he had contacted several major printing firms, and the
news was not good. First, it would be extremely difficult (translation: expen-
sive) to affix the special adhesive notes to a form. Second, even if the notes
could be affixed to the form, they would not be effective. It seemed that the
adhesive used for such notes could not be expected to retain its properties for
more than two years. Therefore, a form constructed as I envisioned it could
not work: all the bar codes would fall off after two years. Since the childhood



700 Part V. Case Studies: Applications of Information Systems Development

immunization record form must be utilized from birth until age six, using
these notes was clearly unacceptable.

One printing firm, however, seemed particularly interested in this project,
and I arranged a meeting with a representative of the firm. I described in detail
the environment, the requirements, and the proposed solution. The company
representative agreed to discuss the matter with her technical staff to see if a
solution for manufacturing a suitable form could be found.

This time, the news was encouraging. Several weeks later, at a subsequent
meeting, I was told that it might be possible to manufacture forms that would
work in the way desired. This form would need to consist of three layers. The
bottom layer would consist of plain paper; the middle layer would consist of
label backing; and the top layer would consist of peel-off bar code labels.
Cuts in the label-backing layer during manufacture and removal of each bar
code label would also remove some label backing in the middle layer, creat-
ing a window to the plain paper below. The immunization information could
then be written on the plain paper, which could be printed with any format-
ting information desired.

The problem was still not solved, however. The company was not sure that
making cuts in the label backing would really work as intended. These cuts
could not be complete, or else the label backing would fall apart during the
manufacturing process. A workable design would require the use of small tabs
to keep the label-backing layer together. These tabs would need to be strong
enough to survive manufacturing, but easy enough to remove that the bar
code labels could be used easily. Although the company had the technology
to produce such a form, it had never done so before. Indeed, company repre-
sentatives told me that such a form had never before been manufactured by
anyone. The technical consultants within the company were reasonably sure
it could be done, but a feasibility test would be required.

Another issue was that if the label came off with backing on it, this back-
ing would need to be removed before the label could stick to anything, pos-
sibly a very cumbersome and time-consuming step. To address this
contingency, the company proposed that the backing that was removed with
a label be slightly smaller than the label itself. Hopefully, this arrangement
would allow the label to be attached easily to plain paper without the neces-
sity of removing the rest of the backing. Alternatively, the backing would be
very easy to remove, since it would be smaller than the label itself. In any
case, this design would clearly need to be tested as well.

Finally, there was the issue of cost. At this stage, the company really could
not estimate what the final cost would be. However, company representatives
understood that the cost of each form would need to be well under $1. Shortly
after this discussion, we agreed to purchase a test batch of 1,000 of the forms
at a cost of $4 each. We were hopeful that the final version could be manufac-
tured at a considerably lower unit cost.

Before ordering the test batch of bar code forms, however, we needed to
finalize the layout, decide how each child would be enrolled, and specify
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where the immunization bar codes would go when they were peeled off the
form. We added a special bar code label with room for the name of the child
and the provider at the top of the form. This label could then be attached to an
enrollment form that would contain more detailed information. We designed
small 3- by 5-inch forms for the immunization labels and had these printed in
house. Each bar code form needed to be uniquely numbered. We wanted to
use a number size that would accommodate any eventuality; therefore, we
used a nine-digit number plus two alphabetic characters for the state abbre-
viation.

By this time, we had also addressed the issue of children who used mul-
tiple providers. Each bar code form would uniquely refer to a child-provider
pair. In this way, a single child could have bar code forms in any number of
provider offices. Wherever the immunization occurred, we would get a bar
code indicating both the child and the provider. Thus, none of the bar code
forms themselves would reflect a complete immunization record for the child;
however, that was no different from the current immunization record forms.

Once the order was placed for the test batch of forms, we began to look for
scanners that could read the forms at the central registry. We also began the
process of designing our initial pilot test.

Pilot Testing

To make the pilot test most effective, we wanted to utilize provider offices
that were representative of every type of practice. I also wanted to include
providers that were very skeptical about the workability of this solution. We
ended up dividing the providers into urban versus rural and large versus
small. We recruited a total of nine practices to participate in the pilot testing
during a one-month trial period. Each practice agreed to utilize the test forms
in everyday work, enrolling children as they were seen.

We were very busy developing the complete system while we were waiting
for the test forms to be produced. While the bar code forms were the central
element in the system, we also needed enrollment forms, forms to receive the
immunization and bar codes, a place to put the immunization bar code forms,
and return envelopes. We also needed to develop training materials to ex-
plain the system to the pilot sites.

Figure 32.1 illustrates the enrollment portion of the system. When the
child arrived in the office, a bar code form would be placed in the chart. The
child’s name would be entered on the label at the top of the form; that label
would then be removed and affixed to the enrollment form. Additional infor-
mation about the child would be entered on the enrollment form that would
then be sent to the registry. The second identification label would be peeled
off, placed on the parent immunization record form, and given to the parent.
Removing the two name labels revealed two pre-punched holes in the top of
the form that allowed it to be attached to the chart.



FIGURE 32.1. The final bar code form. At the top are two labels used for identification; holes
beneath these labels are used to attach the form to the chart. Two columns of labels for the
various immunization series constitute the majority of the form. Note that each type of immu-
nization has a different font to aid users in distinguishing each series from the others. The
right side of the form has, from top to bottom, identification information for the child (this
information stays with the form), spaces for signature/initials/date of staff administering
vaccines, and codes for use in filling out the form after the labels are removed. The OPV1
label has been removed to show the spaces for chart recording of immunizations: date, site,
manufacturer, lot number, initials of provider, VFC code, and parental consent status.



Recording an immunization was a fast and simple process. A small paper form
would be peeled off a pad of such forms affixed to the wall. For each immuniza-
tion given, the bar code would be peeled off and transferred to the small form.
After the date was written on the small form, it would be deposited in the recep-
tacle also attached to the wall. On a weekly basis, all the forms in the receptacle
would be collected, put in a postage-paid envelope, and mailed to the central
registry. Figure 32.2 (right side) shows the process of recording an immunization.

Finally, the test forms arrived. We visited each of the nine practices and
reviewed all the procedures for using the system. It was about a week before
we started getting telephone calls from the test sites. Most of the calls were
surprisingly positive—people really liked the system. However, they had
many suggestions. We received numerous ideas for rearranging the form as
well as suggestions related to the ancillary forms. For example, we originally
had allowed room for only four immunizations on the small form—sometimes
more were required (we ended up redesigning the form to accommodate up to
six bar code labels).

The major concern expressed was that the bar code labels were difficult to
peel off the form. Sometimes, peeling off one label would result in the entire
form’s coming apart. Our own extensive testing in our office confirmed that it
was indeed necessary to be careful in peeling off the forms. We found from
trial and error that it was necessary to hold on to the labels above and below
the one that was being peeled off in order to avoid disintegration of the form.
It also seemed that the small attachments of the backing of each label to the
rest of the backing were too strong to allow smooth removal. We passed this
information along to the manufacturer, which planned to correct this problem
by making these attachments smaller next time. We also included an illustra-
tion of how to hold the forms above and below the one being removed in our
updated training material.

After the test period was completed, we interviewed users of the system in
each practice. We sorted and compiled all their suggestions and either incor-
porated them into the plans for the next version of the form or sent a written
explanation to the practice detailing the reasons for not doing so. In this way,
we not only collected extremely valuable information that helped improve
the system, but we also reinforced our positive relationship with those prac-
tices who were willing to help us.

During this time, we also acquired and tested several scanners and devel-
oped the software needed to input information rapidly from the bar coded
labels we were receiving. This work also required some thoughtful design.
For example, the program to read the immunization bar code labels would
make an audible “ beep” every time it successfully read a new label, but it
would not make such a noise whenever there was an effort to repeat a scan of
a label that already had been read. In this way, the operator was able to per-
form the scanning process rapidly, with audible feedback so that no input was
missed, while avoiding duplicate data entry from scanning a particular label
more than once.

32. An Immunization Data Collection System for Private Providers 703
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We also had defined a solution for communicating immunization informa-
tion to providers. When the child arrived in the provider’s office, the recep-
tionist would make a call to a toll-free automated telephone system. Using
telephone touch-tones, the receptionist would enter the bar code form num-
ber and receive acknowledgement of the information. That call would then be
ended. The registry computer would then retrieve the immunization informa-
tion for the child and generate a list of recommended immunizations for that
visit. This information would then be sent via fax to the provider office—the
fax numbers for all the offices would be on file. This fax, in turn, could then
be included in the child’s chart. The providers were comfortable with this
mechanism because they could decide whether or not to request the immuni-
zation record. For those children who received all their immunizations in a
single provider’s office, the request would be unnecessary, thus resulting in
fewer central registry faxes to the provider offices.

Statewide Rollout

As I led the planning effort to deploy this new system statewide, the key
issues were production, distribution, marketing, and training. The order for a
large quantity of bar code forms was just the beginning. We also needed
enrollment forms, forms for attaching immunization bar codes, envelopes,
wall-mounted pouches, and parent immunization record forms. We were very
pleased that the bar code forms would cost only 21 cents each. (This cost was
based on a very large quantity purchase. Although the large supply of forms
reduced unit cost, it severely limited the ability to make any needed changes
in the format for a long time.) However, we also needed to engage in careful
management of the cost of all the ancillary materials. We ended up using an
expandable file folder pouch as the wall receptacle for the peeled-off bar
codes, and we devised a method to attach two pads of the forms to it, using
clear plastic adhesive pouches. We calculated the quantity needed for each
item and placed the orders.

Marketing the transition to the new system proved to be a huge task. We
wanted to deploy the new system to about 1,500 providers over a one- to two-
month time frame. We knew that we would need to visit each provider and that
these visits would need to be either early in the morning before the practice
opened or at lunchtime (to avoid interfering with patient visits). It was easy to see
that handling this number of visits within such a short time frame would require
the services of a large number of people. However, the immunization registry
itself had a marketing staff consisting of only one person.

We had been, however, working closely with the Vaccines for Children
program, which had a staff of four. We were able to arrange for these staff
members to work with us to lead the bar code marketing efforts. In addition,
we were very fortunate to have wonderful cooperation from the health plans
that were supporting the registry. These health plans collectively agreed to
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detail 40 of their representatives to the registry for the rollout. These repre-
sentatives routinely called on providers on behalf of the health plans and
therefore were familiar with the issues involved in working with them. The
marketing effort never could have been successful without the participation
of the health plan representatives.

With this large marketing team in place, the challenge was then to organize
and train them. We divided the state into four territories, and each of the Vaccines
for Children staff members became a team leader for one territory. We arranged for
a half-day training session for the entire marketing team to explain the bar code
system itself as well as the plan for introducing this system to providers.

Developing the training materials proceeded in parallel with the planning
efforts. We contracted with a video production firm to develop a 10-minute
instructional video explaining how the bar code system operated in a pro-
vider office. We also developed a series of color overheads that explained the
system step by step. Finally, we designed and produced a laminated wall
poster that summarized the system’s operation and that could serve as an
ongoing reference for providers.

Distribution of materials was also a challenge. Each provider needed three
to five boxes of forms of various types, the number depending on the size of
the practice. Marketing representatives delivered most of this material to
providers during their visits. However, we also shipped the materials when it
was necessary to do so. This capability was especially helpful for serving
provider locations that were distant from registry headquarters.

Initially, I decided to implement a voice response system to track the mar-
keting process. The idea was that each marketing rep would call the system
once a day and update the status of the provider offices. Although this was a
technically workable solution, it turned out that the marketing reps would
not use the voice response system. Rather, they wanted to be able to talk to a
team leader to report progress, discuss problems, and share experiences. There-
fore, we ended up managing the rollout process primarily through individual
conversations and manual reporting.

Results

The rollout of the new system was very difficult, but it went reasonably well. Our
training session for the temporary marketing reps enjoyed excellent attendance,
and the questions that these marketing reps asked helped us to define important
details of the process that had not been fully considered. In addition, these repre-
sentatives were able to suggest very helpful revisions in the training materials.

At first, the rate of provider enrollment was very slow, a reflection of the
time needed to schedule initial appointments. Once the marketing reps began
visiting providers, however, we were able to sign providers up rapidly. More
than half of the private providers were participating in the system by the end
of the first month.
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Of course, this sign-up rate was unsustainable. Those providers in easily
accessible locations who readily agreed to participate had already been en-
rolled. To reach the rest of the providers, we needed a concerted effort, includ-
ing (in some cases) direct calls I made to encourage providers to sign up.

As the quantity of enrollment and immunization bar codes increased at the
central registry, we developed systems for handling the large flow of paper. It
was also necessary to refine and streamline our data input process to be sure
that our productivity could keep up with the workload. We were very pleased
that the data collection system required the services of only two central reg-
istry staff members to enter all the data from the entire state.

At the end of two months, we had about 80% of the providers enrolled in the
bar code system. At that time, almost all our 40 marketing reps returned to their
regular positions. Through the additional hard work of the Vaccines for Children
staff, we were able to sign up even more private providers over the next several
months, bringing the final participation to over 90%. By this time, we were
receiving data from well over 1,000 immunization visits every week.

The next challenge was to reinforce this enthusiastic response from the
provider community by providing them with useful data in return. This chal-
lenge, however, turned out to be an insurmountable one for several reasons.
First, the data we had on most children were incomplete. We had thought
earlier in the process that we might be able to collect history information by
using bar code forms, but the funds for the effort had not been forthcoming,
and we had to abandon it. It would be a long time before our records were
relatively complete. Therefore, any reports we produced would not be of
immediate value.

In the end, our concerns about the lack of data completeness resulted in the
decision not to provide any feedback to the providers. Since the providers
had been expecting reports, albeit incomplete, many of them were disap-
pointed, and there was some attrition in data reporting. However, for most of
the providers, once they began using the bar code system, the process was
simple and easy enough that they were willing to continue reporting even in
the absence of any discernible short-term benefit to their practices.

I am pleased to report that as of this writing, 81% of the private providers
of immunizations in Oregon continue to report data to the registry using the
bar code system. This progress is in no small part due to the hard work and
leadership of Barbara Canavan, who has been directing the immunization
registry for the past several years. Among other changes in the program, pro-
viders now have the option to call registry staff to get immunization informa-
tion in lieu of a feedback system.

Over time, there should be a transition from this reporting system to an
electronic reporting system based on direct electronic transmission of immu-
nization information. This transition is likely to occur either from billing
records or directly from electronic medical records. However, in the mean-
time, the bar code system provides a useful and inexpensive method for ob-
taining this information from private providers.
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The bar code immunization input system has also been applied in other
environments. In New York City, it has been offered as an input option, and a
small number of practices have elected to use it. In the state of Mississippi,
the system is being used for private providers statewide.

Conclusion

This case study illustrates how a specific informatics problem related to data
input was solved. It is important to note that the solution itself was not “high-
tech” from the user’s perspective. Indeed, its success may be attributed in large
part to its conformity with the existing, paper-based data recording process.

This case illustrates both positive and negative lessons. On the positive
side, the key success factors and the lessons learned include:

• the importance of securing user input in the design of a system;
• the need for system designers to develop a thorough understanding of user

requirements; and
• the importance of being willing to respond effectively to user concerns.

There are also lessons to be learned from the early failures in this case.
These lessons include:

• the importance of developing alternative solutions in the event that a
preferred solution proves unacceptable to users;

• avoiding a bias in favor of highly technical approaches to problems that
may lend themselves to simpler solutions; and

• the need for comprehensive planning for system design, development, and
implementation, rather than using a plan-as-you-go approach.

In particular, I regret my lack of more complete preparation for the initial
meeting with private providers. In approaching such a situation again, I would
try to talk with individual users prior to such a meeting to develop a better
appreciation of the feedback likely to be obtained from the entire group.

Finally, it is important to be open to a wide range of possibilities in solv-
ing informatics problems. Successful systems are not those that use the most
sophisticated and complex technology. Rather, systems succeed when appro-
priate and cost-effective approaches are employed.

Questions for Review

1. In retrospect, how could the author have been better prepared for his initial
meeting with the private providers? What specific steps could he have
taken to anticipate provider needs and insure that he presented and refined
an acceptable plan at this first meeting?



32. An Immunization Data Collection System for Private Providers 709

2. What was the guiding principle behind the author’s identification of step
8 as the data collection point in the provider’s work process? Why not
step 9?

3. Explain why the use of bar codes was a more feasible solution than a
telephone voice response system. What were the disadvantages of the
latter? Why was the use of peel-off labels important? Why did the solution
need to be integrated with the patient chart?

4. Why did the author make sure that private providers who were skeptical of
the data collection system were included in the pilot testing? What are the
advantages of including these providers?

5. In what way were the calls received by the central registry from providers
participating in the pilot testing important to the success of the project?
Interviews with providers after the pilot testing? Feedback from marketing
representatives? What informatics principle does the handling of these
calls, interviews, and conversations illustrate?

6. Explain how the author was able to stay within cost constraints in (a)
avoiding the imposition of substantial costs on participants in the data
collection system, (b) limiting additional costs to the central registry, and
(c) marketing the data collection system and distributing the materials to
providers.

7. What budgetary constraints limited fuller effectiveness of the system?
8. To what extent was the solution to the problem of adhesive backing of the

note luck, and to what extent does it represent design creativity?
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Learning Objectives

After studying this chapter, you should be able to:

• Explain the history and the goals and objectives of the National Health
and Nutrition Examination Survey (NHANES).

• Provide examples of uses of the data provided by NHANES.
• Describe the quality assurance and quality control program for NHANES 99+.
• Describe the value provided by the development of the NHANES 99+

Integrated Survey Information System (ISIS).

Overview

The National Health and Nutrition Examination Survey (NHANES) provides an
example of the use of technology and systems to collect data simultaneously in
geographically distinct locations and make available crucial data related to pub-
lic health. Through the development and use of the Integrated Survey Informa-
tion System (ISIS), NHANES connects field personnel, mobile examination centers,
contractors, and the Centers for Disease Control and Prevention (CDC)/National
Center for Health Statistics (NCHS) headquarters for a continuous flow of data in
near real time. It also makes those data available in a usable form to researchers
and analysts. This chapter provides an overview of the NHANES methodology,
objectives, and goals. It also describes an application of public health informatics
that is both innovative and highly functional.

Introduction

The National Health and Nutrition Examination Survey (NHANES) is the
cornerstone survey used for assessing the health of the US population. The
program is an ongoing series of surveys that originated in 1960 as the Na-



tional Health Examination Survey (NHES) or Cycle 1. Since the start of the
program, there have been eight periodic surveys, as shown in Table 33.1.

The first three studies were conducted in the 1960s. Beginning in 1970, a
nutrition component was added, and the name was changed to NHANES.
Three of these surveys were conducted between 1970 and 1994. A special
study of Hispanic populations (HHANES) in the United States was conducted
from 1982 to 1984.

NHANES data have been used for numerous purposes, including:

• determining the prevalence of iron deficiency in the US population1;
• estimating the prevalence of osteoporosis in the older US population2;
• examining the prevalence of overweight among US preschool children3; and
• determining the correlation between US dietary fat intake and serum total

cholesterol concentrations4.

Perhaps one of the most significant uses of NHANES data is the develop-
ment of the CDC growth charts.5 These growth charts have been distributed
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TABLE 33.1. Overview of NHES and NHANES

Survey Years Age Groups Survey Emphasis

Growth, development, and sen-
sory defects

NHES I 1960–1962 18–79 years

Growth, developmental histo-
ries,  school questionnaires,
medical examination, including
x-rays and laboratory tests

NHES II 1963–1965 6–11 years Growth, development, and sen-
sory defects

NHES III 1966–1970 12–17 years

Detailed personal interview,
health examination, and nutri-
tion interview focused on His-
panic population

NHANES I 1971–1975 1–74 years Selected chronic diseases

NHANES II 1976–1980 6 months to
74 years

Detailed personal interview,
health examination, and nutri-
tion interview

HHANES† 1982–1984 6 months to
74 years

Detailed personal interview,
health examination, and nutri-
tion interview

NHANES III 1988–1994 2 months and
older

Detailed personal interview,
health examination, and nutri-
tion interview

NHANES 99+ 1999–Present All ages
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worldwide and are used by nearly every US pediatrician. Their applicability
extends to assistance program eligibility, growth hormone therapy, and inter-
national comparisons.

The primary objective of NHANES is to collect high-quality health and
nutrition data and release it in a timely manner. In accordance with this objec-
tive, NHANES has the following goals:

• To estimate the number and percentage of persons in the US population
and in designated subgroups with selected health conditions and risk factors

• To monitor trends in the prevalence, awareness, treatment, and control of
selected diseases

• To monitor trends in risk behaviors and environmental exposures
• To analyze risk factors for selected diseases
• To study the relationship between diet, nutrition, and health
• To explore emerging public health issues and new technologies
• To establish a national probability sample of genetic material for future

genetic research
• To establish and maintain a national probability sample of baseline

information on health and nutritional status

This national operation uses three mobile examination centers (MEC),
each of which consists of four interconnected tractor-trailers that move to
sites around the country, as shown in Figure 33.1.

FIGURE 33.1. NHANES Mobile Examination Center.
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Each year, NHANES visits 15 different sites, with operations lasting about
eight weeks at each site. The timeline for advance arrangements, setup, test-
ing, and examination is extremely tight, requiring planning that occurs many
months before arrival at a geographic location or “stand.” The logistics of
operating such a study require telecommunications hook-up, power, sewage,
water, and security.

The most recent survey, NHANES 99+, differs in several respects from
previous surveys in this series in the following ways:

• NHANES 99+ is continuous, whereas previous surveys operated in a fixed
timeframe. The sample design of the current NHANES is based on an annual
survey of the noninstitutionalized, civilian US population. Each single
year and any combination of consecutive years will comprise a nationally
representative sample of the US population. Single-year prevalence
estimates, however, are limited in terms of the stability of prevalence
estimates due to the limited number of survey participants in a single year.

• NHANES 99+ can be linked to other federal government data collections
from the noninstitutionalized, civilian US population.

• Survey content can be changed from year to year, depending on the
complexity, reliability, and validity of the health measure. Emerging public
health issues can be incorporated into the survey within one year, instead
of having to wait for the next NHANES cycle. Scientific advances in testing,
newly developed protocols, and new equipment can be added to the survey
within one or two years instead of a decade. Note, however, that it still
takes about two years of data collection to have stable national estimates.

• NHANES 99+ features incorporation and reliance on information
technology (IT) to collect data and insure high quality. IT features include
a private frame-relay wide-area network, commercial off-the-shelf (COTS)
equipment, local-area networking, relational database technology, a data
replication architecture, development environments such as Blaise6 and
PowerBuilder,7 and integration of biomedical equipment. The technology
innovations in NHANES 99+ result in real-time data access, rapid and
accurate data collection, reduced back-end data cleanup, and faster data
release and analysis.

In this chapter, we will address the conduct and field operations of NHANES
99+ and the systems and information technology that make it functional.

Field Operation

As with previous NHANES surveys, the design for NHANES 99+ is a stratified
multistage probability sample of the civilian noninstitutionalized popula-
tion of the United States. To determine the areas of the country and individual
households/participants to visit in a particular year, information is garnered
from the US Census Bureau, from new housing development listings, and
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from a household listing process. This selection process occurs in four stages:
(1) selection of Primary Sampling Units or PSUs (counties or small groups of
contiguous counties); (2) selection of segments within a PSU (a block or
group of blocks containing a cluster of households); (3) selection of house-
holds within segments; and (4) selection of one or more participants within
each household.

Each year of the survey, approximately 5,000 people are interviewed in the
household and examined in the MEC. To get sufficient representative sampling,
15 different PSUs are visited per year, with the number of participants at each PSU
ranging from 300 to 500. Although a representative sample of the population is
examined every year, it is necessary to use several years’ worth of data to permit
in-depth and stable analysis. This is especially true when the prevalence of a
condition is low or when researchers want to analyze the data by several co-
variables or make estimates for different population subgroups. Reliable esti-
mates for breakdowns by various age, gender, race/ethnicity, and income groups
are possible only by aggregating data from several years.

There is approximately one year of lag time between the start of sample
design and the beginning of field operations. Approximately six to eight
months before interviews and exams begin at a PSU (stand), a team of people
works on the logistics related to the household interview and MEC examina-
tions. This work includes leasing office space for the field staff, finding hotel
rooms, conducting publicity/outreach, establishing relationships with local
health officials, and receiving endorsements from community leaders and
groups. For the MEC, space is leased for setting up the trailers, telecommuni-
cations are ordered, and security, water, power and sewage requirements, and
build-outs are planned and developed.

Two to three months before household interviews start, an advance letter is
sent to each potential participant, informing him or her that an interviewer
will visit his or her home. Once the stand officially opens, a team of approxi-
mately 20 interviewers arrives at the stand to start the screening and inter-
viewing process. When the interviewer arrives at the home, he or she shows an
official identification and briefly explains the purpose of the survey. The
interviewer then administers the household screener questionnaire solely to
determine if people in the home are eligible to participate in the survey based
on predetermined demographic criteria. If the person is eligible, the inter-
viewer explains the household questionnaire and informs the participant of
his or her rights and the CDC/NCHS confidentiality policy. If the person
agrees to participate, the household interview is administered. Upon comple-
tion of the interview, the interviewer schedules a time for the participant(s) to
be examined at the MEC. This flow is shown in Figure 33.2.

Household Questionnaire
The household questionnaire consists of three parts: screening, family inter-
view, and sample person interview. The questions asked of each participant
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depend on the participant’s age and gender. These questions are related to
health practices and experiences and in general are related to the medical
components administered in the MEC. The family questionnaire portion is
conducted with a designated family reference person; it includes information
that applies to all members within the family. The queries elicit information
concerning family structure, income, food security, and housing characteris-
tics. Table 33.2 provides an overview of the content of each of the household
administered questionnaires.

A set of exclusion criteria questions is incorporated into the household inter-
view to determine an individual’s eligibility for certain MEC components. For
example, if an individual has indicated a prior heart attack in the medical condi-
tions section of the questionnaire, that individual would be excluded from the
cardiovascular fitness component within the MEC. These exclusionary data items
are “shared” across the components within the MEC and are accessed by the
MEC component subsystems at the time of the exam. Not only does this practice
reduce respondent burden by eliminating the need to re-ask the same or similar
questions, but it also insures data consistency across components.

The MEC and the Home Exam
Upon the arrival of a survey participant at the MEC, a coordinator greets the
participant, verifies basic demographic information (age, gender, date of birth),
and directs participants to the appropriate exam rooms. The coordinator is the
last individual to verify and, if necessary, correct this basic demographic

FIGURE 33.2. NHANES 99+ operational flow.



information. In addition to a coordinator, each MEC team consists of a physi-
cian, a dentist, two dietary intake interviewers, three certified medical tech-
nologists, four health technicians, one phlebotomist, two interviewers, a home
examiner, and one data manager. Because two MECs are open at any given
time, with a third traveling to another location, two complete MECs teams are
staffed. A description of each of the examination components is shown in
Table 33.3.

The exam center typically has two examination sessions a day. These are held
either in the morning, the afternoon, or the evening to allow for the flexibility
required by survey participants. The examination centers are open five to six
days each week, including Saturday and Sunday. Saturday is the most popular
day for examinations. Figure 33.3 shows the distribution of exams by day of the
week. Household screening and interviewing begin three weeks before the start
of the examinations. This advance screening and interviewing allows sufficient
time to schedule participants for exams. Typically, the schedule is loaded with
more participants at the start of the exam period. In a typical four-hour exam
session, there can be as many as 14 participants moving through the MEC. Al-
though the majority of participants complete the examination, some do not.

TABLE 33.2. Screener and household questionnaires

Component Location of Interview Information Collected

Demographics, dust collection, family in-
come, food security, health insurance, hous-
ing characteristics, interview management,
lead dust observation, pesticide exposure,
and smoking

Screener Household Household composition, identification of
families,  family relationships,  demo-
graphics, food security, and sample per-
son identifications

Family
questionnaire

Household

Acculturation, audiometry, blood pressure,
cardiovascular disease, demographics, der-
matology, diabetes, diet behavior and nu-
trition, dietary supplements and medicines,
digital symbol substitution, early childhood,
hospital utilization, immunization, kidney
conditions, medical conditions, miscella-
neous pain, occupation, oral health, os-
teoporosis, physical activity, physical
functioning, respiratory health and disease,
social support, smoking and tobacco use,
tuberculosis, vision, weight history

Sample person
interview

Household
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TABLE 33.3. Examination components in NHANES 99+

Component Location Measurements

The component uses a treadmill (walking
only) to take a survey participant to ap-
proximately 80% of maximal heart rate to
measure oxygen consumption

Anthropometry MEC/Home exam
(limited)

Height, weight, circumferences (calf, thigh,
arm, abdomen), and skin folds (triceps and
subscapular)

Audiometry MEC Otoscopy and tympanometry

Balance MEC A standardized Romberg test of standing bal-
ance on firm and compliant support surfaces

Bioelectrical imped-
ance analysis (BIA)

MEC Total body water, body cell mass, and fat-
free body mass using a low-level electric
charge

Cardiovascular f i t-
ness

MEC

Dietary recall MEC Detailed information on all foods and bev-
erages consumed during the previous 24-
hour period (midnight to midnight)

Dual energy x-ray ab-
sorptiometry (DXA)

MEC Bone mineral content, bone mineral den-
sity, total body fat, and lean muscle mass

Laboratory MEC/Home exam
(limited)

Sexually transmitted diseases, latex allergy,
DNA, insulin/C-peptide, glycohemoglobin,
glucose, lipids, albumin complete blood
count, and many laboratory analytes

Lower extremity dis-
ease

MEC Foot abnormalities, evaluation of touch pres-
sure sensation, ankle brachial systolic pres-
sure

MEC audio com-
puter-aided self-in-
terview (ACASI)

MEC Alcohol use, drug use, mental health, sexual
behavior, smoking and tobacco use

MEC computer-
aided personal inter-
view (CAPI)

MEC Alcohol use, current health status, kidney
function, physical activity, reproductive
health, and tobacco use

Muscular strength MEC/Home exam
(timed walk only)

Timed 20-foot walk and measurement of
the isokinetic strength of the right knee ex-
tensors

Oral health Dental sealant, tooth count, coronal car-
ries, orofacial traumatic injuries, dental fluo-
rosis assessment, pain, gingival bleeding,
loss of attachment, and root caries

MEC

Physicians’ exam/
blood pressure

MEC/Home exam Heart rate for participants 0–4 years of age;
radial pulse for participants 5 years and
over; and blood pressure for all participants
8 years and over

Tuberculosis skin
testing

MEC/Home exam Reactions to two different TB skin tests

Vision Distance vision, refractive error, shape of
the cornea, distance eyeglass prescription,
and near vision

MEC/Home exam
(near card only)
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Reasons for incomplete exams include late arrival, early departure, refusal to do
some exams, or physical limitations. To help insure that participants receive, at a
minimum, several core components, a team relies on a prioritized list of compo-
nents. For example, anthropometry, blood pressure, and venipuncture are higher
priority than the cardiovascular fitness exam.

Although the MEC is outfitted with a hydraulic lift for wheel-chair acces-
sibility, there are people who cannot endure travel to the MEC for an exam.
For these people, a scaled-back home exam, consisting of only those mea-
sures that can be done reliably in the home, is administered.

Upon completion of the examination, each examinee is paid for his or her
time and for travel. An examinee is also given a partial report of findings that
contains information collected within the MEC. For example results of the
vision, blood pressure, complete blood count, hearing, and dental exams are
provided. Other results are mailed to participants later, as results are made
available from the laboratories or data graders. The complete report of find-
ings is typically sent out 12 to 16 weeks after the exam. Figure 33.4 shows a
portion of the final report of findings.

Quality Assurance and Control
During NHANES III, postsurvey data verification and cleanup was an inten-
sive operation, taking nearly three and a half years. Unlike NHANES III,

FIGURE 33.3. Percentage of MEC visits by day of week for the first year of NHANES
99+.
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however, the data from NHANES 99+ is immediately available on a server
located at NCHS and at the home office of the data collection contractor. A
comprehensive, continuous, and tightly integrated quality assurance (QA)/
quality control (QC) program is in place for NHANES 99+, resulting in expe-
dient data release. Because of careful planning, the first year of NHANES 99+
data was released only six months after the end of the first year of data collec-
tion to collaborators who help support and contribute to the program.

QA/QC is one of the most important aspects of this study, because the
integrity of the conclusions drawn by the study is in large part determined by
the quality of the data collected. There are two basic components of insuring
data integrity: QA and QC. QA consists of those activities that take place
before data collection or in improving and refining data collection; QC con-
sists of those activities that take place during and after data collection.8 Manual
development, training/retraining before and during the survey, and certifica-
tion of examiners and feedback are part of the QA process. Component comple-
tion rates, validation of household interviews, contractor and subcontractor
debriefings, examiner performance, reliability, and validity, MEC examina-
tion flow, and equipment performance are part of the QC process.

The NHANES 99+ data sets need to be of the highest attainable accuracy
and precision within the usual limitations dictated by acceptable procedures
and reasonable cost. Two sources of error that may affect quality can occur
during data collection activities. These error sources are:

• Sampling error that relates to survey sampling methodology
• Nonsampling error that relates to nonresponse bias and measurement

inaccuracy

These errors can be either random or systematic. Systematic errors are a
consistent deviation from true measurements, and they are of more concern.
The overall goal for NHANES 99+ QA/QC is to reduce systematic error and
objectively measure the extent to which this type of error exists. Data errors
and biases are to be caught at the earliest possible stage of QA/QC. A major
precept of this effort is to follow simple quality control measures before tak-
ing more difficult and costly steps.9 In addition, software can be used to
automatically provide QA/QC in standardized, appropriate, understandable,
and useful summary tables and graphs.

Two sources of error may enter into the data collection activities. One
source, sampling error, is the failure to identify all of the units comprising the
population of interest.10 The second source is nonsampling error that can
result from many sources, including nonresponse error and measurement er-
ror. Nonresponse error results from the failure to collect data on all persons in
the sample. For example, a participant may not have time, may be physically
limited, or may refuse to participate in some or all components in the MEC.

Measurement error refers to inaccuracy in measurement. Such errors may
be the result of numerous factors. For example, examiners may not take accu-
rate measurements or may provide inaccurate instructions to the participant.
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FIGURE 33.4. A portion of the final report of findings mailed to a participant 12 to 16
weeks after the MEC exam.
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FIGURE 33.4. (continued) A portion of the final report of findings mailed to a participant
12 to 16 weeks after the MEC exam.
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Measurement drift over time and change in personnel can be another cause
for this error. Measurement error can also result from a participant’s not under-
standing examination instructions or from diurnal variation in biomedical
indicators. Finally, instruments that are poorly calibrated or equipment changes
can also contribute to inaccurate measurements.

The specific objectives for NHANES 99+ QA include the following:

• Insuring proper examiner training as demonstrated by certification
procedures and recertification procedures

• Identifying, evaluating, and selecting remedies to problems by using
individual and group feedback and retraining

• Using gold standard examinations (GSE) to compare exam measurements
between MEC technicians and recognized experts

• Calibrating equipment to help insure consistency

As part of NHANES 99+ QA, a comprehensive training program has been
instituted. In large part, this program consists of appropriate examiner train-
ing that requires significant practice time for the health examiners (3 to 6
months) and less time for household interviewers and other staff. This pro-
gram employs adult learning theory, which emphasizes practical hands-on
learning for the adult learner.11 The training provided is therefore hands-on in
order to provide ample practice time in the MECs, with little class time. In
addition, because staff turnover is expected in such a long-term survey,
NHANES 99+ QA makes provisions for training new staff members. To insure
that replacement staff members receive training that is consistent with that
offered to previous examiners, the comprehensive training program uses a
modular approach. The advantage of this approach is that it breaks down
complex components to simple tasks that can be standardized and easily
updated. For example, in the cardiovascular fitness component, one training
session is dedicated to teaching the health technician how to use the blood
pressure and heart rate monitor. Another session is dedicated to teaching the
technician how to demonstrate walking on a treadmill to the participant.
Trainees master individual modules before they practice an entire component
in a training session. In essence, training can be conceptualized as a closed
loop consisting of modular training, practical experience in the MEC and in
the field, and feedback resulting in changes to the training modules.

NHANES 99+ has objective procedures in place for certifying health techni-
cians soon after the start of the study. In addition, exam component project offic-
ers have developed objective skill lists for the majority of the components. The
advantages of developing these skill lists are that (1) a skill list can be used to
certify new examiners, (2) a skill list provides an objective way to assess examin-
ers skills, (3) a skill list can be used to recertify examiners, and (4) a skill list
provides feedback during annual retraining. Table 33.4 provides an example of a
skill list in the assessment of blood pressure measurements.

GSEs are used to measure the agreement between a recognized expert and an
examiner. This methodology functions by conducting examinations on the same
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participant during a single exam session. It serves to identify potential problems
and is didactic in nature. Components utilizing a GSE include audiometry, blood
pressure, body measurements, oral health, and tuberculosis skin readings.

All biomedical equipment used in NHANES 99+ is subjected to stringent
machine calibration. The frequency and complexity of equipment calibration
varies from once per day to once per month and from very simple to detailed and
time-consuming calibration. For example, in anthropometry, calibrated weights
are placed on the digital scale, and the readout is captured to assess the state of
the device. Alternatively, audiometry requires detailed assembly of calibration
equipment and tedious testing to assure the reliability of the audiometer. Of
note is that some of the equipment calibration exceeds manufacturer recom-
mendations because of the need to use the devices extensively.

Tubing disconnect between
measures

TABLE 33.4. Example of a blood pressure skill list

Performance Items Satisfactory Unsatisfactory Comments

Participant positioning before/
during exam

Procedure explanation ✓

Examination environment is
kept quiet

Noise from other
components inter-
fered with hearing
heartbeat

Radial pulse palpation

Adherence to resting intervals

Arm circumference measure-
ment

Cuff size selection

Cuff fit test Physician forgot to
do this

Inflation rate on all measures

Brachial pulse palpation

Stethoscope placement

Deflation rate on all measures

✓

✓

✓

✓

✓

✓

✓

✓

✓

✓

✓

✓
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The specific objectives for NHANES 99+ QC are to:

• Determine the cause of component noncompletion; and
• Assess the nature and extent of measurement errors.

For each component, a completion rate consists of the ratio between the num-
ber of people examined and those eligible for the component, further segmented
by age, gender, race/ethnicity, examiner, and cause. As noted earlier, participants
may not complete an exam for a variety of reasons. Regardless of the reason, the
impact of noncompletion manifests itself in the analytic utility of the data. For
example, a low completion rate may create higher standard error in the estimates.
Therefore, the component completion rate is continuously monitored.

In addition, each component is evaluated on the basis of several indicator
variables. Typically, these values are the outcomes for a component. In an-
thropometry, one of the outcome variables is body mass index (BMI). Out-of-
range BMI values may provide clues to problems associated with equipment,
with technicians, with an outlier, or with a real change in the population.
Another example of an indicator variable is systolic or diastolic blood pres-
sure. Although the range of systolic blood pressure readings may be accept-
able, it is plausible that other measurement problems can arise, such as an
end-digit preference.12 In such a case, the examiner prefers to record blood
pressure with a preferred end digit (i.e., 140, 150, 160 rather than 142, 158,
164). The presence of such an end-digit preference is cause for retraining and
recertification of the examiner.

Reporting Results to Survey Participants
The NHANES 99+ data collection system allows each person to get his or her
initial examination findings immediately at the conclusion of the exam. Ab-
normal findings detected during the MEC exam are automatically flagged,
and the MEC physician is electronically alerted to discuss these results with
the participant before he or she leaves the exam center. In addition, when
participants return for a tuberculosis (TB) skin test reading, a computer sys-
tem allows the readings to be generated as a report that explains the TB skin
test result. When indicated, the TB report contains a referral to a nearby clinic
for further evaluation. As previously indicated, a final report of findings (ROF)
is sent to participants approximately 12 to 16 weeks after the examination.
This report contains all examination findings and requires time to compile,
because laboratory measurements and data from the whole body scan (DXA)
must be analyzed and transmitted electronically back into the ISIS database
before results can be sent to the participant. Laboratory results requiring
early reporting, such as abnormal glucose levels, are reported to participants
as soon as possible. Laboratories notify the NHANES medical officer by fax
or by uploading abnormal laboratory results to an FTP site.

The connectivity between the exam centers, laboratories, and headquar-
ters allowed the NHANES survey to plan and implement an innovative proto-
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col for reporting sensitive test results back to survey participants. Test results
for sexually transmitted diseases (STDs) are not mailed out. Instead, indi-
viduals are instructed to call a toll-free phone number and provide a password
for their results. A health educator uses a computer system to verify the pass-
word, give STD and human immunodeficiency virus (HIV) test results, and
record the outcome of the post-test counseling. Persons tested for STDs such
as Chlamydia trachomatis, Neisseria gonorrhoeae, herpes simplex type 2,
and HIV receive pretest counseling by the MEC physician, along with in-
structions on how to get test results. As a privacy measure, results are pro-
vided only if the survey participant can correctly identify his or her password.

Information Management and
Survey System Development

It is necessary to provide a brief description of past practices if the reader is to
understand how information technology (IT) has revolutionized NHANES
99+. Previous NHANES (I and II), HHANES, and NHES surveys relied solely
on paper and pencil data collection efforts. Questionnaires were in booklet
form, and examination technicians recorded measurements on data entry forms
that were designed for each component. After data collection, keypunch op-
erators manually entered data onto a key-to-tape or key-to-disk operation.
Because of keypunch limitations, all data collection relied on an 80-column
record format. Each form included basic demographic data items such as gen-
der and date of birth. Because demographics were collected in multiple places,
this data was reconciled after keying to find a “best” value.

The NHANES III data system was automated, in that most of the medical
components had electronic forms housed on workstations in each examination
room. This arrangement precluded the need for manual key data entry operations
for getting paper and pencil form data into a computer, as had been done on the
surveys prior to NHANES III. Most data were entered into computers by the
medical technicians in the MEC, rather than by automated capture from biomedi-
cal equipment. Some minimal data checking was performed on the electronic
forms at the point of collection. However, the process of data reconciliation was
still required. During the first phase of NHANES III, the household questionnaire
was still in paper booklet form because of the lack of portable, rugged computers.
Phase one questionnaires required keying operations; the keyed and electronic
forms of the questionnaire then required reconciliation. The second phase of the
survey implemented a computer-assisted personal interview (CAPI) system on
personal computers.

System Requirements
The vision for NHANES 99+ was a system that verified data at the point of
entry, contained shared common data elements, reduced the burden on the
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participant, and required minimal back-end data reconciliation and portabil-
ity of data across surveys. This vision led to the development of a real-time
data collection system. It was also envisioned that the use of COTS products
and biomedical machines with electronic interfaces would enable the data to
undergo a more timely QA/QC process, enabling staff to intervene earlier and
correct problems in the survey. The basic requirements that were needed to
support this vision are summarized in Table 33.5.

Delivery of data from the point of origin back to NCHS
within 24 hours of entry.

TABLE 33.5. NHANES 99+ information system requirements

Requirement Description

Graphical user interface

Reliance, where possible, on commercial off-the-shelf
equipment.

Audit Maintain an audit trail for data modification.

Configuration management Version control for all applications.

COTS

All systems shall be designed and implemented to be
scalable, flexible, and expandable.

Documentation All manuals, checklists, and training materials related
to the information systems shall be available on-line
from within any software application.

Editing Point-of-entry data editing and validation. This shall
include support for both hard and soft edits.

Flexibility

Support survey planning and design, data collection,
data receipt, quality assurance and control, communi-
cation of examination findings to survey respondents,
data review, data editing, data analysis, generation,
and documentation of public use data products and
tracking of survey respondents.

Development of a graphical user interface standard
that applies to all systems developed.

Operating system Development of systems to operate under Microsoft
Windows 95, 98, and NT.

Operational support

Security/confidentiality System security functions shall be built into all pro-
cesses to ensure the integrity of the data and to protect
the confidentiality of survey participants.

Timeliness
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The Integrated Survey Information System (ISIS)
All these information system requirements were incorporated in the design of
the Integrated Survey Information System (ISIS) now in use. ISIS includes the
entire software, hardware, database, and network architecture. Essentially,
ISIS is a collection of customized subsystems linking the field office, the
MEC, contractors, and NCHS during field operations. Figure 33.5 provides a
schematic of the data flow that is accommodated by ISIS.

The flow of data is over a private WAN. The WAN connects the field offices
to the contractor home office, and connects the contractor, in turn, to NCHS.
This connectivity allows real-time data transmission from the field back to
headquarters, allowing immediate operational feedback. Data transmitted
between the MEC and the field office, the field office and contractor head-
quarters, and the contractor and NCHS are encrypted.

External laboratories are connected to the contractor via the Internet. The
electronic data management system responsible for laboratory data interchange
is not a real-time system, because laboratory processing occurs in batches.
Consider, for example, a survey participant whose blood is drawn during the
physical examination. Some of the simpler laboratory processing, such as a
complete blood count, is done at the MEC, whereas the majority of analytes
are processed at distant laboratories. This arrangement precludes immediate
feedback; as a result of survey scheduling, it requires batch processing of the
blood. Laboratories return blood results to the contractor and to NCHS head-
quarters in two to three months. Note, however, that abnormal results are
delivered to NCHS as part of the early reporting system, so that these results
are communicated to the participant as quickly as possible.

FIGURE 33.5. The NHANES 99+ data flow.
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ISIS offers state of the art capabilities. Some of the technologies include a
private WAN; an integrated electronic data dictionary and meta-data; client-
server technology; data replication; and built-in disaster recovery. The ISIS
infrastructure can support changes in the survey requirements to reflect chang-
ing public interest and priorities, if necessary. Most importantly, compared
with previous surveys, ISIS allows NCHS to reduce significantly the time
required to transfer, process, and publish the data. The impact of all of this
technology was the production of edited data sets and documentation only
six months after the end of the first year of the survey. By comparison, it took
three and one half years to produce public use data sets from NHANES III.

ISIS has been designed to support all phases of the survey, using technolo-
gies robust enough to handle the demands of the distributed computing envi-
ronment: survey planning and design; data collection; data receipt and control;
quality assurance; communication of examination findings to sample per-
sons; data review; editing; analysis; data archiving; and generation and docu-
mentation of public use data products. The technology in ISIS allows these
activities to occur in parallel.

For the household interview and collection of self-reported information,
ISIS is augmented with laptop-like computers called pentops. These CAPI
instruments are programmed in Blaise, which allows for complex question
routing, multiple language support (i.e., English and Spanish), modular de-
sign, form-like user interface design tools, and data manipulation tools. While
the household interview is conducted independently of ISIS, the interviewer
uploads the data to the field office server upon return to the field office. From
there, the interview is replicated across the WAN back to the contractor and
the NCHS servers. In addition to CAPI, ISIS also contains audio computer-
assisted self-interviewing (ACASI) technology in the MEC for use in asking
sensitive questions. For example, sample persons use ACASI, in privacy via
touch screen and headphones, to respond to questions about illicit use of
drugs and sexual behavior. The participant can hear the questions through
the headphones or read them on a screen and then enter a response, using the
keyboard or a touch screen.

Data Editing
As we have previously indicated, one of the most important aspects of ISIS is
more efficient and timely data release. In part, this efficiency and timeliness is a
product of reducing the data preparation work needed to release data sets. This
reduction in preparation work, in turn, is a result of bringing data collection and
editing together within the NHANES 99+ CAPI instruments and MEC compo-
nent subsystems. Editing can occur either at the record level or at some level of
aggregation of individual records. It can also occur at many stages of a survey,
from the data collection stage through the data summarization stage. When edit-
ing occurs at the point of collection, where a participant is available for consul-
tation, the result is fewer errors and less office editing.13,14



33. Public Health Informatics in the National Health and Nutrition Examination 729

NHANES 99+ uses two types of automated CAPI and MEC component
subsystem edits:

• Hard edits resulting from a user’s attempt to enter a value that is inconsistent
with the domain defined and approved by NCHS. For example, if, during
the blood pressure exam, the examiner attempts to enter a diastolic value
higher than the systolic value, the system automatically requires the
examiner to correct the values.

• Soft edits stem from the ability of an interviewer to override a warning
message and enter a value inconsistent with the domain or constraints
defined and approved by NCHS. For example, skin fold measurements
higher than the 99th percentile applicable to NHANES III data delineate
the soft edit range. Values entered outside this range cause a soft edit
warning message to be triggered; the examiner must either modify the
value entered or else override the system to accept the value.

If there is a determination of an error after data collection is completed, there
is a process for correcting the data directly in the database, outside the originat-
ing subsystem. For instance, suppose a participant recalls answering a question
improperly in the MEC interview and wants to correct the response after the exam
data have been submitted. In such a case, the field staff can document the change
and forward a request to the data collection contractor. The data collection con-
tractor provides a written description of the change and asks NCHS for approval
to make the change in the database. In this manner, the edits are documented in
the event that they must be deleted at a later date.

Meta-data and Item-Naming Conventions
Increases in the variety and uses of data create a need to formalize the manner
of describing both the data and its uses. Business data is created, maintained,
and accessed through business processes that are implemented through
applications.15(p52) Simplistically, meta-data includes at least data about data
(item meta-data) and data about processes (process meta-data). Process meta-
data includes information automatically captured in computer-aided soft-
ware engineering (CASE) tools.

Collected from many disparate sources, item meta-data are stored in the
NHANES 99+ database. These meta-data serve a variety of functions. For
instance, they allow for tracking of data changes over time, deriving new data
from source data, maintaining detailed descriptions for each item, and auto-
mated generation of data documentation (e.g., data dictionaries or codebooks).
Item meta-data for NHANES 99+ include the date at which the measurement
or question is implemented, the database table the item resides in, the data
type, a textual description of the item, historical information, applicable ed-
its, the English and Spanish text of the question, instructions for asking the
question, target age and gender group, response categories, skip patterns, and
references to related data items. Figure 33.6 presents an example of the
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NHANES 99+ metadata for one item, together with the corresponding format
in a data dictionary.

Such meta-data require the use of consistent standards not only in the
information itself, but also in the naming of items. Although the database
system being used, Sybase, supports relatively long item and table names,
there is a limitation on the naming conventions that can be used, because the
data eventually must be integrated with statistical software packages such as
SAS. (SAS version 6 and earlier impose an eight-character item name length.
SAS version 8 allows for 32 character item-name lengths.) To accommodate
in-house and external users who have not migrated to new versions of SAS or
to comparable packages, NHANES 99+ uses an eight-character item name.

In addition, an important part of the conventions used for item naming is
that the name itself must impart a basic description of the item to the user. For
example, if an item were named “ITEM0001,” little information is immedi-
ately transferred to the user. Conversely, items such as “GENDER,” “RACE,”
and “AGE” provide immediate recognition of the underlying data values.
NHANES 99+ uses the first two characters of the item name to identify the
general topic of the item (e.g., MEC component or questionnaire section), the
third character identifies the mode of data collection, and the remaining po-
sitions in the item name more fully describe the data item. Thus, an item name
is represented as: T T M D D D D D, where “T” represents topic, “M” repre-
sents mode of data collection, and “D” represents a brief description of the
measurement or question. Example item names are:

FIGURE 33.6. A Subset of the NHANES 99+ metadata for one data item and the corre-
sponding format in a data dictionary.
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• DUQ060: Drug use question 060 from the household questionnaire: “How
old were you when you tried any form of cocaine, including crack or freebase
for the first time?”

• BPXSYS: Blood Pressure measurement from the MEC exam—systolic
• BPXDIA: Blood Pressure measurement from the MEC exam—diastolic
• MCQ010: Medical Condition question 010 from the household

questionnaire: “Has a doctor or other health professional ever told {you/
SP} that {you have/s/he/SP has} asthma?”

Network and Database Replication Architecture
The NHANES network is composed of several LANs that are connected to
enterprise networks at NCHS/CDC and at the data collection contractor. The
NHANES 99+ WAN consists of the following interconnected LANs:

• NCHS/NHANES headquarters LAN
• Data collection contractor NHANES headquarters LAN
• A LAN at each of the three MECs
• A LAN at each field office (FO)

Because a primary requirement of ISIS is to move data from the field back
to NCHS within 24 hours of collection, ISIS employs a WAN to provide real-
time data collection for most data. Once the network connection is open and
data are collected in an MEC or a FO, the data are transmitted to the data
collection contractor and to NCHS instantaneously. An exception is the house-
hold interview; data from this source are delivered to NCHS as soon as the
interviewer uploads the case to the field office server.

On a macro level, the WAN operates by connecting the MEC to the FO and
the FO to the data collection contractor. The MEC-to-FO connection is typi-
cally an integrated services data network (ISDN) connection operating at 64
kilobits per second. In the event of failure on the MEC-to-FO ISDN line, ISIS
rolls over onto a standard analog line that operates at 56 kilobytes per sec-
ond. The FO is connected to the data collection contractor by an asymmetric
bidirectional frame-relay connection. The bandwidth from the FO to the data
collection contractor is 64 kilobits per second and 128 kilobits per second in
the opposite direction. Should the bandwidth requirements of the survey
change, the capacity in either direction can be incrementally modified. In
addition, there are redundant ISDN and analog lines connecting the data
collection contractor to the FO in the event of a failure of the frame-relay.
These lines are also configured for automatic rollover. The data collection
contractor is connected to NCHS by a dedicated T1 line operating at 1.5
megabits per second. Figure 33.7 provides an overview of the NHANES 99+
network architecture.

This network architecture supports the replication of data between the
field sites and the contractor facilities and NCHS. The data moving from the
field to NCHS and to the data collection contractor reside in highly normal-
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ized relational databases that use the Sybase relational database management
system (RDBMS). This database is called the “collection” database. Prima-
rily computer specialists use the collection database due to the complexity of
an RDBMS, the knowledge needed of the underlying database model, and the
experience needed in the structured query language (SQL) used to query the
database. Conversely, most analysts at NCHS are not familiar with an RDBMS,
with database models, or with SQL, but are very experienced with analytic
software tools such as SAS.

In the past, most analysts at NCHS have been using SAS housed on an IBM
mainframe to perform processing. For the first year of the survey, all data sets
were processed on a regular schedule and converted to SAS data sets that were
migrated to the mainframe. Although this method satisfied the analysts, keep-
ing up with the data processing requirements necessary for this data migra-
tion to occur, quickly became a heavy burden. Moreover, it is not reasonable
to expect analysts to convert to the database environment for their work. In
fact they would lose much of their capability if they relied on the structured
query language (SQL), rather than on statistical packages such as SAS, to
perform their analyses.

For this reason, NCHS designed a second or “analytic” database for use by
analysts. This second database is essentially a denormalized and flattened
version of the collection database. In essence, the tables have been restruc-
tured so that extensive joins are unnecessary. By using PC SAS (which is very
similar to mainframe SAS) and SAS Access, analysts can connect directly to
the analytic database to support micro and macro editing, research, QA/QC

FIGURE 33.7. The NHANES 99+ network architecture.
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processing, and data release. This reliance on tools that are already familiar to
the analysts significantly reduced the learning curve and transition time.

Data Systems Security and Protection
The recent wave of e-mail viruses and network attacks has forced IT programs
to take a much more aggressive security stance. Protecting assets such as ISIS
requires careful planning and the development of policies and procedures.
The threats to ISIS can be both internal and external to the organization, and
they can vary in impact. Table 33.6 provides a listing of some of the internal
and external threats.16

These threats pose potential risks to NHANES 99+ network service, serv-
ers, desktop systems, physical office space, and to the MECs and laboratory

1 2 . Network attack

TABLE 33.6. NHANES 99+ internal and external security threats

Description Internal or External

Internal

Internal

Internal

Internal

Internal

Internal

Internal

Internal/External

Internal/External

Internal/External

Internal/External

Internal/External

1. Inappropriate access to or disclosure of
confidential data

2. Unauthorized modification or deletion of
survey data

3. Disclosure of personal user accounts or
passwords

4. Downloading of confidential  data to
unapproved media or machines

5. Failure to secure equipment or computer rooms

6. Workstations lacking appropriate security such
as screensavers

7. Lack of a robust database and server backup
and recovery program

8. Breaching of the network, firewalls, routers

9. Interception of sensit ive data transmitted
through e-mail

1 0 . Introduction of virus infected e-mail  into
workstations and servers

11 . Unauthorized entry into NHANES work areas
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equipment. To reduce risk, NHANES has defined and implemented security
policies and procedures. These policies and procedures range from the mun-
dane, such as the removal of modems and floppy disks on laptop and desktop
computers, to more sophisticated methods of detecting intrusions and prob-
ing the network and systems for vulnerabilities. Following are some of the
security risks and the associated preventative measures instituted in ISIS:

1. Threats to network service: NHANES 99+ maintains redundant connections
to the field. Primary service consists of a frame-relay network with backup
ISDN and analog communications. In the event of failure on the frame-
relay network, there is an automatic rollover to ISDN or analog service.
This system has proved to be extremely effective with little downtime.

2. Threats to databases and systems: to alleviate shutting operations down
because of system failure, the system uses redundant servers and
uninterruptible power supplies (UPS). The UPS have a three-hour charge
to insure clean power; shutdown procedures; and a messaging system to
alert staff in the event of a power failure. The servers on the MEC are
configured so that a backup server automatically comes into operation in
the event of a failure of the primary server. Each of the servers contains a
redundant array of independent disks (RAID) configured with mirroring.
This arrangement prevents loss of data in the event of a disk failure. Power
failures have occurred and disks have failed, but the UPS and systems
have worked as planned, without loss of data or downtime.

3. Threats to desktop systems: standard desktop PCs are deployed for
examination components so that the survey is not dependent on proprietary
solutions (with the exception of specialized biomedical equipment). In
addition, software is developed within a standard software development
environment to insure consistency across all systems. Each system is
connected to a small UPS to insure clean power and a safe shutdown in the
event of a major failure.

4. The threat of a physical break-in to the MECs: the MECs have a security
system that automatically contacts local police and appropriate staff in
the event of a break-in or fire. The MEC is also monitored for temperature
and humidity changes. Certain locations use on-site security to protect
resources.

5. The threat of laboratory equipment failure: because collected blood
samples must be refrigerated on-site before shipment, freezers are
connected to temperature monitors to help insure the equipment is
operating properly. In the event of freezer failure, the system notifies
appropriate staff so that the likelihood of sample loss is minimized.

6. The threat of viruses: to reduce the risk from viruses, several systems,
policies, and procedures have been implemented. First, field systems do
not have e-mail capability. In addition, desktop systems and servers are
regularly scanned for viruses. The development environment at the data
collection contractor does allow for e-mail service, but it uses an antivirus
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package for protection. In addition, email and other services are not
allowed over the dedicated T-1 connecting NCHS to the data collection
contractor.

7. The threat of network attacks: ISIS utilizes a WAN that is connected to
NCHS, contractor corporate offices, the MECs, and the FOs. In the event
of an attack on corporate facilities, ISIS can be disconnected from these
resources either physically or logically. The NCHS and the contractor
corporate offices can disconnect themselves from the field in the event
that the NHANES 99+ network experiences an attack. NCHS staff members
routinely scan and probe the network to detect potential vulnerabilities.
In addition, the routers and servers utilize several layers of protection to
reduce the likelihood of an attack.

8. Threats to contractor and NCHS staff desktop computers: these systems
are protected with virus scanning software at the desktop and server level,
and they have screensaver password protection and LAN and e-mail
passwords. The physical space is protected with keycard access systems
and door locks. Passwords are routinely checked to insure that they cannot
be easily cracked.

Principles Guiding the Integration of Components
into the Health Examination
In the coming years of NHANES 99+, some examination components will be
dropped, and other components will either modified or supplemented. The
MEC and ISIS have been developed to allow for this flexibility. Integrating
new components into the health examination requires considerable planning
and analysis. Table 33.7 provides a set of guidelines constituting criteria to
be used in determining whether to add components.

TABLE 33.7. NHANES 99+ guidelines for adding components

Guideline

1. Public health relevance

2. Reliable and validated instrument

3. Cost

4. Complexity and implementation of the protocol

5. Time to complete the examination

6. Adherence to IT standards for hardware interfacing and software development

7. Easily integrated into the information architecture
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An example will demonstrate the complexity of modifying or introducing
a new component to the exam. As is well documented, melanoma is on the rise
in the United States.17 In particular, dysplastic nevus (abnormal mole) is un-
derstood to be a precursor to melanoma,18 and to date no national study has
been conducted to establish the prevalence of this condition. Therefore,
NHANES 99+ is a good vehicle to assess the magnitude of this public health
issue. Because of the tight labor market for dermatologists, it is impractical to
put a dermatologist in the MEC and keep him or her in the field for several
years. Therefore, NCHS had to consider alternatives for an NHANES 99+
dermatology exam.

During the NHANES 99+ pretest in 1998, the use of existing computer
technology and digital cameras for the dermatology component was evalu-
ated. This study showed that the camera equipment had insufficient resolu-
tion and was extremely slow at capturing and delivering the data. Compounding
the problem was that the image quality was deemed insufficient for diagno-
sis.19 In light of these findings, the dermatology component was not included
in the exam until reliable means for capturing the data were found. The NCHS
staff, working in partnership with the National Cancer Institute and the Na-
tional Institute of Arthritis, Musculoskeletal and Skin Diseases, recently con-
ducted a formal validation study to evaluate the relevant issues. Results of
this study are pending.

Superficially, it appears relatively simple to take several digital images of a
participant. However, several constraints make the use of digital images a diffi-
cult protocol. First, the pictures are taken in an MEC exam room with limited
space, because the room also accommodates the anthropometry component. This
crowding limits the distance of the subject from the camera, the type of lighting
that can be used, and the location of flash units. In addition, because a mole can
be as small as five millimeters, a high-resolution digital camera must be used to
retain sufficient information to review the image. This requirement translates to
larger image files, more disk space, and longer data transmission time between
the digital camera and the computer. However, even these considerations do not
account for the difficulty of taking a “good” picture or for the challenge of doing
so within a short time frame (several minutes). Moreover, the participant does not
return to the trailer in the event that the data collected is of poor quality. Because
there is only one visit to the MEC, it is imperative that the component be rela-
tively easy to administer, repeatable, capable of producing high quality data, and
capable of being standardized.

The dermatology component of the exam must also lend itself to standardiza-
tion, because national prevalence estimates are established with this data. An-
other consideration is that this component must be completed quickly to avoid
interference with the efficiency of MEC operations. After all, there are many
exams in the MEC, and there is the possibility of substantial wait time if a session
has many participants, because a person can be blocked from an exam while
another participant is being examined. An overarching goal is to reduce the time
burden on the participant by restricting the time of each exam. In the case of
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dermatology, eight minutes is allotted to snap, download, review, and, if neces-
sary, re-shoot the pictures. Thus, the protocol must be straightforward and simple
to administer without taking an inordinate amount of time.

The validation study for the procedure of adding dysplastic nevus as a
condition to the NHANES 99+ included the use of a newer high-resolution
digital camera with a faster connection between the camera and workstation.
This innovation resulted in taking fewer pictures, because more skin area
could be captured in one shot, and faster movement of the data to the PC.
From a purely operational standpoint, the new equipment and procedures
will make addition of the component possible. However, the images from the
validation study must be read and compared to the in-person readings to
determine whether using digital equipment is as reliable as in-person diagno-
sis. If the agreement is high, then this component will enter the exam.

Discussion and Conclusion

The diverse nature of NHANES data attracts a wide variety of users who evalu-
ate health issues and prospectively influence policy and national health pri-
orities. Some of the primary users of NHANES and NHES data have been
researchers in public health. The richness of the NHANES data sets extends
the usage beyond the public health community to include industry, other
government agencies, policy makers, and students. While the NHANES data
are particularly important for evaluating the nation’s health, they are also
being used for information technology research and development.

For example, during NHANES II and III, x-ray films were taken of the
cervical spine, lumbar spine, hands, and knees, resulting in over 27,000 films.
The logistics involved with using the x-ray films can be overwhelming. Ship-
ping and receiving these films and film degradation resulting from environ-
mental conditions all combine to discourage wide access to these data.20 In
fact, the films have been borrowed from the NCHS record center only nine
times since 1974 (J. Findlay, National Center for Health Statistics, private
communications, July 1994).

Yet, there was an obvious need for wider access to the film data. In re-
sponse to this need, the cervical and lumbar spine films have been digitized
and are now available on the Internet through the National Library of Medi-
cine.21 This unique data resource has spun off numerous avenues for research,
including determining optimal scan resolution for digitizing hand x-ray
films,22 image compression,23  and Internet image archives.24 In short, NHANES
has stimulated research in seemingly unrelated areas.

Integral to NHANES 99+ is the infusion of information technology to meet
the objective of releasing high-quality data in a reasonable timeframe. To
meet this objective, administrators have invested substantial resources in the
creation of ISIS, including devoting significant time in early stands to iden-
tify and correct problems with the system and training staff in its use. One of
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the most important advantages of the technology is the reduction in data
errors and in the time needed to prepare a data set for public release. The data
edits built directly into the software permit data to be available almost imme-
diately over the NHANES 99+ WAN. The real-time nature of NHANES 99+
makes intervention and feedback a real possibility, because QA/QC can be
accomplished sooner.

These improvements come with a price, however, in the form of heavier
reliance on higher skill levels of the employees who operate NHANES 99+.
For example, the high reliance on technology and the complexity of ISIS
require a higher degree of skill on the part of interviewers and examiners than
was necessary for operation of the pen-and-paper methods that were used in
previous surveys. In addition, the complexity of this system requires highly
skilled computer programmers, database modelers, and system and network
administrators. In this economy, these people are in high demand, a fact that
makes it difficult to recruit and retain staff. It is our belief that the spirit of the
project, the challenge of the work, and the visibility and importance of the
work have resulted in relatively low staff turnover.

The up-front work in designing the ISIS database, network architecture,
and meta-data has resulted in a framework with flexibility for future changes
and technology transfer. We envision an innovative approach to future data
collection, an approach that uses smaller, self-contained mobile examination
units in defined population NHANES (Community-HANES) studies. This
development, in turn, will allow for the assessment of public health issues in
smaller and more specific communities. Many of the existing component
subsystems, the network architecture, and the database design could be used
with Community-HANES. Thus, the ideas, systems, and processes currently
used will help drive the design of future health examination surveys.

Questions for Review

1. List the key differences between NHANES 99+ and previous surveys, and
explain how these differences represent the value of the application of
informatics to public health.

2. Describe the features of NHANES 99+ that provide for the privacy,
confidentiality, and security of individual health information. How has
the application of informatics contributed to the effectiveness of these
features?

3. Explain how NHANES 99+ addresses sampling error and nonsampling
error. How has automation of error detection contributed to the accuracy
of NHANES 99+ data?

4. Explain why proper examiner training is important to NHANES 99+. Why
is examiner skill level important, and what errors could result without
inter- and intra-technician reliability?
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5. Explain the difference between quality assurance (QA) and quality control
(QC) in the NHANES 99+ survey. What issues do each address?

6. How do participants in NHANES 99+ receive the survey results related to
them, and what provisions are made to safeguard access to sensitive
information related to sexually transmitted diseases? How does NHANES
99+ address participant reluctance to divulge sensitive lifestyle
information to interviewers?

7. Explain why data from external laboratories are not available in real time
in NHANES 99+.

8. How does ISIS use an Intranet?
9. Describe the data editing features of ISIS. At what point can data be edited?

To what extent does automation contribute to better editing practices?
10. Describe how NHANES incorporates consistent standards in the naming

of items. Why are these item-naming standards necessary?
11. Describe the ways in which NHANES 99+ addresses (a) internal and (b)

external security threats.
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Learning Objectives

After studying this chapter, you should be able to:

• List and explain the three major challenges that public health informatics
must address if the discipline is to be of maximum benefit to public health
practice

• Explain why agreement on data and communications standards, along with
policies to support data sharing and mechanisms and tools for accessing
and disseminating data and information in a useful manner, are essential
prerequisites to development of coherent, integrated national public health
information systems

• List and define the steps that public health leaders must take in order to
expand the practice and maximize the benefits of public health informatics

Overview

The future and the promise of public health informatics depends upon public
health’s ability to address three grand challenges. These challenges are de-
veloping coherent, integrated national public health information systems;
developing closer integration between public health and clinical care; and
addressing pervasive concerns about the impact of information technology
on confidentiality and privacy. That future and promise also depend upon the
ability of leaders in public health to promote recognition of the need for
public health informatics at all levels and to provide the necessary training
and the physical infrastructure/architecture to support effective practice of
the discipline. The new and evolving discipline of public health informatics
is the key to systematically and scientifically exploiting an opportunity to
benefit the public’s health.
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The extent to which informatics will continue to improve, indeed trans-
form, the practice of public health will be determined by the ability of public
health professionals to address some major challenges to the discipline. It
will also depend on the willingness of the leadership in public health to
recognize the need for public health informatics and provide the necessary
training and the physical infrastructure/architecture for its use.

Major Challenges for Public Health Informatics

Although there are numerous ways in which information science and technol-
ogy can improve public health practice, there are three areas that represent
grand challenges for public health informatics. These areas are (1) develop-
ing coherent, integrated national public health information systems; (2) de-
veloping closer integration between public health and clinical care; and (3)
addressing pervasive concerns about the impact of information technology
on confidentiality and privacy.

Developing Coherent, Integrated National
Public Health Information Systems
One major goal of public health informatics is ensuring the capacity to assess
community problems in a comprehensive manner through the development
of integrated nationwide public health data systems. Developing such a ca-
pacity will require a clear definition of public health data needs and the
sources for these data, consensus on data and communications standards—to
facilitate data quality, comparability, and exchange—and establishment of
policies to support data sharing, along with mechanisms and tools for access-
ing and disseminating data and information in a useful manner.

Because electronic reporting will increasingly form the basis for surveil-
lance systems, developmental efforts must also address issues such as unam-
biguously defining the specific medical conditions that trigger various types
of automated data transmissions, working with reporting organizations to
ensure that they have appropriate software and electronic communications
capabilities, and ensuring that there is adequate capacity for analysis of the
tremendously increased volumes of public health data that are anticipated.

Agreement on standards is particularly challenging because of the diverse
needs of the many groups who record and use health information, including
providers, payers, administrators, researchers, and public health officials. As Daniel
B. Jernigan, Jac Davies, and Alan Sim have pointed out in Chapter 11, most of the
coding systems and standards currently in use have not previously taken into
account public health data needs, and public health’s interests are not uniformly
regarded as consistent with the business needs of other organizations.1

However, the Health Insurance Portability and Accountability Act of 1996
(HIPAA) mandates that the Secretary of the Department of Health and Human
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Services (HHS) adopt data standards for the electronic transmission of admin-
istrative and financial data related to health care (see http://aspe.os.dhhs.gov/
admnsimp and Chapter 19). This legislation and the recent release of the final
regulation by HHS have provided the impetus for various standards develop-
ment organizations and terminology groups to work collaboratively to har-
monize their separate systems. Recognizing the importance of standards,
several programs at the Centers for Disease Control and Prevention (CDC) are
actively involved with the established standards development organizations
(SDOs), such as Health Level 7 (HL7). For example, the National Center for
Injury Prevention and Control is coordinating a national effort to develop
uniform specifications for data entered in emergency department patient
records.2 In addition, CDC has embarked on several agency-wide standards-
related activities through its Health Information and Surveillance Systems
Board (HISSB), including proposing HL7 standards for data elements impor-
tant to public health and ensuring that the views of all our public health
partners are represented at the SDOs.

Developing Closer Integration Between
Public Health and Clinical Care
A second major challenge for public health informatics is facilitating the
improved exchange of information between public health and clinical care.
Much of the data in public health information systems still comes from forms
filled out by hand, which are later computer-coded. Even where reporting is
electronic, initial data entry is typically still manual. This results in serious
underreporting of many reportable diseases and conditions.3

Data need to flow automatically to public health from clinical and labora-
tory information systems. When these data are appropriately compiled by
public health information systems, they should allow more rapid and accu-
rate assessments and disease control responses, as well as the formulation of
improved clinical guidelines and interventions. Conversely, automated pre-
sentation to clinicians of prevention guidelines has been shown to improve
clinical care,4 and there are numerous other ways in which the skills and
activities of the public health community (e.g., community outreach) could
work to the benefit of clinical care. Electronic information sharing and data
exchange provide the means by which we can better integrate public health
and clinical care activities, but a great deal of creativity and hard work are
needed to take full advantage of these opportunities.

Addressing Pervasive Concerns About the Impact of
Information Technology on Confidentiality and Privacy
Finally, as numerous chapters in this book have pointed out, privacy, confi-
dentiality, and security are pervasive and persistent challenges to progress in
public health informatics. Information systems are correctly perceived by the
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public to be a double-edged sword—whatever is done to make integrated,
comprehensive information more easily available for laudable and worth-
while purposes must of necessity create new opportunities for misuse. Public
health often collects extremely sensitive personal medical information that
has the potential for tremendous harm if improperly disclosed. Federal legis-
lation that provides a fair and workable balance between individual privacy
and the common good is needed to both reassure the public and establish
legal guidelines for handling sensitive information. Although HIPAA will
provide confidentiality standards for all health plans (including Medicare
and Medicaid), clearinghouses, and providers who use electronic data, public
health agencies need to adopt and enforce confidentiality policies that incor-
porate fair information practices,5 and utilize state-of-the-art security mea-
sures to implement those policies.

Although public health has had an excellent record of information protec-
tion in the past, recent inappropriate releases of information and the lack of
uniformly stringent policies across the nation are cause for concern.6 To en-
sure successful information system development, public health informatics
practitioners must therefore be fully cognizant of these issues and prepared
with methodologies and technologies for addressing them effectively—for
instance, through effective de-identification of data at the earliest possible
opportunity in the aggregation process.

Maximizing the Contribution of
Informatics to Public Health

Finally, if informatics is to deliver maximum benefit to the practice of public
health, public health leaders must recognize the need for public health
informatics and provide the necessary training and the physical infrastruc-
ture/architecture necessary for its effective use.

Recognition of the Need for Public Health Informatics
The field of informatics is still unfamiliar to most public health professionals. In
consequence, public health leaders and others responsible for information systems
and technology decisions are often not fully cognizant of the basic sciences of this
discipline and the accumulated experience available. Without such awareness, the
public health community has only recently begun to appreciate (for example) the
need for both data standards and for a comprehensive information architecture for
public health. This has contributed to the development of the current patchwork
quilt of incompatible or nonintegrated surveillance and data systems found in public
health agencies at every level.

The rapid evolution and widespread dissemination of general-purpose data
management software and categorically focused public health surveillance
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and information systems has resulted in substantial exposure to the benefits
of information technology without a complete appreciation of the underly-
ing principles and practices required to successfully develop comprehensive
integrated data systems that bridge programmatic boundaries. The ease of
creating small, single-purpose systems tends to mask the inherent complexi-
ties of large-scale information system development, such as the need for well-
informed planning and broad consensus. One of the main tasks of leaders in
public health informatics is coordination and consensus building regarding
the types of systems that should be developed and how they will interoperate.

Providing Training
Because information technology is now a critical part of the armamentarium
of public health, some level of informatics training for both new and existing
practitioners is essential. Just as every public health worker needs a basic
knowledge of epidemiology, a basic understanding of public health
informatics is now a necessity for effective practice in the information age. A
deeper level of informatics training is needed by public health leaders and
managers to successfully tackle their decision-making and management re-
sponsibilities with regard to information systems development projects. Hope-
fully, such understanding will improve reported systems development failure
rates, currently in the 30% range.7,8 Finally, a cadre of public health
informaticians with comprehensive training and experience in both public
health and informatics is needed to serve in leadership, research, and teach-
ing roles, such as chief information officers for state public health agencies
and informatics faculty at schools of public health.

The competencies and knowledge needed for a public health informatician
include an understanding of the respective roles and domains of information
technology (IT) and public health team members; the ability to develop and
use an IT architecture; a working knowledge of information system develop-
ment, networking, and database design; familiarity with data standards; a
clear understanding of privacy and confidentiality issues, as well as security
technologies; and skills in IT planning and procurement, IT leadership, man-
aging change, communication, and systems evaluation research. Curricula
are needed for developing these competencies at a basic level for the entire
public health workforce, an intermediate level for public health managers
and leaders, and an advanced level for public health informatics specialists
and researchers. CDC has made some initial efforts to develop the needed
educational programs through the public health informatics fellowship (see
http://www.cdc.gov/epo/dphsi/informat.htm), the public health informatics
course,9 and a cooperative effort with the National Library of Medicine to
help train public health workers in the effective use of the information re-
sources available on the Internet. Eleven public health graduate programs in
the United States already offer an informatics course, and an additional 13 are
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planning to do so within the next two years,10 and cooperative efforts are
underway to define informatics performance standards as part of the National
Public Health Performance Standards program.11 These and other efforts should
continue and be expanded to address the public health informatics training
needs of the current and future public health workforce.

Providing the Physical Infrastructure/Architecture
A prerequisite to the widespread use of powerful new information applica-
tions is the pervasive deployment throughout the public health system of mod-
ern computers that are interconnected through a standards-based network. In
recent years, substantial progress has been made towards that goal. Beginning
with the Information Network for Public Health Officials (INPHO)12 and continu-
ing with the Health Alert Network component of the bioterrorism preparedness
initiative, CDC has made systematic efforts to improve the nation’s public health
telecommunications, information, and distance learning infrastructure by pro-
moting Internet connectivity and other information infrastructure for state and
local public health workers. Several other federal agencies (e.g., the National
Library of Medicine) have also provided funds to promote Internet connectivity
and use, and many state and local health departments have invested substantial
resources of their own into computing and network technology.

In the private sector, the Robert Wood Johnson Foundation has awarded
more than $20 million to develop immunization tracking systems, and others
have joined this effort, including the Annie E. Casey, Wellness, Skillman,
Flinn, and David and Lucile Packard Foundations.13 Although less than half
of all public health workers currently have modern, Internet-connected com-
puters on their desks,14 recent progress toward this goal has been remarkable.
Just five years ago, for example, the computing and networking environment
was such that most state and local public health professionals had never used
e-mail. Today in many states, e-mail has become an indispensable communi-
cations tool used for every aspect of public health. We need to continue to
expand our efforts until the entire public health system has a modern informa-
tion, communications, and distance learning infrastructure supporting all criti-
cal public health data and information systems.

Conclusion

The confluence of improved information systems and technologies, new chal-
lenges to the public health system, and changes in the medical care system
presents a unique opportunity not only to improve the efficiency and effec-
tiveness of public health practice, but to transform fundamentally some as-
pects of public health practice itself. We believe the new and evolving
discipline of public health informatics is the key to systematically and scien-
tifically exploiting this opportunity to the benefit of the public’s health.
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Questions for Review

1. Explain why a consensus on data and communications standards is a
prerequisite to development of integrated nationwide public health data
systems.

2. Why is agreement on standards in public health data systems particularly
challenging?

3. Explain the benefits to (a) public health and (b) clinical care of improving the
exchange of information between public and clinical health care settings.

4. Why does maintaining privacy, confidentiality, and security remain a
pervasive and persistent challenge to progress in public health
informatics? What steps does public health need to take to address these
issues?

5. To what extent have the rapid evolution and widespread dissemination of
general-purpose management software and categorically focused public
health surveillance and information systems resulted in the failure of public
health professionals to develop a complete appreciation of the underlying
principles and practices of public health informatics?

6. List at least five competencies and/or knowledge mastery fields required
of a public health informatician.

7. Explain how the leadership in public health can contribute to the
development of the physical infrastructure/architecture required for
effective practice of public health informatics.
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standardized, using the World Wide

Web, 12
with technical personnel, 164–165

Communication access, policy issues and
architecture solutions in
surveillance systems, 542–545

Community
assessment of, using geographic

information systems in, 455
defined, 596–597
health profile of, components, 663
involvement of, to improve public

health practice in the United State,
11

as patient, in public health, 8
Community health assessment practice,

661–680
Community health information, history

and evolution of, 595–616
Community health information networks

(CHINs)
design elements of, 602–603
failure to form, 595

Community Health Management
Information System, components
of, 598–599

Community Tool Box, Internet-based
support system for, 647, 652

Comparability
of data across regions, 418
of data across systems and time, 423
ratios, to measure discontinuities in

statistical trend data, 278
Compensation, nonmonetary, for

recruiting, 164
Competencies

critical and important, for public health
informaticians, 108–109

defined, 105

for public health informaticians, 745
Competitive model versus collaborative

model, in the community health
information movement, 606

Completion, defining, in system
development, 151–155

Complexity, of tasks, tendency toward
increase in, 122–123

Complications Screening Program
(CSP), validation study of, 302–
303

Component orientation, in information
architecture, 88

Components, of the National Health and
Nutrition Examination Survey
examination, 717

Comprehensive Assessment for Tracking
Community Health (CATCH),
data warehouse, 661–680

Comprehensive Environmental
Response, Compensation, and
Liability Act, 340, 345

Comprehensive Environmental
Response, Compensation, and
Liability Information System
(CERCLIS), 345

Comprehensive Health Enhancement
Support System (CHESS), 514

for assisting patients with chronic
disease, 521

Comprehensive health risk assessment,
516–518

Computational epidemiology, challenges
in, 251–265

Computer Assisted Personal Interview
(CAPI)

advantages of, 307
evaluation of, 309
for the National Health Interview

Survey, 290–292
Computer-assisted self-interviewing

(CASI), 308
for presenting sensitive interview

questions, 728
Computer Assisted Telephone Interview

(CATI), 294
Computer-based patient record system, at

poison centers, 348
Computer-based research, 261–262
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Computer expertise, for information
technology management, 161–163

Computerized information systems,
benefits of, to toxicology and
environmental public health, 336

Computer platforms, for geographic
information systems, 452

Computer Science Corporation (CSC),
for New England Health
Electronic Data Interchange
Network implementation, 609–610

Conceptual model, for public health
information systems, Kansas, 128

Confidentiality
in the Cornerstone system, 31
defined, 201
of geographic information systems

data, 456–457
of health information, 252
organizational policies to ensure, 204–

205
of patient information, in reporting

HIV/AIDS infection by
physicians, 554

of public health data, 538–539, 546
for HIV/AIDS, 550–556
about morbidity, 304–306
about vaccinations, 474, 476–477,

485
of public health information, 199–212,

390
concerns about, 743–744
ethical context, 256–259
in integrated systems, 632

of public health systems, 386–387
Confirmation of prior work, in

information system planning, 155
CONFIRM Project, failure of, 166
Conflict, fundamental types of, 190–191
Congestive heart failure, cost savings

from online disease management,
47

Conjoined data, potential uses of, 427–
428

Consensus, of a technical committee on
proposed standards, 231

Consent
to communicate personal information,

203

to disclosure of health information,
257–258

Constitution (U.S.), 272–273
health matters left to states, 538

Constraints
on deployment of Comprehensive

Assessment for Tracking
Community Health, 665–666

legal, on public health agencies, 54–55
regulatory, on public health agencies,

54–55
Consultants

hiring, criteria for, 165, 699–700
inappropriate use of, relationship with

project failure, 173–174
Consultation systems, decision support

systems in, 260
Consumer Advisory Board (CAB), as a

partner in the InterGovernmental
Network, Washington State, 578

Consumer information, managing with
public health information network
partnerships, 615

Consumers, control over health
information, 61–62

Content, of Web sites, 71–73
Context

for communication of data, 228–229
for the National Turning Point

Initiative, 647–649
for public health informatics, 1–2, 4

Contingencies, building into cost
estimates for information
systems, 142–144

Continuous survey, current National
Health and Nutrition Examination
Survey plan, 713

Contractors, for Integrated Public Health
Information System development,
625–626

Control
locus of, in information architecture,

88
rigid, relationship with project failure,

173
Conversion, to a new information

system, 139–140
Coordinated Activities, Services and

Encounters (CASE), of the
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Cornerstone system, Illinois, 29–
31

Coordinate systems for mapping data,
440–441

Coordination
of components in lumper vocabularies,

222
across groups, challenges of, 629
meeting for, with local health

jurisdiction personnel,
Washington State project, 586

with other agencies, for geographic
information systems users, 457

Core competencies
defined, 105
in public health informatics, 98–113

Core functions, of public health, 620
developing information systems

around, 639
Core knowledge

defined, 99–100
identifying, 98–99

Core partners, of the Public Health
Improvement Tool Box, 653–656

Cornerstone system
contribution to standardized state

health data systems, 33
Illinois, 29–31

Cost-benefit analysis, 247. See also
Costs; Benefits

Costs
of acquiring and disseminating data, as

a problem in sharing data, 411
of Behavioral Risk Factor Surveillance

Survey interviews, 327
of computer-controlled autodialer

reminders for preventive care,
523

of data standards, 232
of information systems, estimating,

142–144
of online information, and related

savings, 46–47
provider, for immunization registry

participation, 475
savings from the Wisconsin Health

Information Network, 611
of smart cards, 207
template for estimating, for an

information system, 145–146
of waste in computer systems in health

care, 42
Council of State and Territorial

Epidemiologists (CSTE)
definition of AIDS by, 551–552
on privacy of health information, 394
standards for report of communicable

diseases, 32–33
Council on Linkages between Academia

and Public Health Practice, 100
Counting, development of, and

measurement, 18–21
County health resources, data analysis

case study, 675–676
Covered Entity, under the Health

Insurance Portability and
Accountability Act, 61–62

Critical importance, rating for a
component of a project, 153–154

Cryptography, for protecting data
integrity, 207–208

Culex pipiens, vector for West Nile virus,
564

Culture
assumptions affecting systems design,

245
change in, and public health

informatics implementation, 182–
184

Current flow system, for data entry, 281
Customizing

of immunization data, local, 504–505
of information offered by Web sites,

from stored user information, 74
CyberDialogue, estimates of number of

Web sites and use of Web sites,
45

C++ programming language, 228

Daemen, Joan, 208
Data

aggregation of, reservations about,
601

availability of, on the Web as a
function of organizational ability
and interest, 422

business of, 410–412
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Data (cont.)
collection of

and analysis, 9, 16
new means for, 379–403
standardizing across public health

categories, 384
comparability of, among databases,

423
computerized retrieval of, 307–311
defined, 18
disposal of, for vaccinations, 477
formats for, 310
grouping for mapping, 447–449
identifying uses of, Missouri

Department of Health team for,
619–620

interest in acquiring, as a motivator for
change, 385–386

locating, 426
manipulating, 428
to meet a policy objective, 661–680
on morbidity, access from consolidated

electronic medical record stores,
12

public health
collection of, in the United States,

25–27
need for, 380–381
obtaining, 385

recoding, 427
rekeying versus conversion of, cost

comparison, 633
reliability of, measuring, 24
retention of, for vaccinations, 477
sharing, 410–412
sources of, interfacing with, 507
See also Spatial data

Data access
control of, 428
defined, 409
end-user, to data warehouse

information, 666–667
at its authoritative source, 425
new means for, 408–430
real time, 427
and security in geographic information

systems, 457
Data analysis, guided, 410
Data architecture, components of, for

standardizing public health data
collection and use, 396

Database files, defined, 223
Databases

environmental public health, 343–344
public, ethical uses of, 253–254
searching , content of the result of,

372
Data capture, to eliminate manual

recording, 135
Data Council, Health and Human

Services, 402
Data editing

built into software, 738
in the National Health and Nutrition

Examination Survey, 728–729
Data Elements for Emergency

Department Systems (DEEDS),
401

Data entry
one-time, as a principle of Cornerstone

development, 30–31
by professional staff, resistance to,

633
systems that reduce duplication of,

16–17, 87
Data files, in vital statistics, 276–277
Data index, 426
Data integration, 563–571
Data linkage, need for, in public health,

27
Data mining, key ethical issues in, 261–

262
Data repository, of the Community

Health Management Information
Systems, 598

Data smog, defined, 218
Data standards, 539

of the Centers for Disease Control and
Prevention (CDC), 541

national
developing, 229–232
selecting during system design, 562

need for, for Web database systems,
423

in public health informatics, 213–238
Data synchronization, 425
Data synthesis, 261–262
Data warehouse
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of Comprehensive Assessment for
Tracking Community Health,
665–670

data staging in, 668
establishing

with additional access, 637
in the Integrated Public Health

Information System, 627–628
in geographic information systems,

462
for implementing Comprehensive

Assessment for Tracking
Community Health, 663

maintaining, 631
supporting, 424

Data Web, 418–428
prototype data linkages on, 392

Davenport, Thomas, 134
dBASE file format (Borland), 224
Death, Standard Certificates of (U.S.),

274
Death registration

electronic, 280–282
responsibility for, local level, 273

Decision making, locus of, in
information architecture, 88

Decision support, 48–49
criteria for, 509
as a function of a data warehouse,

666–667
in public health, 494–512
use of information technology systems

for, 259–263
utilization in Cornerstone, 30–31

Decision support system, easily
maintainable, 693

De-duplication, of records, 480–481
Defense, Department of (U.S.)

hospital utilization data from, 298
teledentistry project of, 247
toxicological profiles prepared for,

346
Deficiencies, of public health

information systems, 385
Delamain, Richard, development of the

slide rule by, 21
Delegation strategy, relationship with

project failure, 173
Delphi (Borland), for the Missouri

integrated system, 626
Delphi survey, Web-based, for ranking

competencies in public health
informatics, 105–106

Demand-side control, of the Community
Health Management Information
Systems, 598–599

Demographic Survey Division (Census
Bureau), Bureau of the Census,
297

Dentistry, Total Dental Access system
project, 247

Department of Information Services
(DIS), responsibility for network
maintenance, Washington State,
587

Desert Care, military tracking application
for tracking individuals and
illnesses, 48–49

Design
of a communicable disease reporting

system, 561–562
of a data warehouse, 666–667
experimental, evaluating, 245
of program specifications, 139,

682–683
of a surveillance system, policy issues

in, 541
Design with Nature (McHarg), 434
Development

of the Emerging Infections Network,
685–687

of IMM/Serve, 503
of an information architecture,

90–91
of the Information Strategy Plan,

Missouri, 622–628
of IntraGovernmental Network

implementation at the local level,
585–587

of the Missouri integrated public
health information system, 617–
643

Diabetes
cost savings from online disease

management, 47
estimation of functional limitation due

to, 303
Web-based self-management of, 521
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Diagnosis, in toxicology and
environmental public health, 347

Diagnosis-related groups (DRG’s), 310
establishing from Centers for

Medicare and Medicaid Services
data, 301–302

Diagnostic and Statistical Manual of
Mental Disorders , Fourth
Edition (DSMIV), 246

Digit-Grabber dialed digit meters, 309
Direct capture of data, clinical, 387
Disciplines

attributes of public health informatics
as, 3–4

core, of public health informatics,
102

Disclosure
of confidential information, penalties

for, 305
of information about community health

status, 200
Disease condition database, Washington

State work on, 234–235
Diseases

communicable
outbreaks of, tools for staff

response to, 556–557
surveillance of, 537–573

management of, 46–47
reduced incidence of, due to childhood

immunizations, 470
vaccine for, preventable morbidity

rates, 468
See also Emerging infections

Disease-specific reporting, 381–384
Disintermediation, focus on interactive

health communications systems
in, 72–73, 614

Disk storage technology, cost-
effectiveness of, 413

Dissemination
of computerized health data, 307–311
of public health data

accommodating diversity of with a
data warehouse, 666

in the data warehouse environment,
668–670

Distance
determining with geographic

information systems software,
445

geared devices to measure, Roman, 21
Distance learning materials, on the Web

site for the Emerging Infections
Network, 683

Distribution model, of an enterprise, 94
Divorce, Standard Certificate of (U.S.),

274
DNA fingerprinting, shipping results

electronically, 575
Documentation

of information technology team
recommendations, 165

on-line system for, use of, 655–656
for users, to reduce formal training

needs, 628
Document delivery services, via the

Internet, 368–372
Domains, of public health informatics

knowledge, 100–104
DOS environment, 308
Drug Abuse Early Warning Network

(DAWN), 320
morbidity data collected by, 287

Drugs, programmed monitoring of
prescriptions, for safety and cost
reduction, 47–48

Eastern equine encephalitis, 564
Education

as an indication of expertise, 162
patient, to reduce hospitalization rate

for congestive heart failure,
47

for public health practitioners and
informaticians, 109–111

of senior management, in the costs of
information systems, 171

See also Training
Educational systems, decision support

systems in, 260
Effectiveness, of an information system,

auditing, 140–142
Effects, intended and unintended, of

change, 192–193
Efficiency, in interfacing with managed

care organizations, 12
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Effort, relationship with task completion,
149–150

Electronic birth certificates (EBC),
maintenance by the states, 281

Electronic capture of data, in the private
sector, 401

Electronic Clinical Laboratory Reporting
System (ECLRS)

case study, 556–563
designing a new laboratory reporting

system, 553–554
Electronic commerce in health, 542
Electronic data interchange (EDI),

224–226
Electronic data systems, for public

health, 539
Electronic death registration (EDR),

recommendations for developing,
281–282

Electronic laboratory-based reporting,
495–497

Washington State, 233–235
Electronic medical records (EMR),

495–498, 516–520, 523–525
Electronic messaging formats, 224–226
Electronic Numerical Integrator and

Computer (ENIAC), development
of, for military table production,
22

Electronic survey, about user interest in
Emerging Infections Network,
686–687

Emergency Management System,
nonspecific healthcare data from,
401

Emerging infections
adequacy of coding systems for

tracking diseases, 300
international networking to address the

challenge of, 681–690
tracking, 496

Emerging Infections Network (EINet),
defined, 681

Encephalitis, outbreak of, surveillance
system case study, 563–564

Encoding
of health knowledge, immunization

system, 505–507
of immunization knowledge, 501–503

Energy, Department of (U.S.),
toxicological profiles prepared
for, 346

Engineering, public health informatics
as, 5–6

English Bills of Mortality, 271
Enterprise, public health, elastic concept

of, 87
Enterprise Architecture Framework, 92–

94
Enterprise geographic information

systems, 451
Enterprise-level systems, cost of

developing, 631
Entrex system, tape for data management

on a mainframe, 28
Environment

modifying, to prevent disease, 8
monitoring of, 346–347

Environmental health, using geographic
information systems, 455

Environmental Protection Agency (EPA,
U.S.), 340, 345–346, 511

example of meta-analysis, and tobacco
smoke, 261

Environmental public health informatics,
and toxicology, 335–351

Epidemic, following with and without
automation, Washington State
Department of Health, 575

Epidemiology
computational, challenges in, 251–265
proximity versus exposure in,

460–461
using geographic information systems,

455
Equipment, calibration and maintenance,

National Health and Nutrition
Examination Survey, 723

Error
correcting

determining the ease of, 155
in individual health records, 203

potential sources of, in the National
Health and Nutrition Examination
Survey, 719–722

Ethics, 251–265
concerns in sharing data, 412

Evaluation reports, developing, 247–248
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Evidence-based medicine, 364
defined, 353

Evidence-based resources, 373–374
Exchange, for learning, 656
Execution, relating tasks to, 118
Expectations, of an information

technology project, managing,
167

Experience, evaluating, in identifying
information technology
personnel, 162

Expert systems
criteria for, 509
medical, as medical devices, 76
in public health, 494–512

eXtensible Markup Language (XML),
226, 390–391, 399, 412, 414

for data presentation, 427
External partners, shifting work to or

from, with an information system,
147

External requirements, leading to lack of
compatibility in health systems,
217–218

Faculty, for courses in public health
informatics, 111

Failure rates, in information technology
projects, 159–178

Fair information practices, 201–203
Farr, William, 214, 272

data analysis in public health by,
nineteenth century England, 25

Fear
of change, based in reality of

imagination, 192–193
of the Internet, local health

jurisdictions expressions of, 580–
581

Feasibility
of the Community Health Information

Network, 603
of the Community Health Management

Information System initiative, 600
of the Health Services Information

System (HSIS), 601
Federal Geographic Data Committee

(FGDC), 453–454

Federal Information Processing
Standards (FIPS), 425

adoption of, tradeoffs in, 220
use in geographic information

systems, 438
Federal Policy for the Protection of

Human Subjects, 67
Federal-state system, waves of

development of, 31–35
Federal Trade Commission, regulation of

Web site disclosures, 71
Feedback

avoiding, relationship with project
failure, 175

reporting results to National Health
and Nutrition Examination Survey
participants, 724

from responses to surveys and
interviews, 195

Fetal Death, Standard Report of (U.S.),
274

Fetal death file, 277
Fiber optic cable, maintenance of, 584
Field operation, of the National Health

and Nutrition Examination
Survey, 713–725

Field theory, critical points in a force
field diagram, 190–193

Files
for data storage, 223–224
relational, 227–228

Finance, information technology as a tool
for, relationship with project
failure, 173

Financial sustainability, of an
immunization registry, planning
for, 693

Finkelsten, Clive, 619
Firewall, computer, 210
First Amendment, free dissemination of

information under, 76
Fisher, Howard, 434
Flat file

comma-delimited and tab-delimited,
223

defined, 223, 226–227
for Medicare insurance claims, 226–

227
See also Linked files
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Flexibility, as a principle of Cornerstone
development, 30–31

Florida
development of the Comprehensive

Assessment for Tracking
Community Health  in, 664

racial disparity in infant mortality
rates, case study, 672–675

Flowcharts
alternative strategies for an

information system project,
130–132

in knowledge representation, 506
Focus

of the Community Health Information
Network, 603

on disintermediation through
interactive health communications
systems, 72–73

on environmental issues, to improve
public health practice in the Unit,
11

on making data more accessible, 636–
637

outside the community health
information network, 605–606

on point of service, in the development
of Cornerstone, 30–31

on the public health problem addressed
by a project, 592

on the vision of the project,
589–592

Focus groups
to communicate about impending

change, 195
for public health informatics

evaluation, 244
Food, Drug, and Cosmetic Act (FDCA),

75–76
Food and Drug Administration (FDA),

jurisdiction over interactive health
communication systems,
75–76

Forecasting, of immunization ages and
wait intervals, 499

Formative evaluation, defined, 242
Fotsch, Edward, 7
Framework, for information system

project management, 149–155

Function, defining public health agency
in terms of, 55–56

Functional model
of an enterprise, 94
perspective of the Missouri

Information Strategy Plan, 621
requirements leading to lack of

compatibility in health systems,
217–218

Fundamental data, access to, 409–410
Funding

federal, for state-level systems, 33–34
for a Health Services Information

System, 601
for an information technology project,

171
for the National Turning Point

Initiative strategic development
process, 647–648

pooling of, in categorical aid areas,
630

sources of, for the Missouri Integrated
Public Health Information
System, 624

See also Resources
Future

of community health information
networks, 603–615

data needs in the, 428–429
of demand for networks, 593
of public health informatics, 741–748

Future of Public Health, The, 10–11,
538, 639, 662

Gardner, Reed, 41
Genetic information, shared, and ethical

disclosure rules, 258–259
Geocoding, address matching as, 444
Geographic Base File Dual Independent

Map Encoding (GBF/DIME),
files from the 1970 and 1980
censuses, 435

Geographic information system (GIS),
431–466

defined, 433
for following the West Nile virus,

568–569
Geospatial Data Clearinghouse, 454
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Goals
of change, field theory description,

192–193
of information system effectiveness

auditing, 140–141
of National Health and Nutrition

Examination Survey, 712
Google web searches, 357
Government

as the context
for informatics, 52–80
for public health practice, 9

county meeting with local health
jurisdiction personnel,
Washington State project, 586

delegated authority of, in defining
public health, 56–57

federal and state roles in behavioral
risk factor surveys, 326

funding for public health from, 665
general revenue appropriation for the

Missouri wide-area network,
623–624

Graduate programs, in public health,
differences between practitioners
and informaticians, 110–112

Grammar, of systems communication,
222–228

Granularity, levels of, in data warehouse
design, 666–667

Graunt, John, 271
development of data analysis

techniques, 24
Gray literature, excesses of, 355–356
Growth charts, development from

National Health and Nutrition
Examination Survey data, 711

Haemophilus influenzae, morbidity rates,
468

Haley, Edmond, development of
mortality tables, 24

Hammer, Mike, 134
Handcrafted data accumulation, as a

constraint on Comprehensive
Assessment for Tracking
Community Health deployment,
665–666

Hardware requirements, for geographic
information systems, 452–453

Hartford Foundation
initiative for the Community Health

Management Information System,
595

investment in health cost and quality
management, 597–598

Hazardous materials databases, 345
Hazardous Substances Data Bank

(HSDB), 343–346, 368
synonym list of, 341

Hazardous Substances Emergency Event
Surveillance System (HSEESS),
348, 401–402

state-based, 348
HazDat data systems, 345
Health

improving with informatics, evidence
for, 46

managing information to deliver value
in, 39–51

racial differences in, 670–672
Health Alert Network (HAN), 390

Centers for Disease Control and
Prevention, 496

grant from, to increase functionality to
local public health agencies, 623

in the infrastructure for National
Electronic Disease Surveillance
System, 400

Health and Human Services, Department
of (U.S.), 301–302, 388, 395

regulations on privacy protection, 60
Health and Human Services Data

Council, 395
Health and Nutrition Examination

Survey, National (NHANES),
320–321

public health informatics in,
710–740

Health Care Financing Administration.
See Centers for Medicare &
Medicaid Services (CMS)

Health care information infrastructure,
integrating with public health
monitoring functions, 403

Health Care Reform Act of 1993
(Washington State), 600–601
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Health Care Survey, National (NHCS), 309
morbidity data collected in, 287–298
Research Data Center of, 305

Health databases on the Web,
shortcomings of, 421–422

Health Employer Data and Information
Set (HEDIS), 524

Healtheon/WebMD, 611–612
Healthier People, Version 3.0, 517
Health informatics, defined, 40–42
Health information, defined, 597
Health Information and Surveillance

Systems Board (HISSB)
formation of, by the Centers for

Disease Control, 35
standardization of data elements, 743

Health Information Network (HIN), 542,
545–549, 559

e-commerce infrastructure of, 567–568
expanded laboratory reporting

requirements of, 553
Health Insurance Portability and

Accountability Act (HIPAA),
387–389, 394, 524

compliance with, and structuring an
information system project, 130

disclosure in information under
provisions of, 203

as a driving force in data
standardization, 214, 218

mandate for health data
standardization, 484, 742–743

provisions for confidentiality of health
data, 305

provisions for privacy protection in,
60–65

restrictions on use of data under, 53
revising an integrated system to meet

the requirements of, 632
on uniform data standards for medical

records, 311
Health Interview Survey, National

(NHIS), 325
comparison of risk behavior estimates

with the Behavioral Risk Factor
Surveillance Survey, 328

morbidity data collected by, 287–292
See also National Health entries for

various health surveys

HealthKey, Utah participation in, 609
Health Level Seven (HL7), 525

capture of data through, 401
collaborative development of

standardization of healthcare
claim information, 388

example of a relational database for
electronic messaging, 227–228

for implementing electronic
laboratory-based reporting,
Washington State example, 233–
234

implementing standards of, example of
costs incurred in, 147

messaging standard for Hospital
Information Systems, 217, 225

as the standard for the laboratory
reporting system, 562

standards enabling immunization
registry data exchange, 478–480

HealthLinks, University of Washington
portal, 357

Health maintenance organizations, size
of, 11–12

Health On the Net (HON)
code of conduct for Web sites, 73–74
contribution to validation of

information on the Web, 45
Health plan, contribution of personnel to

marketing a problem solution,
immunization registry, 705–706

Health Plan Employee Data and
Information Set (HEDIS), 638

Health Plan Employer Data and
Information Set (HEDIS), 46

Health Provider Network (HPN), 542,
545–549

functioning in West Nile virus
identification, case study,
567–570

replacing a communications network
with, 559

Health risk assessment (HRA), 516–518,
521

Health statistics, for the general public, 415
Health Statistics, National Center for

(NCHS), 270, 272, 274–275,
281, 286–288, 402

origins of, 26
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Health Statistics, National Center for
(cont.)

standards for data delivered to, 32–33
state data for, 277

HealthWeb, University of Michigan
portal, 357

Healthy People 2010 initiative, 327, 480,
482

Heart, Lung and Blood Institute,
National, 325

Help desk, staffing, 628
Hierarchy, in coding for system entry,

222
Historical overview

of the community health information
movement, 597–613

context for national vital statistics
development, 271

of data standards in health, 215–217
of information systems and public

health, 16–38
Hollerith, Herman, adaptation of loom

control to automated data
analysis, 22

Home and Hospice Care Survey,
National (NHHCS), 294

sample for, 297
Hospital Ambulatory Medical Care

Survey, National (NHAMCS),
294, 299

data gathering methodology, 296
Hospital Discharge Survey, National

(NHDS), 294, 299, 301
automated data from hospitals for, 310
using data from, to determine the

tradeoffs between inpatient and
ambulatory surgery, 296

Hospital information systems (HISs),
data sharing in, 216–217

Household, grouping of clients by, in an
integrated system, 638

Household questionnaire, for the
National Health and Nutrition
Examination Survey, 714–715

How-to information, accessing through
the Public Health Improvement
Tool Box, 654

Human factors, in health informatics,
39–51

Human immunodeficiency virus (HIV)
adequacy of coding systems to reflect,

300
questions about, on the Behavioral

Risk Surveillance System
questionnaire, 325

surveillance of, 537
system case study, 550–556

Huygens, development of the precursor
to mortality tables, 24

Hypertension, questions about, on the
National Behavioral Risk Factor
Surveillance Survey, 325

HyperText Markup Language (HTML),
226, 412, 423–424

for new data systems, 420–421
Hypertext transfer protocol (HTTP), for

data transmission, 420

Identification, of areas needing
standardization, 230–232

Identification numbering system, sharing
with the Department of Social
Services, 626

Identifying information, defined, 201
Illinois Department of Health, experience

of, in automating public health
practice, 17–18, 27–31

IMM/Serve, 494–498
Immunization

childhood
complacency about, 470
forecasting, use of decision support

systems for, 497–505
schedule for, 468

coverage data, 292–293
estimating, 468–469

data collection system for private
providers, case study, 691–709

domain complexity of, 498–500
knowledge encoding of, 501
program for, as a source of funding

for an integrated system, 630
tracking by public health information

network partnerships, 615
Immunization registry, 467–493

automated, installation at the Centers
for Disease Control and
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Prevention, 180–182
defined, 470–471
as an example of information system

development, 34
in an integrated system, 638

Immunization Registry Annual Report
(IRAR), 482–483

Implementation
of change management strategies,

195–196
of IMM/Serve, 504
of information architecture, 94–95
of the Information Strategy Plan,

Missouri, 622–628
of new data standards, organizational

level impact of, 235
of strategies identified in National

Turning Point Initiative planning,
648, 656–657

written plan for, relationship with
project failure, 176

Improvement, in public health, defined,
645

Incremental system development
advantage of, in building support,

636
vision for network development, 688

Independent systems, development of,
32–33

Indexing systems, for information on
Web sites, 74

Indian Health Service (IHS), 497
Indicator data

for community health assessment, 664
variables in the National Health and

Nutrition Examination Survey,
724

Individuals, coverage of health
information of

by Health Insurance Portability and
Accountability Act, 60–61

by the Missouri system, 621
Induced Termination of Pregnancy,

Standard Report of (U.S.), 274
Industrial Science and Technology

Working Group (ISTWG),
682–683

Industry standards, for electronic
laboratory reporting, 556–563

Inertia, challenges to information
technology due to, 170

Infections. See Emerging infections
Informatics, 305, 309

in collecting morbidity data,
288–298

in public health, 432, 588
Emerging Infections Network as a

project in, 682–683
evaluation for, 239–250
maximizing the contribution,

744–745
in toxicology and environmental

health, 335–351
Information

access to, in communicable disease
surveillance, 539

categories of knowledge-based
information, 354–355

collecting, about proposed change,
194–195

controlling, relationship with project
failure, 174

defined, 18
free dissemination of, under the First

Amendment, 76
implicit versus explicit, in Web

searching, 360
mechanism for obtaining from private

providers, 692–693
needs for, in toxicology and

environmental public health,
336–337

sharing of, and privacy protection,
 69–70

surveillance systems, infrastructure
for, 542–550

unambiguous exchange of, 218
vehicle for delivering, surveillance

system, 545
Information architecture, 85–97

defined, 228
for the Missouri Information Strategy

Plan, 620
Information broker, public health official

as, 11
Information engineering (IE),

methodology in Missouri, 619,
629
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Information management, for the
National Health and Nutrition
Examination Survey, 725–737

Information model, of an enterprise, 94
Information Network for Public Health

Officials (INPHO), 432,
574–594

Information Network for Public Health
Officials and host systems,
Georgia, contribution to
standardized state health data
systems, 33

Information resource management (IRS)
planning, 85–86, 90–91

Information Services, Department of, in
Washington State, partner in the
InterGovernmental Network of
Washington State, 578

Information Strategy Plan (ISP),
Missouri, 619–621

Information systems
for analysis of data, 495–497
design of, 391
development of, 391, 533–536
as a domain in public health

informatics, 103
existing, as a challenge to developing

integrated systems, 630
proliferation of, as a motivator for

change, 386
for public health improvement,

attributes of, 645–646
Information technology (IT), 251–265

for auditing preventive care, 523–524
and Behavioral Risk Factor

Surveillance Survey, 331
business model of companies

providing, 414
in communicable disease testing, 557
county staffs for, as partners in

InterGovernment Networks,
Washington State, 578

as a domain in public health
informatics, 103

as an enabler of change in data
collection, 389

increased expectations due to success
of, 570

managing projects in, 159–178

for the National Health and Nutrition
Examination Survey, 713

for preventive care assessment, 516
for preventive service delivery,

520–523
professionals from, involving in

system design, 563
revolution in, 12–13

Information Technology Collaborative,
goals of, 649

Infrastructure
for ad hoc exploration of data, as a

function of a data warehouse,
666–667

enhancement of, in public health
improvement, 651

of health care information, integrating
with public health monitoring, 403

physical, providing, 746
support policies, in surveillance

systems, 541–542
Initiation, of a business process, 118
Initiatives, of the Emerging Infections

Network, 684–685
Injury Prevention and Control, National

Center for (NCIPC), 357
In-service courses, for public health

practitioners, in informatics, 110
Institute of Medicine (IOM)

committee of, Using Performance
Monitoring to Improve
Community Health, 662–663

model of assessment, policy
development and assurance, 118

publication of The Future of Public
Health, 10–11, 639, 662

publications on cost savings and
safety from computerized system
use, 47–48

on reliability of hospital discharge
data, 301

Institutional Review Board (IRB)
on human subjects for research, 67
submission of plans to disclose

information, 203
Insurance coverage risks, 304
Integrated health information systems

barriers to, 393–394
funding for, 623
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national, developing, 742–743
to provide access to data sources on

the Internet, 424
requirements for, Missouri program,

620
Integrated Network for Public Health

Officials (INPHO), funding for
development of integrated public
health information systems, 484

Integrated services data network (ISDN),
731

Integrated Survey Information System
(ISIS), 710

for the National Health and Nutrition
Examination Survey, 727–728

Integration
of a business, through information

resource management, 92
of information, 41
between public health and clinical care,

743
Integrity, of information after collection,

202
Intensive care, telehealth specialist

support for, 47
Intentions, in establishing a database,

ethical considerations, 254–255
Interaction, through Web sites, legal

oversight of, 71
Interactive health communication

systems (IHCs)
perspective on, 75–77
privacy issues in using, 72–73

Interactive Voice Response systems
(IVR), for immobile patients,
518–521

Interfaces
among data sources, 507
between laboratory recording devices

and computers, 216
between a mainframe and UNIX

server, Missouri system
development, 626

InterGovernmental Network (IGN),
using Information Network for
Public Health Officials for, 576

Internal Revenue Service (IRS),
information system development
failure at, 166

International Classification of Diseases
(ICD), 214, 277–278

Clinical Modification, as a vocabulary,
222

inability of search engines to select
data coded with, 422

use of, in morbidity coding, 300
International Medical Informatics

Association Working Group I,
41–42

International networking, addressing the
challenge of emerging infections,
681–690

International Organization for
Standardization (ISO), 231–232

Internet
during the 1970’s, limited access to

information through, 413
during the 1990s, 414
for access

to information from the Public
Health Improvement Tool Box,
658

to the Integrated Public Health
Information System, 627

by users of a data warehouse,
669–670

applications of geographic information
systems, 461–462

collecting interview survey data on, 308
as a communications medium,

682–683
for health commerce, 545

as a communications medium and
universal graphical user interface,
12–13, 623

data available on, 361
effect of, on the provision of health

services, 43–46
importance to the community health

information movement, 603,
605–606

map servers of, 451–452
National Health Interview Survey data

available on, 292
patient education and counseling,

525–526
public health information through,

496–497
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Internet (cont.)
reliability of data from, 356–358
security of, 209–211
use policies, at the local level, 581
using for health care information,

389–390
Web-based tools accessible through,

372
Internet-based systems, advantages of,

646
Interoperability

of data systems, 379–381
among modules, in Cornerstone, 30–

31
Interstate Record Exchange Program,

276
Interventions

decision support system for designing,
260

public health
nature of, 8–9
following planning, 650–651

Interviews
with personnel, about impending

change, 194–195
for public health informatics

evaluation, 244–245
Intranet, Web-based deployment for, 420
Introduction, to public health

informatics, 3–15
Intrusion detection, for computer

systems, 210–211
Investment, leveraging, in community

health information, 604–605
Investment analysis, request for, by the

Centers for Disease Control and
Prevention, 630

Issues, in building public health data
access systems, 415–429

Java applets, for limited executable
instructions in HTML pages, 421

Java Database Connectivity (JDBC), for
data management across systems,
426–427

Java programming language, 228
interoperability of, 391

JavaScript, for limited executable
instructions in HTML pages,
 421

Job placement, arranging, when
information technology projects
threaten personnel, 171

Johnson Foundation, Robert Wood,
473–474

childhood immunization initiative
supported by, 180, 746

participation in the National Turning
Point Initiative, 644

Joint Application Design (JAD), 88–89
to determine system requirements, 626

Journal for Public Health Management
and Practice, 354, 456

issue on geographic information
systems, 432–433

Kellogg Foundation, W. K., participation
in the National Turning Point
Initiative, 644

Kelvin, Lord (William Thomson), 18
Key, in cryptography, defined,

207–208
Keyword search, 359
Knowledge

associated with critical skills in public
health practice, 107

core, identifying, 98–99
defined, 18
domains of, in public health

informatics, 101–103
level of, needed by public health

practitioners, 105–106
procedural, about immunizations, 502–

503
for public health informaticians, 745
representation of, immunization

system, 505–507
rule-based, about immunizations, 502
tabular, 501
testing of, automated tools for,

503–504
Knowledge-based information, 352–375
Knowledge-based information systems,

501–503
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computer software applications, as
medical devices, 76

Knowledge engineering, 508

Laboratory data
computers used to trace newborn

screening results, 32–33
electronic capture of, from the private

sector, 401
electronic reporting of, 556–563
managing with public health

information network partnerships,
615

Laboratory equipment, monitoring for
failure, 734

Laboratory for Computer Graphics and
Spatial Analysis, Harvard
University Graduate School of
Design, 434

Laboratory information system (LIS),
216

Lambert Conformal Conic projection,
441

Land Management Information Center,
University of Minnesota, 435

Latitude/longitude coordinates, for
geographic database data, 441

Lead
action in poisoning by, as an example

of knowledge, 18
exposure to, 383–384

Leadership, technical, relationship with
project failure, 174

Learning, by the organization from staff
input, 195

Legacy systems, converting data from,
632–633

Legal domains, in applying regulation of
consumer health information,
72

Legislation, as the context for
informatics, 52–80

Legislative support, working for, 591–
592

Lewin, Kurt, 190, 192
Liability, for advice offered through a

Web site, 72

Library services, via the Internet, 368–
372

Life cycle, of hardware and software,
541

Limitations, human, to comprehend
quantity, 19

Linked files
birth/infant death, 277, 322
in relational databases, 227–228

Links
longitudinal and geographic, among an

individual’s healthcare records,
395

for systems, options in, 641
Listserve forum, for Washington State

Association of Local Public
Health Officials members, 579–
580

Literature reviews, for public health
informatics evaluation, 243

Loansome Doc, document ordering
service, 372

Local area networks (LANs)
Ethernet-based, 29
improved access through use of, 414
interconnected, of the National Health

and Nutrition Examination
Survey, 731

maintenance of, 584
restricted access to data in, 418

Local health jurisdictions
communicating with, Washington State

Department of Health example,
575–576

customizing of immunization by, 500
interim access to library and

communication, Washington
State, 579–580

support for, to improve state public
health practice in the Unit, 11

Local public health agency (LPHA)
level, of record keeping,
Missouri, 618

Location
of data on the Web, 426
scale and precision of, 460
spatial referencing system for coding,

437
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Logical Observation Identifiers, Names,
and Codes (LOINC), 221–222,
401, 480

Logic variation, for clinical conditions, in
immunization reporting, 499

Longitudinal trend analyses, costs of,
665

Long-range plan, for systems
development, Missouri, 619

Lotus 1-2-3 file format, 224
Love Canal toxic waste site, 340
Lumper vocabularies, defined, 220–222

McHarg, Ian, 434
Magnitude of change, and resistance,

188–189
Mainframe computer systems,

transitional use of, 412–413
Maintenance

of IMM/Serve, 505
of an integrated system, staffing

requirements, 631
of the InterGovernmental Network,

Washington State, 588
of networks

disease surveillance, 682
resources for, 584–585

Making a Powerful Connection: the
Health of the Public and the
National Information
Infrastructure, 393

Managed care
creating a Health Plan Employee Data

and Information Set (HEDIS),
638

as a driver of change, 13
growth in, 11–12

Management
critical skills for public health

informaticians from the domain
of, 108–109

of information technology personnel
and projects, 159–178

skills in, for public health
informaticians, 102

Management personnel
support for integrated system

development, 634–635

time commitment to developing a
strategic plan, Missouri, 619

Management systems, for public health
informatics, pre-computer era,
23–24

Mandates, federal, on privacy, 59–69
Mapping

grouping data for, 447–449
for health applications, 443–444
as a kind of counting, 20
programs for, 434
symbols for, 449
of West Nile virus occurrences,

568–569
Map projections, in geographic

information systems, 440–441
Maps on internet servers, 451–452
Marketing, of a problem solution,

705–706
Marriage and divorce files, 277
Massachusetts state health department

pilot testing, 401
Materials, distribution of, immunization

data collection, 706
Maternal and Child Health system,

integrated, Illinois development
of, 29–31

Mather, Cotton, 271
Mauchly, John, development of ENIAC,

22
Measles vaccine coverage, 473
Measurement, history of, as a history of

information systems, 18–20
Measurement error, potential for, in the

National Health and Nutrition
Examination Survey, 719–722

Medem, American Medical Association
on-line health network, 7

Medicaid, 301
integration with the immunization

register, 638
prevention and treatment provided by,

through public health providers, 56
state level, matching funds for the

Integrated Public Health
Information System, 624

Medical devices, interactive health
communication systems as, 75–77

Medical Expenditure Panel Survey, 289
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Medical geography, 435–437
Medical Literature Analysis and Retrieval

System (MEDLARS), 339
Medical Record, Medical Education and

Patient Care (Weed), 48
Medicare, 301
Medicine, attributes of, compared with

public health, 10
MEDLINE, 332, 361

bibliographic database, 342
MedNet, Minnesota creation of, 607–608
MedUnite, creation of, to rival WebMD,

612
Megachange, examples of, 189
Memoranda of understanding (MOU),

for using a surveillance system,
546

Memorandum of agreement (MOA),
covering confidentiality, 632

Meningitis, aseptic, case study of the
surveillance system, 563

Meta-analyses
example of, the effects of tobacco

smoke, 261–262
using searches in, 373

Metabolic disease screening, in
newborns, in state systems,
32–33

Metadata, 729–731
for every data set, 426–427
need for, in a public health data

system, 416
from secondary knowledge-based

information, 354
Methodology, for building an

information system, 138–139
Methods

for acquisition and presentation of
data, 41

emphasis on, in public health
informatics, 101–102

for public health informatics
evaluations, 242–247

Microchange, examples of, 189
Microoptimization, in an organization,

122
Microsoft Certified Systems Engineers

(MCSE), training local personnel
as, 584

Microsoft Excel format, 223
Microsoft licenses, upgrading and

consolidating, 622
Migration plan, for information

architecture implementation,
94–95

Minnesota Health Data Institute
(MHDI), 600, 607–608

Missouri Department of Health, varied
systems in use by, 618

Missouri Health Strategic Architectures
and Information Cooperative
(MOHSAIC), 617–643

Missouri Information for Community
Assessment (MICA), interactive
Web support by, 639–640

Missouri integrated public health
information system, 617–643

Mobile examination centers (MEC)
for the National Health and Nutrition

Examination Survey data
collection, 712, 715–718

physical security of, 734
Model-based knowledge, 507
Models

information resource, 92–94
public health informatics, 127–129

Model State Public Health Privacy Act,
Web address for, 394

Model State Vital Statistics Act, 273
key provisions of, 274–275

Modification, of a vendor-supplied
system, 132

Modular design, to focus on the point of
service, in Cornerstone, 30–31

Monitoring, of prevention programs with
risk factor data, 319

Morbidity, collecting data about, 286
Morbidity and Mortality Weekly Report

(MMWR), focus on surveillance
for asthma, 299–300

Surveillance Summaries, 331
Mortality data, automated entry,

classification, and retrieval of,
279–280

Mortality file, 277
Mortality Medical Indexing,

Classification and Retrieval
(MICAR), 280



774 Index

Mortality tables, development of, as a
contribution to development of
analysis, 24

Motivation, for individual behavior,
190–191

Movement, defined, for community
health information, 597

Multidisciplinary applications, of public
health informatics, 5–6

Multiple interchange formats, for data
presentation, 427

Naisbitt, John, 43
Natality file, 276–277
National Association for Public Health

Statistics and Information
Systems (NAPHSIS), 273–274,
281–282, 401

administration of the Interstate Record
Exchange Program, 276

National Association of County and City
Health Officials (NACCHO)

contribution to standardized state
health data systems, 33

support for the National Turning Point
Initiative, 647

National Breast and Cervical Cancer
Mortality Prevention Act, funds
from, for state surveillance data,
327

National Cancer Institute, 287
Cancer Informatics Infrastructure

(CII) of, 43
National Center for Geographic

Information and Analysis
(NCGIA), development of core
curriculum in geographic
information systems education,
456

National Center for Health Statistics
(NCHS). See Health Statistics,
National Center for

National Center for Injury Prevention
and Control (NCIPC), 357

National codes, assigning to a design
project, 563

National Electronic Disease Surveillance
System (NEDSS), 228–229, 380,

389, 402, 542
new directions of, 392–400
proposed, 35

National Electronic Telecommunications
System for Surveillance
(NETSS), 227

National Excellence Collaboratives, state
participation in, 648–649

National Guideline Clearinghouse
database of, 353
example of a search using, 364

National Health Examination Survey,
early data collection tool, 710

National Health Interview Survey
(NHIS), 26–27

National Health Statistics, Center for
(NCHS). See Health Statistics,
National Center for

National Health Survey Act of 1956,
authorization for the National
Health and Nutrition Examination
Survey under, 320

National Hospital Discharge Survey
(NHDS), 301

National Immunization Program (NIP),
293, 471, 473, 477–482

National Immunization Survey (NIS),
292–293

results of, 1995, 180–181
National Library of Medicine (NLM),

339–341, 361
availability of documents from, 372
MEDLINE databases of, 358
training in the use of information

resources, 745
National Mortality Followback Survey

Program (NMFS), 321–322
National Priorities List (NPL), 345
National Public Health Performance

Standards program, defining
informatics performance as part
of, 746

National Research Council (NRC), 387
National Technical Information Service

(NTIS), example of a search
using, 367

National Turning Point Initiative, 644
background and context, Washington

State, 647–649
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program office of, for follow-up
technical support, 657

working with state health departments,
646–647

National Vaccine Advisory Committee
(NVAC), 473–474, 476, 478

recommendations of, 485–487
National Veterinary Sciences Laboratory,

566
National Vital Statistics Reports,

preliminary data in, 282
National Wildlife Health Center, 566
Navigation, in a data warehouse, 668
Needs

for the Emerging Infections Network,
683–685

for public health informatics, 744–745
versus wants, in community health

information, 605, 608–609
Need-to-know access, to confidential

information, 202
Network

considering capacity in system design,
419

defined, 597
protecting against attacks on, 735

Network Advisory Group (NAG),
collaborative in Washington State,
613

Network architecture, replication of data
between field sites and contractor
facilities and NCHS, 731–732

Networking, for public health officials,
574–594

Network-of-networks model, 609–610
New England Healthcare Electronic Data

Interchange Network (NEHEN),
609–610

New York State Department of Health
communicable disease testing, 557
HIV/AIDS surveillance model, 550–

556
laboratory reporting system, 559
models of information networks, 537,

542, 546–550
West Nile virus response of, 563, 565

Nightingale, Florence, establishing the
connection between sanitation and
mortality, 25

Nomenclatures, defined, 220
Noncommunication systems, in public

health, 217–218
Nonmonetary rewards, for information

technology staff, 625
North Carolina Center for Geographic

Information and Analysis, 457
Northwest Portland Area Indian Health

Board, as a partner in the
InterGovernmental Network,
Washington State, 579

Nosologists, medical coding by, 280
Notifiable disease systems, direct data

entry into public health systems,
401–402

Novell Certified Netware Engineers
(CNE), training local personnel
as, 584

Numerical system, Egyptian, 20
Nursing Home Survey, National

(NNHS), 294, 303
sample for, 296–297

Objectives
association with performance of a

process, 118
of the Health Information Network

project, 560
for National Health and Nutrition

Examination Survey quality
assurance, 722

of the Public Health Initiative Tool
Box, 652

rigid, relationship with project failure,
174

Objectivist methods, 245
for public health informatics

evaluation, 239
Object-oriented (OO) approach

to data management, for storage and
messages, 228

methodology for, use in Missouri, 629
software for

database in geographic information
systems, 440

development of, 34
Objects, defined, 228
Observation, age of, in public health, 23
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Observational studies, for public health
informatics evaluation, 244–245

ODYSSEY program, for area overlay
analysis, 434

One-to-one correspondence, concept of,
19–20

On-line analytic processing (OLAP), for
understanding healthcare issues,
662

Open Database Connectivity (ODBC)
for data interchange, 427
reporting tools compliant with, 627

Operating systems, communication
among, 418

Operational change, and public health
informatics implementation,
182

Oracle database
for atomic data repository, Missouri

system, 627
Florida data warehouse use of,

672–673
Missouri system use of, 626–627

Organization
collaborative, of key stakeholders in

the health community, 598
management of, in public health

informatics, 103
structure of, and business processes,

119–125
Organizational issues

change, and public health informatics,
179–198

in geographic information systems
operations, 458

in public health, 395
success in using health informatics,

42–43
support for a data access system, 419

Organizational models, for geographic
information systems, 450–451

Oughtred, William, development of the
slide rule by, 21

Outcomes
population level, improvement in,

651–652
studies of

immunization data collection,
706–708

interactive voice response systems,
519–520

Outsourcing, of information functions of
a public health agency, 58

Overlay analysis, geographic information
systems software, 445

Ownership, of the Washington State
network, 587–588

Paper reporting systems, for laboratory
surveillance data, need to change,
557

Paradigms in geography, effect on
geographic information systems
development, 434

Parish lists, as a source of vital statistics,
271

Participation
in committees, balancing, 189
recipient and provider

in immunization registry, 486–487
in the initiative on immunization

registries, 475
strategies for assuring, 480–481

Partner notification, HIV/AIDS,
surveillance system for, 550–552

Partnerships, developing
with community health information

networks, 576–579
with the Information Network for

Public Health Officials, 614
Pascal, Blaise, development of an adding

machine by, 21
Password system, for authentication,

205–206
surveillance system sign-on, 547

Patient health records
links among, 395
online, 45–46

Patient index, master, creation at the state
level, in Cornerstone, 30–31

Patient-specific information, defined,
353

Patton approach, to stalled projects, 155
Pentops, for collecting information in

household interviews, 728
People issues, in use of the Emerging

Infections Network, 687
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Per capita income, data on, from a data
warehouse, 673–674

Performance, improving, as the objective
of investments, 42

Perry, William, recognition of health as a
contribution to national wealth,
24

Personal/desktop computers
address improvement with use of,

413–414
for geographic information systems,

451
protection with virus scanning

software, 735
Personal interview, limitations of, in

measuring morbidity, 303–304
Personnel

acquiring staff for the Integrated
Public Health Information
System, 624

effect of information systems on, 180–
198

for geographic information systems,
455

of health agencies, confidentiality
agreements signed by, 204–205

information technology, management
of, 161

skill levels of, for the National Health
and Nutrition Examination
Survey, 738

training in systems use, 555
Perspective

on business process work flow,
121–122

questions based on, for developing
reengineering processes, 136

Peterson, Hans E., 40
Pharmacy data, use of, in public health,

401
Physicians

reporting of HIV/AIDS data by, 554
role of, in using Internet access of

patients, 45
Web sites of, built through Medem, 7

Pilot efforts, in electronic capture and
use of healthcare data, 400–402

Pilot testing, immunization registry case
study, 701–705

Planning
grants for state-developed

immunization registries, 473–474
inflexible, relationship with project

failure, 175
steps in

for information resource
management, 92

for information systems
development, 132

Platforms
constraints on, by changes in

operating systems, 418
for data, 426

Point-in-polygon overlay, of geographic
information systems software,
445

Pointshare
outsourcing of Minnesota MedNet to,

608
work in Washington and Minnesota,

612–613
Poisindex, 339

as a factual database, 344
Poison control centers, 347

historical context, 337–339
Poison Control Centers, National

Clearinghouse for, 337
Poisoning case management, 347–348
Policy

assessment to support development of,
640

organizational, to ensure
confidentiality of information,
204–205

using data to meet objectives,
661–680

Policy issues
for communicable disease reporting

systems, 558–560
in establishing new surveillance

systems, 540–542
and information infrastructure for

surveillance systems, 542–549
requirements leading to lack of

compatibility in health systems,
217–218

for surveillance, function in the West
Nile virus occurrence, 565–570
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Political challenges
in Emerging Infections Network

development, 687
managing, in information technology

projects, 170–171, 634
in sharing data among organizations,

410–412
Political change, and public health

informatics implementation, 182,
184–185

Politics
of the Community Health Information

Network, 603
considering in project implementation,

590–591
of policy-making in public health as a

process, 678–679
Polygon overlay, geographic information

systems software, 445–446
Poor Law, England, sanitation planning

under, 24–25
Population-based health, move of health

care organizations toward, 44–45
Populations

data on age and race, from a data
warehouse, 675

density of, reviewing data on, 673
health of, as the focus of public health

informatics, 8
Positive reinforcement, for encouraging

needed change, 171–172
Post-audit, of an information system

project, 140–142
Poverty, data on, from a data warehouse,

673–674
Power, as information in the hands of

many, 43
PowerPoint, for an overview of the

Behavioral Risk Factor
Surveillance Survey, 331

Practice, theory of, for public health
improvement, 649–652

Practice of medicine, defined, 75
Pre-interpreted data, access to, 410
Preliminary files, 282
Preplanning meeting, with local

jurisdiction staff, Washington
State projects, 586

Presentation and communication

applications, facility in, as a
critical skill for public health
practitioners, 107

Presentations based on data, access to,
410

Prevention
emphasis on

in managed care, 12
in public health definition, 56
in public health informatics,

3–4, 8
paradigm of, 318

Preventive care, information technology
for reminders about, 522

Preventive medicine, in primary care,
513–531

Preventive Services Task Force (U.S.),
515–516

Primary care, preventive medicine in,
513–531

Primary group, defined, 189–190
Primary prevention, 515
Principles

of fair information practices, 202–203
of information distribution through

Web sites, 73–74
of information system integration, 116
of integrated public health system

design, Cornerstone example,
30–31

of integration of components into the
health examination, NHANES,
735–737

for maximizing the probability of
information technology project
success, 176

of public health informatics, 6–9
of Web site use, 70–75

Privacy
in the Cornerstone system, 31
defined, 201
of health information, 252

ethical context, 256–259
immunization data, 474, 476–477,

485
issues of

in the community health information
movement, 607

in the Community Health
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Management Information System,
599–600

in Web site information gathering,
71

laws concerning
defining patients’ right to, 53
and public health informatics, 58–69

minimum standards for, under Health
Insurance Portability and
Accountability Act, 67–68

of public health data about morbidity,
304–305

of public health information, 199–212,
394

concerns about, 743–744
Privacy Act of 1974, 53, 200, 202

key provisions of, 59–60
provisions for confidentiality of health

data, 305
Privacy officer

law defining patients’ right to, 58
provision of, to ensure security of

personal health information,
64–65

Private foundations, support for public
health informatics, 746

Private industry, information systems
development in, 115

Private providers, immunization data
collection system for, 691–709

Privatization, of information functions of
a public health agency, 58

Problem solving, data collection
example, immunization
registration case study,
697–699

Procedural knowledge, in knowledge
representation, 507

Process flow
horizontal, meaning of, 123
questions about paths, 137–138

Process Innovation (Davenport), 134
Program areas, specific user roles, for

surveillance systems, 548
Programmable computers, early design,

22
Programmer, task of, 162
Programming, guides for, in

methodology, 139

Progress, rate of, in an information
technology project, 167

Project
organizational staffing for,

588–589
scope of, changes during development,

134–138
task of the manager, 162

Proposals, submission to a standards
development organization,
230

Proprietary data, protecting in a
community system, 599

Protected Health Information, defined
under Health Insurance
Portability and Protection> Act,
61–62

Prototype systems/prototyping
modular, for modification at the user

level, 34
rapid, information technology system

projects, 169–170
Proxy server, as a security measure,

209
PsycINFO, example of a search using,

364–367
Public forum, the World Wide Web as,

424–425
Public health

applications of geographic information
systems, 435, 454

and business processes, 125–126
community planning efforts, need for

geographic data at the local level,
454

core disciplines of, 103
departments of, local and state, 26
expansion of data in, 495
integration with the healthcare system,

387
Public health agency

as a Covered Entity, 68–69
defined for legal purposes, 55–58

Public Health Agenda for the ’90s-
Healthy Missourians 2000,
618–619

Public health conceptual data model
(PHCDM), 396–398

Public Health Foundation, 100
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Public Health Improvement Tool Box,
University of Kansas, 644

objectives of, 652
Public health informatics

defined, 5–6
in the National Health and Nutrition

Examination Survey, 710–740
overall model for, 127–129
roots of, 24–27

Public Health Information Network
(PHIN), connection with local
health departments, 29

Public health practice
importance of vital statistics to, 283
support for, from risk factor data

systems, 319
Public Health Practice Program Office

(PHPPO), 432
Public health practitioners, public health

informatics competencies of,
104–105

Public health reform, as a driver of
change, 13

Public Health Service (U.S.), 272, 337
report of, Making a Powerful

Connection, 393
Public Health Service Act, 474

provisions for confidentiality of health
data, 305

Public key cryptography, defined, 208
Public Key Infrastructure (PKI), for

authentication, 593
Minnesota work in, 608

Public policy
formulating, data warehouse to

support, 666
responsibility versus individual

privacy, 65–67
Public sector, in health care reform, 600
PubMed

automatic links of keywords to
indexing terms by, 359

database, 353
bibliographic, search example,

361–364
document-ordering feature of, 372
example of search using, tuberculosis,

360
PubMed Central, access to scientific

research information through,
356

Purpose, written, of information
collection, 202

Quality, of equipment and software, 592
Quality assurance

for data warehouse information, 668
for the National Health and Nutrition

Examination Survey, 718–724
Quality control

for data, 545–546
for the National Health and Nutrition

Examination Survey, 718–724
Quality of life issues, 318
Quarantine, to protect public health, 538
Queries, ad hoc, by users of a data

warehouse, 669. See also
Structured query language (SQL)

Questionnaire, standard core, for states
to use in collecting behavioral
risk data, 325

Questions
about completeness of a task, 153–155
for defining a business process,

117–118
for evaluating a task set, 136–138

Quetelet, Adolphe, statistical
development and foundation of
biostatistics in the work of, 25

Race and ethnicity categories, variability
over time, in census data,
417–418

Random digit-dialed telephone surveys,
for behavioral risk data, 324

Random Digit Dialing, for telephone
interviews, 309

Randomization, in objectivist evaluation
studies, 245–246

Randomized controlled trials
of an automated guideline-based

reminder system, 246
systematic reviews of, 373

Ranking, to prioritize health challenges,
with CATCH methodology,
664–665
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Rapid prototyping, as a tool in
information technology system
development, 169–170

Raster, for imaged-based spatial data,
441–442

Raw data level, of the data access
pyramid, Comprehensive
Assessment for Tracking
Community Health, 667

Real-time systems
for data access, 427
for data collection, National Health

and Nutrition Examination
Survey, 726

Reassessment, of data-gathering about
behavior effects of change, 196

Records
consumer-owned, banking model for,

46
de-duplication of, 480–481

Recruiting, of computer personnel,
163–164

Redundancy
of connections, for security, 734
decreasing with information

architecture, 88
Reengineering

definition of business process in,
116–118

process of, 134–136
Reference Dose Media Evaluation Guide

(RMEG), 511
Reference Information Model (RIM), of

Health Level Seven, 398
References, checking, in selecting

personnel, 162–163
Reform, in public health, 10–11
Regression studies, from a CATCH

database, example, 677–678
Rejection, of a proposed communication

solution, responses to, 695–696
Relational databases, 413

in geographic information systems,
440

Microsoft Access, 224, 227–228
Sybase, 732

Relational tables, for social science and
public health data, 426

Relationships

establishing from health data, 665–666
triangular, of time, features, and

budget in an information
technology project, 166

Relevance
of information about individuals,

202
of tasks, questioning, 137

Reliability, of knowledge-based
information, 355–356

Reminder systems
autodialed messages, 523
computer-based and paper-based,

245–246
decision support systems in, 260
electronic, 523–524

Report level, of the data access pyramid,
Comprehensive Assessment for
Tracking Community Health,
666–667

Reports/reporting
effect on organizational structure, 126
generation of

from a data warehouse, 669
from subject-specific data marts,

627
time required with information

technology versus hand entry,
728

phone-based systems for, 557
simplification of data on forms for,

234–235
Request for proposal (RFP), ways to

use, 138
Requirements

analysis of, for an immunization
registry, 693–694

definition of
for an information system project,

133–138
relationship of benefits to,

144–147
Research, use of National Health and

Nutrition Examination Survey
data for, 737

Research Data Center, of the National
Center for Health Surveys,
305–306

morbidity data collected by, 287
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Resistance
to business reengineering, 633
to change

and implementation of public health
informatics, 180–182

intensity of, 186–187
Resources

adequacy of, and project success,
633–634

for community health information
systems, 604

for developing and maintaining
immunization registries, 481–482,
487

federal, for immunization strategies,
469–470

financial support for the Information
Strategy Plan, Missouri, 622–624

identifying, for immunization
registries, 475

for implementing public health
mandates, 57

impoverished, relationship with
project failure, 174–175

for Information Network for Public
Health Officials implementation,
587

Response times, for data access, 415
Responsibility

for data and quality control,
surveillance systems, 545–546

shifting among work areas, in
implementing an information
system, 147

Restrictions, on access to health
information, 418

Results, reporting to National Health and
Nutrition Examination Survey
participants, 724–725. See also
Outcomes

Retraining, of staff for skills needed in
system development, 625

Review, of proposed standards, 230–231
Rheumatic conditions, surveillance and

conclusions about morbidity,
300

Richards, Janise, 42
Rijmen, Vincent, 208
Rijndael algorithm for encryption, 208

Risk factor data systems, reasons for
developing, 317–318

Risk factor information systems,
316–332

Risks
in disclosure of health data, 304–305
of information technology projects,

166–167
Rivest, Ron, 208
Roles, defining, for community health

information initiatives, 606
Rollout, immunization registry case

study, 705–706
Rule-based intrusion detection, 211
Rules, in knowledge representation, 506
Rumack, Barry, 339
Rurality, reviewing data on, 673
Ryan White Care Act, funding for

support services in HIV/AIDS,
551

Safety, of patients, programmed
monitoring to improve, 47

Sample, design of, for the National
Health Interview Survey, 291

Sampling error, in the National Health
and Nutrition Examination
Survey, 719

Sanitary reform, controlling epidemics
through, 271

SAS statistical analysis tool and file
format, 224

denormalized database from National
Health and Nutrition Examination
Survey for, 732

Scale, in maps, 442–443
Schenk, David, 218
Schickard, Wilhelm, mechanical

calculator developed by, 21
Science, of public health informatics,

introduction to, 81–83
Scientific method, contribution to

development of analysis, 24
Scope

of data for public health applications,
416–417

defining, for community health
information efforts, 606–607
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Screening, for immunization. identifying
invalid doses, 499–500

Search engines
limitations of, in identifying

information within sites, 422
for Web searching, 357–359

Searching of knowledge resources,
356–367

Secondary prevention, 515
Secure http (S-HTTP), 209–210
Secure messaging, importance of, 7
Secure Socket Layer (SSL), 209–210

for security data transmission, 546
Security

of data systems, 733–735
of geographic information systems

data, 457
of geographic public health data,

539
intensive, long lead-time for

developing for systems, 555
of Internet connections, 581
as a limitation in Internet access to

health data, 669–670
of personal health information

encryption for, 727
Health Insurance Portability and

Accountability Act provisions,
64–65

of public health information/data,
199–212, 546–547

ethical context, 256–259
for HIV/AIDS, 550–556
about morbidity, 304–305

of public health systems, 386–387,
418

Security threats, to National Health and
Nutrition Examination Survey
data, 733

Selection, of participants, National
Health and Nutrition Examination
Survey, 714

Self-reporting
of immunization data, 483
and reliability of data, 330

Semantic networks, in knowledge
representation, 506

Sentinel sites, for estimating vaccination
coverage, 481

Separation of information technology
from business functions,
relationship with project failure,
173

Sequential processing, questioning,
136–137

Server capacity, considering in system
design, 419

Services, in toxicology and
environmental public health,
340–350

Sexually Transmitted Disease
Management Information System
(STD-MIS), 384

Sexually transmitted diseases (STDs),
383

reports of, requiring a password,
725

Shamir, Adi, 208
Sharpe, Richard, 597
Shattuck, Lemuel, 26, 272
Significance, of information systems and

public health, 16–38
Simplification, of a business through

information resource
management, 92

Skill-building, for public health
practitioners and informaticians,
109–110

Skill lists, for examiners, in the National
Health and Nutrition Examination
Survey, 722–723

Skills, specific, for public health
practitioners, 107

Small-group theories of change,
189–190

Smart cards
for authentication, 206–207
uses in health care, 525

SNOMED clinical vocabulary, 401
Snow, John, mapping by

to identify the source of a cholera
outbreak, 25

early public health application,
435–437

Social network analysis, objectivist
methodology for, 247

Social Security Administration (SSA),
281
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Social upheaval, contribution to
development of analysis, 24

Sociological Abstracts, 364
database of, 353

Software/hardware architecture,
selecting, 626–627

for geographic information systems,
452–453

Software reuse, integration of state-level
system development with, 34

Sources, of public health data, need for
standardization of formats, 666

South Florida, University of,
development of the
Comprehensive Assessment for
Tracking Community Health data
warehouse, 661

Span of control, and hierarchical
organizational structure, 119–122

Spatial analysis, for health applications,
443–444

Spatial data
accuracy and completeness of, 458
collection of, 453–455
for geographic information systems,

437–440, 454
representations in geographic

information systems, 441
visual display of, 447

Specialized Information Services (SIS),
of the National Library of
Medicine, 340

Specific competency
defined, 105

Splitter vocabularies, defined, 220
Spreadsheet software, 413–414
Squandered Computer, The (Strassman), 42
Stakeholders

assigning value to indirect benefits of
an information system by, 149

community, weighting filters for
CATCH methodology by, 665

involving in surveillance systems,
548–549

public health, in information resource
management planning, 91

in the status quo, managing an
information technology project
around, 170–171

Standard bearers, in standards
development, 231–232

Standard Certificates of Live Birth,
Marriage and Reports (U.S.), 274

Standardizing standardization, 229–232
Standard of care, electronic, 253–256
Standards

agreement on, 742
for data, in public health informatics,

213–238
for design and development of

information systems, 391–392
development of, through information

architecture, 88
de facto and de jure, for file formats,

223
national, using to reduce friction,

589–590
proposed, discussion of, 230
for public health information,

development of, 17, 35
Utah Health Information Network

support for, 609
Standards development organization

(SDO), functions of standards
process of, 230–232

Standards for Privacy of Individually
Identifiable Health Information,
394

Standish Group
coordination of information,

technology project success rate,
628–629

on information technology project
success rate, 166, 168

Star schema, for organizing data
warehouse components,
666–667

State and Local Area Integrated
Telephone Survey (SLAITS),
292–294

adjustment for nontelephone bias,
308–309

morbidity data collected by, 287–288
State government, Washington, grant for

Information Network for Public
Health Officials, 587

State health department pilot programs,
Massachusetts, 401
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State health department pilot testing
North Carolina, 401
Oregon, 401

State information systems, federally
funded, advantages and
disadvantages of, 34

State plane coordinate systems, 441
Statistical analysis, of quantitative data,

in objectivist evaluations, 245
Statistical analysis software

need for, in geographic information
systems software, 447

use on mainframes, 414
Statistical techniques, for detecting

intrusion, 211
Statutory authority, for protection of

information, 200
Steering committee, for an information

technology project, 168
Stereotyping, of local areas in

negotiation, 590
Stigma, from disclosure of personal

information, 257–258
Storage, of data, formats for, 222–226
Stovepipe systems

categorical, 385
as a challenge to integrated systems,

634
options in linking, 641

Strassman, Paul, 42
Strategic development, process of,

National Turning Point Initiative,
647–648

Strategic plan
change as part of, 182–183
goals in, Missouri’s integrated

information systems plan,
618–619

for an integrated system, 635
Strategies

for change management, 194–196
for immunization, 469–470
for information system projects,

129–132
of management, that promote project

failure, 173–174
for system development, 507–510
technical, that promote project failure,

174–175

Structured query language (SQL), 413,
426

in the health and nutrition exam
system, 732

Structures
organizational, and business

processes, 119–125
for representing data and knowledge,

41
Subjectivist methods, 242–243

for public health informatics
evaluation, 239

Subject-specific data marts, for report
preparation, 627

Substance abuse, emphasis on, to
improve public health practice in
the Unit, 11

Substance Abuse and Mental Health
Services Administration,
morbidity data collected by, 287

Substrate analysis, for state and local
areas, 330–331

Success, of information technology
projects, factors associated with,
172–175, 633–637

Sufficiency, of a step in an information
system project, 154

Summarization, in data warehouse
information utilization, 668

Summative evaluation, defined, 242
Superfund, 340
SuperMICAR, system for death

certificate data management, 280
Support

information system as a mechanism
for, 129–132

of networks, resources for, 584–585
for users, Integrated Public Health

Information System, 628
for the work of public health

improvement, 654
Surveillance

current systems for, motivators for
changing, 385

of disease using geographic
information systems, 455

of HIV, and partner notification,
550–556

of infectious disease, 538
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Surveillance (cont.)
in public health, 381–384,

537–573
release of preliminary data to facilitate,

282–283
systems for, 401–402
in toxicology and environmental public

health, 348–349
of West Nile virus, 563–571

Surveillance, Epidemiology and End
Results (SEER), morbidity data
collected by, 287

Surveillance function, of public health
Missouri operation of, 638–639
team to develop Missouri system for,

621
Surveillance System for Tuberculosis

(SURVS-TB), 384
Survey

computerized data from, 307–311
design of, effects on behavioral risk

factor data use, 329–330
system development, for the National

Health and Nutrition Examination
Survey, 725–737

Swedish Medical Center, 46
Sybase, constraints on item identification

in, 730–731
SYMAP, for printing maps on a line

printer, 434
Symbols, for choropleth mapping, 449
Symptom identification, SymIds module

from Lexi-Comp, 347
Systematized Nomenclature of Medicine

(SNOMED)
as a splitter vocabulary, 220–221
Washington State Department of

Health adoption of, 233–234
System development

defining requirements, 626
design architecture, 419–421
steps in, 132–140
strategies for, 507–510
task of the designer, 162

System requirements, for the National
Health and Nutrition Examination
Survey, 725–726

Systems
change in, 651

management of, in public health
informatics, 103

for toxicology and environmental
public health information,
340–350

Tables, in knowledge representation, 506
Tasks

collection of, for achieving specific
objectives, 117

evolution of sets of, and resulting
support processes, 135

questioning the grouping of, 137
Teams

for design project management, 562
information services, for developing

the Missouri system, 621
technical, organizing, 165

Teamwork, by information technology
and health professionals, 39

Technical issues, in Emerging Infections
Network development, 687

Technical meeting, to develop an
implementation plan for a country
wide-area network, 586–587

Technology
appropriate use of, 172
architecture, for the Missouri

Information Strategy Plan, 620
assessment, at the local level for a

statewide system, 585
availability of

for calling attention to and analyzing
data, 5

and Emerging Infections Network
development, 688

for the IntraGovernmental Network
project, Washington State,
589–592

relationship with project failure, 175
three-stage model for adoption of, 43

Technology function, architecture for the
Information Strategy Plan,
Missouri, 622

Technology model, of an enterprise, for
information technology, 94

Teich, Jonathan, 48
Telecommunications infrastructure, in
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rural areas, an implementation of
the InterGovernmental Network,
583–584

Telehealth, cost savings from, 47
Telemedicine, Total Dental Access

development of, 247
Telemonitoring, to reduce hospitalization

rate for congestive heart failure,
47

Telephone counseling services, 521
Telephone surveys

Behavioral Risk Factor Surveillance
System, 324

response rates of, 330
state and local area integrated, 292–

294
Tertiary prevention, 515
Testing, in systems development, 509
Time, passage of, mechanical devices

developed to measure, 20–21
Time context, of data, 459
Timing, of evaluation, 241–242
Tobler, Waldo, 434
Tomlinson, Roger, 434
Tools

automated, for knowledge testing in
immunization, 503–504

for using data standards, 232
Topologically Integrated Geographic

Encoding and Referencing
(TIGER) system, files used for
the census, 453–454

Total Dental Access (TDA), cost-benefit
analysis of, 247

Total Health Information System (THIS),
development of, the Illinois
Division of Data Processing, 28

ToxFAQs, 345
Toxic Exposure Surveillance System

(TESS), 349
Toxicology

informatics in, 335–351
profiles for substances at National

Priorities List sites, 345–346
Toxicology and Environmental Health

Information Program (TEHIP),
340

Toxicology Information Program (TIP),
of the National Library of

Medicine, 340
Toxic Release Inventory (TRI)

database for reporting toxic chemicals
in the environment, 367–371

of the Environmental Protection
Agency, 346–347

TOXLINE, bibliographic database,
 342

TOXNET
database, 353
search example using, 367–368

Tracking Our Toddlers’ Shots (TOTS),
integration with Cornerstone,
Illinois, 34

Trade barrier, due to epidemic threat,
683–685

Training
in geographic information systems

use, 455
in Health Information Network use,

field-training unit for, 549
in information system use, 139,

628
in information technology tools use,

745
in the Public Health Improvement Tool

Box use, 656–657
in vital statistics activities, 276
See also Education

Transaction system, of the Community
Health Management Information
Systems, 598

Transformation, of public health practice,
387

Translation of Axes (TRANSAX), for
tabulation and use of multiple
cause-of-death data, 280

Transmission Control Protocol/Internet
Protocol (TCP/IP), 420, 545

Transmission protocol, common, for
hospital systems, 216

Troubleshooting guide, of the Public
Health Improvement Tool Box,
654

Trust
in the Community Health Information

Network, 603
among local government units, and

network implementation, 581–582
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Trust (cont.)
of local units in centralized agencies,

state level, 582–583
in Web site information, 45

Tuberculosis Information Management
System (TIMS), 384

Turning Point Collaborative on
Excellence in Information
Systems, 127

Turnkey system, development costs
versus flexibility in, 33

Turnover, in staff responsible for local
network maintenance, 585

Uniform Hospital Discharge Data Set
(UHDDS), 295

proposed standards for, 33
Uniform resource locator (URL),

421–422
Uninterpreted data, dangers in general

access to, 411–412
Unique health identifier, 484

privacy issues in use of, 395
United Healthcare, Optimum Online,

nurse line and call center of, 46
Universal database interfaces, 413
Universal Transverse Mercator (UTM)

projection, 441
Universal vocabularies

defined, 219–222
list, 222

University of Washington, partner in the
InterGovernmental Network of
Information Network for Public
Health, 578

Updates
assuring data integrity in, 420
of the cost of an information system

project in progress, 143–144
Urban and Regional Information

Systems Association (URISA),
455

User fee, for funding development and
design, 622

User feedback
in a pilot program, 703–705
in the Public Health Improvement Tool

Box, 657

in systems development, 509
Users

avoiding input from, relationship with
project failure, 174

contact with, through rapid
prototyping, 170

involving in information technology
project management, 167–168,
637, 693–694

meeting with, immunization registry
project, 695–697

needs of, importance to network
implementation, 688

support and training for,, 563
Utah Health Information Network

(UHIN), 608–609

Vaccine Adverse Events Reporting
System, morbidity data collected
by, 287

Vaccines for Children program,
contribution of personnel to
marketing a problem solution,
immunization registry, 705–706

Validation, of information on the Web,
Health On the Net (HON)
Foundation, 45

Value
communication of, Information

Network for Public Health
Officials, 579–580

direct and indirect of an implemented
information system, 147–149

as a function of cost, service and
outcome, 41

of information systems, assessing,
114–158

managing information to deliver,
 39–51

Vector, for feature-based spatial data,
441–442

Vendors
certification by, as an indication of

expertise, 162
trusting, relationship with project

failure, 173
Veterans Administration (VA),

consolidation of imaging services
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provided by radiologists, 47
Veterans Affairs, Department of (U.S.),

520
hospital utilization data from, 298

Virtual public health community, as a
goal of the Emerging Infections
Network, 683

Viruses, computer, reducing the threat
of, National Health and Nutrition
Examination Survey, 734–735

Vital and Health Statistics, availability
of, CD-ROM and Web site, 282

Vital and Health Statistics, National
Committee on (NCVHS), 27,
311, 402–403

standards for the electronic exchange
of medical record data, 395–396

Vital statistics
managing with public health

information network partnerships,
615

national system for maintaining,
269–285, 322

reporting of, 26
Illinois practices, 28

Vital Statistics, National Office of, 272
Vital Statistics Cooperative Program

(VSCP), 270, 274–278
Vital Statistics of the United States, CD-

ROM version of, 282
Vocabulary, for data standardization,

218–222
von Neumann, John, work on early

programmable computers,
22–23

Vulnerability, to error or omission in an
information system project,
154–155

Wait-intervals, for immunization
forecasting, 499

Wang minicomputer, for the basis of the
first network in Illinois health
systems, 29

Warnings, of a project in trouble,
175–176

Washington, University of, School of
Public Health and Community

Medicine, 682
Washington State, Department of Health,

implementing standards by,
implementation example,
232–235

WebMD, structure of, 612
Web portal, 357. See also World Wide

Web
Web sites

about accessing census geographic
files, 453

attacks on, 208–209
for Behavioral Risk Factor

Surveillance Survey data, 331
education in geographic information

systems, 456
education opportunities in public

health, 400
for the Emerging Infections Network,

683
guide to online spatial and attribute

data, 454
for local public health practitioner,

Washington State, 580
Missouri, of county-specific health

indicators, 639
for the Model State Public Health

Privacy Act, 394
National Association for Public Health

Statistics and Information
Systems , 282

for the National Health Interview
Study, 288

North Carolina Center for Geographic
Information and ANalysis, 457

principles in using, 70–75
standards for the electronic exchange

of medical record data, 394
for uniform standards for electronic

transactions, Health and Human
Services, 388

wage and salary survey for geographic
information systems, 455

Weed, Larry, 48
Wellness, move of healthcare

organizations toward, 44–45
West Nile virus, 547

surveillance of, 537
system case study, 563–571



790 Index

Wide area networks (WANs)
for data flow in the National Health

and Nutrition Examination
Survey, 727–728

funding for, Missouri, 623
maintenance of, 585

Windows environment, 308
Wisconsin Health Information Network,

610–611
Women, Infants, and Children (WIC),

module in the Cornerstone
system, 29–30

Women and Heart Disease: An Atlas of
Racial and Ethnic Disparities in
Mortality, 449

Work
adding to, in the process flow, 122
following, to evaluate an information

system, 141
questioning segmentation of, 137
flow of

documenting, for surveillance
system design, 555–556

versus hierarchical administrative
structure, 121–122

Work Projects Administration, data
collection under, 26

Workshop on Immunization Registries
(WIR), 474

overcoming technical and operational
challenges, 477–480

World Health Organization (WHO)
International Classification of

Diseases of, 214, 277–278
Western Pacific Regional Office of,

689
World Health Organization Geneva

(WHO Geneva), 689
World Trade Organization (WTO)

meeting, surveillance during,
through the Centers for Disease
Control and Prevention, 402

World Wide Web
in the 1990s, 414
building physician-patient networks

on, 7
ChemIDplus service through, 341–342
data access from, 408, 412

as a function of wealth, 422

shortcomings of health databases
on, 421

West Nile virus, case study,
568

for delivery of information,
surveillance system, 546

for diabetes management, 521–522
geographic information systems

applications, 461–462
for information delivery, 545–546
interface for Hazdat, 345
knowledged-based portion of, 354
privacy in use of, 394
for responsive information exchange,

549
searching, 356–359

facility in, as a critical skill for
public health practitioners, 107

by topic, 426
standardization of communications

through, 12–13
uses of, 263

in system design, 420
vital statistics standards for, proposed,

394
See also Web sites

X12 standard, for message exchange,
225–226

X-ray images, digitized, availability on
the Internet through the National
Library of Medicine, 737

Yearbook of Medical Informatics 1999
(Peterson), 40

Years of potential life lost index, to
measure premature loss of life,
317

Youth Risk Behavior Surveillance
System (YRBSS), 323

Zachman, John, 92
Zip codes, in geographic information

systems databases, 460
Zip Code Tabulation Area (ZCTA),

453–454, 460


