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Preface

We are pleased to present the eighth volume of Progress in Ultrafast Intense
Laser Science. As the frontiers of ultrafast intense laser science rapidly expand
ever outward, there continues to be a growing demand for an introduction to this
interdisciplinary research field that is at once widely accessible and capable of
delivering cutting-edge developments. Our series aims to respond to this call by
providing a compilation of concise review-style articles written by researchers at
the forefront of this research field, so that researchers with different backgrounds as
well as graduate students can easily grasp the essential aspects.

As in previous volumes of PUILS, each chapter of this book begins with an
introductory part, in which a clear and concise overview of the topic and its
significance is given, and moves onto a description of the authors’ most recent
research results. All the chapters are peer-reviewed. The chapters of this eighth
volume cover a diverse range of the interdisciplinary research field, and the topics
may be grouped into three categories: molecules interacting with ultrashort and
intense laser fields (Chaps. 1–4), advanced technologies for the characterization of
ultrashort laser pulses and their applications (Chaps. 5 and 6), and laser plasma
formation and laser acceleration (Chaps. 7–9).

From the third volume, the PUILS series has been edited in liaison with the
activities of Center for Ultrafast Intense Laser Science in the University of Tokyo,
which has also been responsible for sponsoring the series and making the regular
publication of its volumes possible. From the fifth volume, the Consortium on
Education and Research on Advanced Laser Science, the University of Tokyo,
has joined this publication activity as one of the sponsoring programs. The series,
designed to stimulate interdisciplinary discussion at the forefront of ultrafast intense
laser science, has also collaborated since its inception with the annual symposium
series of ISUILS (http://www.isuils.jp), sponsored by JILS (Japan Intense Light
Field Science Society).

We would like to take this opportunity to thank all the authors who have kindly
contributed to the PUILS series by describing their most recent work at the frontiers
of ultrafast intense laser science. We also thank the reviewers who have read the
submitted manuscripts carefully. One of the coeditors (KY) thanks Ms. Chie Sakuta

v
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for her help with the editing processes. Last but not least, our gratitude goes out to
Dr. Claus Ascheron, Physics Editor of Springer-Verlag at Heidelberg, for his kind
support.

We hope this volume will convey the excitement of ultrafast intense laser science
to the readers and stimulate interdisciplinary interactions among researchers, thus
paving the way to explorations of new frontiers.

Tokyo Kaoru Yamanouchi
Milano Mauro Nisoli
Maryland Wendell T. Hill, III
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Chapter 1
Probing Electron Dynamics in Simple Molecules
with Attosecond Pulses

Paula Rivière, Alicia Palacios, Jhon Fredy Pérez-Torres, and Fernando Martı́n

Abstract Attosecond pulses are an ideal tool to explore electron and nuclear
dynamics in atoms and molecules. Either as single attosecond pulses (SAP), in
attosecond pulse trains (APT), or in combination with infrared (IR) pulses, these
pulses, with frequencies in the VUV-XUV regime, have been widely used to probe
ionization, electron tunneling, or autoionization in atoms. More recently, similar
processes have been studied in molecules. A correct theoretical description of such
processes in molecules often requires a fully dimensional treatment due to the
important role of nuclear motion and electron correlation. This restricts ab initio
calculations to the simplest molecules. In this chapter, we discuss single ioniza-
tion of hydrogen molecules (H2 and D2) induced by time-delayed SAPCIR and
APTCIR schemes. Ab initio time-dependent theoretical calculations are compared
with existing experiments.

1.1 Introduction

Attosecond laser pulses have become a standard tool to explore electron and nuclear
dynamics in atoms and molecules. While nuclear dynamics in molecules takes
place in the time range of few femtoseconds (the vibrational period of HC

2 is
15 fs), and can therefore be probed with IR laser pulses, electron dynamics is much
faster: the Bohr orbit time, or period of the 1s orbital of the hydrogen atom, is
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�150 as. This makes attosecond pulses optimal to explore electron dynamics in,
for instance, autoionization where both electrons and nuclei move in comparable
time scales. These ultrashort pulses are typically generated by high-order harmonic
generation (HHG) from atoms and molecules, which produces typical wavelengths
in the vacuum ultraviolet (VUV) and soft X-ray (XUV) energy regions, with pulse
durations of even less than 100 as [1]. The frequencies and duration of these
pulsed radiation sources make them well suited to induce electronic excitation and
ionization processes in atoms and molecules. Due to the nature of the generation
process, the intensity of these pulses is still far from the intensities reached for
longer pulses. However, a progressive increase in intensities (109 ! 1014 W/cm2)
has led to the possibility of exploring nonlinear processes as well [2]. Free-electron
lasers (FEL) and forthcoming XFEL facilities will also produce intense pulses with
durations of the order of femtoseconds in the XUV and X-ray photon energy range
[3, 4].

The obvious advantage of attosecond pulses is that, upon one-photon absorption
in the VUV-XUV frequency domain, they can launch and probe electron and
nuclear wave packets (NWPs) with high temporal resolution. This enables real-time
observations of dynamical processes in atoms, as it has been shown in studies on
electron tunneling [5] or exponential autoionization (Auger) decay of core-excited
states whose lifetimes lie in the femtosecond range [6]. In molecules, attosecond
pulses can be used to study a wide range of phenomena involving electron dynamics,
such as tomographic imaging of molecular orbitals [7], beating in coherent sums of
states [8, 9], or interferences due to photoelectron emission from different atomic
centers [10].

Interestingly, attosecond electron dynamics in molecules can also be explored
using long pulses and strong fields. Some examples are the use of electron pulses
for probing sub-fs electron dynamics in H2 [11, 12] and for controlling electron
localization in molecular dissociation of HC

2 and DC
2 [13–15]. These intense and

relatively longer pulses, with durations of tens of fs, are suitable to probe nuclear
dynamics [16, 17] or its correlation with electron localization [18].

The interpretation and analysis of the complex dynamical processes induced
in molecules by ultrashort pulses very often require support from nearly exact
theoretical methods. Such methods are available for the one-electron molecular
hydrogen ion [19–23] and have been applied to interpret several experimental
works [13–15, 24] that have explored the combined electron and nuclear dynamics.
The neutral H2 and D2 molecules show a richer dynamics due to the presence of
electron correlation. Until very recently, the complexity introduced by the second
electron has made calculations on these molecules computationally prohibitive.
Approximate theoretical models have shed some light on electron correlation in
hydrogen molecules [24,25], but, as we will see below, an appropriate description of
these systems requires a full-dimensional treatment that accounts for all electronic
and nuclear degrees of freedom.

For example, in XUV photoionization of H2, photons from the XUV laser pulse
can populate doubly excited states, which may either lead to neutral dissociation
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(H��
2 ! HCH) or decay via electron correlation to the HC

2 dissociative and
non-dissociative continua, in an autoionizing process (H��

2 ! HC
2 C e�) [26].

H2 autoionization is observable in the kinetic energy release (KER) differential
probabilities of the fragments as well as in the fully differential electron angular
distributions. The lifetime of autoionizing states in this system is in the range of a
few femtoseconds (i.e., for theQ1 series of autoionizing states), which occurs in the
same time scale of vibrations and dissociation in the molecule. Therefore, the role
of nuclear dynamics cannot be neglected, and the Franck–Condon approximation is
no longer valid.

The appearance of FEL in the XUV and X-ray regions, together with new sources
of HHG, has increased considerably the number of applications of two-color fields
with XUV and strong IR pulses. As we have seen, intense IR fields or attosecond
pulses can be used separately to probe atomic and molecular dynamics; however,
the combination of both is specially fruitful, since it combines two time ranges
(atto-femtoseconds) and two ranges of frequencies. The theoretical description of
ionization and dissociation of H2 and D2 arising in these two-color schemes is the
main topic of this chapter.

The chapter is organized in four sections. A review on the different setups for
probing atoms and molecules with ultrashort pulses is given in Sect. 1.2. Our time-
dependent theoretical approach is discussed in Sect. 1.3. Two specific problems will
be discussed in detail in Sect. 1.4: single ionization of hydrogenic molecules using
IR pulses combined with (1) single attosecond pulses (SAP), SAPCIR, and (2)
attosecond pulse trains (APT), APTCIR. Conclusions are drawn in Sect. 1.5.

1.2 Probing Electron Dynamics with Ultrashort Pulses

Ultrashort electron and nuclear dynamics in atoms and molecules has been probed
either with intense IR pulses, with attosecond UV pulses or with a combination
of them, depending on the process to be induced and traced. This gives rise to a
large variety of pump-probe schemes. While research in atoms has been extensive,
both experimentally and theoretically (for reviews on the field, see [27–31] and
references therein), the study of attosecond dynamics in molecules is more scarce
due to its complexity. In some cases, the nuclear motion is entangled and affects the
electronic dynamics, leading to phenomena that do not exist in atomic targets and
are thus unpredictable by using simple models or theoretical methods based on the
fixed-nuclei approximation (FNA).

In addition, the validity of different theoretical approaches is linked to the
properties of the light source. The interaction of atoms and molecules with intense
laser radiation has been traditionally classified in two regimes. In the so-called
tunneling regime, the electromagnetic field at a given intensity and frequency
is strong and slow enough to tilt the potential that keeps the electron bound
to the nucleus allowing tunnel ionization through the resulting potential barrier.
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Such process has been widely described using theoretical approaches in a dressed
states picture [32]. On the other hand, one can increase the field frequency such
that the variation of the field with time is so sudden that the electron has not
enough time to tunnel. This is the multiphoton regime, which can frequently be
described in the framework of perturbation theory. In brief, higher intensities and
lower frequencies of the electromagnetic field favor ionization through a tunneling
process, while lower intensities and higher frequencies favor ionization through
single- and multiphoton absorption. A simple quantitative picture on the separation
of ionization regimes is given through the Keldysh formalism [33], by relating
the atomic (molecular) ionization potential, Ip, with the ponderomotive energy Up,
which is the maximum energy that the electron absorbs from the field during its
excursion in the continuum. The Keldysh parameter is defined as � D p

Ip=2Up,
where Up D I=4!2, with I being the laser intensity and ! being its frequency. For
values of � � 1, ionization takes place through the tunneling process, whereas for
� > 1, the interaction is described within the multiphoton regime.

In the following, we summarize recent experimental studies on ionization
induced by pulsed radiation. They are classified according to the different light
sources and pump-probe schemes employed. We will refer to XUV frequencies,
but the same conclusions can be applied to EUV or VUV (extreme or vacuum
ultraviolet light):

1.2.1 Intense IR Fields

Although strong IR femtosecond laser pulses have been widely used to study
femtosecond dynamics in atoms and molecules, only in the last decade they have
been applied to explore attosecond dynamics (i.e., see [11, 13–16, 18]). Even with
the long period of IR pulses (T � 2:7 fs for � D 800 nm), subfemtosecond
dynamics can be studied. Several works have explored different processes observed
in HC

2 ionization: electron localization during dissociative ionization [13, 14] and
its dependence with the carrier-envelope phase (CEP) of the IR pulse, which is the
relative phase between the light oscillations and the time-dependent envelope of
the finite pulse, diffraction effects [34], or purely subfemtosecond effects such as
the ejection of multiple bursts during ionization [35].

1.2.2 XUV Fields

For these relatively high frequencies, we already mentioned that photoabsorption
events become perturbative. Since the effect of the laser in the atom or molecule
can be reduced up to a good approximation to the absorption or emission of a
single photon, the process can be accurately described using first-order perturbation
theory. Currently, the VUV or XUV frequencies of attosecond pulses experimentally
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Fig. 1.1 Energy spectrum (a) as a function of the number of pulses in (b), for attosecond pulses
of FWHM�200 as and � ' 87 nm (9th harmonic of a 780-nm infrared wavelength). The delay
between the pulses is T=2, where T is the IR frequency, so there are two atto pulses per IR cycle

available and obtained from HHG lie roughly from the 9th to the 27th harmonic of
the IR generating frequency, in the 30–90 nm range. They are typically able to excite
or ionize the electrons of atoms and molecules, with relatively weak intensities
mostly related to one-photon, perturbative processes.

In experiments using ultrashort VUV-XUV pulses, there are two common
scenarios: either SAP, which have a very broad energy bandwidth of several eV,
or APT, whose energy spectrum is formed by several spikes of narrower width
(�1 eV). Figure 1.1 shows the energy spectra for XUV pulsed radiation containing
a variable number of attosecond pulses in the train.

Notice that for pulse trains containing two atto pulses per IR cycle, the frequency
spectrum shows odd harmonics of the generating frequency. However, for electro-
magnetic fields with one atto pulse per IR cycle, frequencies of both even and odd
harmonics appear. The latter scheme can be achieved by using two-color IR fields to
generate the APT [36]. Characterization of APT can be performed by measuring the
relative phases between different harmonics [37, 38]. In the last years, an increased
number of applications of XUV pump-probe schemes have been developed: for
instance, in studies of two-photon atomic photoionization [39, 40] or of electron
motion in dissociating HC

2 [9].

1.2.3 SAP C IR

The combination of XUV and IR pulses presents several advantages compared with
one-color schemes. In these setups, the notion of time delay between the pulses is
meaningful as long as the CEP of the IR is fixed [41]. Besides, in those cases where
there is a large difference in intensity and frequency between the XUV pump and
the IR probe, the strong field approximation (SFA) is suitable to describe single
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ionization processes in atoms [33,42]. In the SFA, the target is initially in its ground
state, where the electron is considered to be isolated from the IR field, but can
absorb an XUV photon. The resulting ionized electron is only driven by the IR
field; thus, it is supposed to be isolated from the ionic potential [43]. The latter
steering process, in which the IR deflects the electron and changes its momentum
and angular distribution, is known as streaking [44, 45], and it strongly depends on
the IR phase at the moment of ionization.

Despite the success of the SFA in the description of nonperturbative interactions
of intense lasers with atoms, a complete characterization of ionization processes
can only be performed by including electron correlation effects. In particular, full-
dimensional calculations eventually become mandatory for molecular targets due
to the relevance of nuclear motion in multiphoton ionization processes [46, 47].
This has been shown in experimental and theoretical works on electron localization
control in HC

2 dissociative ionization [13,23]: an initial XUV pulse is used to excite
the molecular ion into the 2p�u dissociative state. The IR pulse is then used to
steer the electron between the nuclei. As the molecule dissociates, it reaches an
internuclear distance for which the absorption of an IR photon is no longer enough
to overcome the potential barrier between the nuclei (i.e., the barrier reaches the
energy of the 2p�u state). The electron is then trapped in one of the nuclei. By
switching the time delay between the XUV and IR pulses (or, equivalently for long
IR pulses, the CEP of the IR pulse for a fixed time delay), the localization of the
electron in one of the nuclei can be controlled with high efficiency, up to 85% [23].
SAPCIR schemes have also been used to perform electron tunneling spectroscopy
in molecular dissociation [48].

The notion of dressed states mentioned above is useful in this context. This term
refers to the effect of the strong IR field on the electronic states of the atom or
molecule. In a Born-Oppenheimer (BO) picture, in which we separate electronic
motion from nuclear motion, we could draw new dressed-BO curves by summing
or subtracting any number of IR photons. The different curves will be energetically
accessible or not depending on the number of photons absorbed, i.e., on the IR
intensity. Avoided crossings appear that give rise to a decrease of the dissociation
barrier in the molecule. This effect is called bond softening (see, e.g., [17, 49]). In
this process, the 1s�g and 2p�u states, which are degenerate at R!1 in the field-
free case, are lifted downward (the lower state) and upward (the upper one) due to
the IR field (see Fig. 1.2). As a result, vibrational states of the 1s�g that would be
vibrationally bound in the field-free case can dissociate, leading to ionic fragments
with low kinetic energy. The corresponding increase of the barrier in the upper level
is called bond hardening.

1.2.4 APTCIR

APT in combination with finite IR pulses allow for excitation and ionization by
absorption of photons with the frequencies of different harmonics from the APT,
together with the emission/absorption of one or a few IR photons. If the pulse
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2 levels. The diabatic states 1s�g
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duration of the IR is long enough, the photon absorption of adjacent harmonics
plus or minus an IR photon leads to interferences, as a result of the same final state
being reached through different paths. This is the underlying physics behind the
RABBITT experimental technique, used for the characterization of APT [37, 38].
Similarly, for strong IR fields, one reaches the streaking regime, which has led to
interesting experimental applications as in the characterization of SAP [41,50] or in
the quantum stroboscope [51].

The APTCIR combination was first used to probe electron dynamics in atoms,
showing a strong variation of ionization yields with the relative times of the pulses
[52]. The use of these schemes for electron localization in molecules requires only
one attosecond pulse per IR cycle, such that the electronic wave packet (EWP) is
always driven along the same direction of the polarization axis [53]. The observed
photoelectron spectra are strongly dependent on the existence of resonant absorption
paths [54]. Its complex dependence on the APT-IR time delay has been explained in
terms of interferences between electron wave packets [55] or within Floquet states
pictures [32]. In this process, the IR field accelerates the ejected electron, which
is then localized in one of the nuclei, whereas the interference between electron
wave packets generated by different pulses in the APT enhances/suppresses the
localization probability [23]. The pulse parameters of the APT and IR pulses can be
chosen such that the electron swaps between the nuclei after localization has taken
place [56].

Nowadays, new experimental APTCIR techniques, already available and poten-
tially powerful, combine APT with two-color IR pulses: these are (APTCIR)CIR
schemes, where the APT and the first IR pulse are phase-locked. The second
IR pulse, with variable intensity, is used as a probe. These schemes enable the
possibility of probing optically forbidden states, with the same symmetry as the
molecular ground state.
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In most pump-probe schemes used in molecules, either with SAP or with APTs,
the XUV pulses are weak, and the IR ones, though more intense than the XUV
pulses, still keep the ionization rate within the multiphoton regime. For example, for
IR fields with a typical wavelength of 800 nm and intensity 1013 W/cm2, the Keldysh
parameter is � D 3:7 � 1 (where the ionization potential of the H2 molecule at
the equilibrium distance is Ip D �0:597 a.u.). In this situation, the XUV pulses
can be considered to ionize or excite the electrons in a one-photon perturbative
process, while the effect of the IR is to accelerate the electrons in the continuum by
absorption/emission of a few photons. The rest of the chapter will focus on recent
work performed in this context.

1.3 Theoretical Method

In this section, we present a brief summary of a recently proposed time-dependent
spectral method to investigate ionization and dissociation of H2 and D2 by using
the SAPCIR and APTCIR schemes mentioned above. The method accounts for
all vibrational and electronic degrees of freedom and accurately describes electron
correlation except the overall rotation of the molecule.

1.3.1 Time-Dependent Schrödinger Equation

The time-dependent Schrödinger equation is written as

�
OH0.r; R/C OV .t/ � i

@

@t

�
˚.r; R; t/ D 0; (1.1)

where r represents the electronic coordinates r1 and r2 and R is the internuclear
distance. OH0 is the H2 field-free nonrelativistic Hamiltonian

OH0.r; R/ D OT .R/C OHel.r; R/; (1.2)

where OT .R/ D � Or2
R

2�
is the relative kinetic energy of the nuclei, � is the reduced

mass, and OHel.r; R/ is the electronic Hamiltonian which includes the 1=R repulsion
term. The interaction potential between the laser field and the H2 molecule, OV .t/,
is obtained within the dipole approximation, and using the velocity gauge, it can be
expressed as

OV .t/ D Op � OA.t/; (1.3)

where Op is the momentum operator of the electron and OA.t/ is the vector poten-
tial of the electromagnetic field, which is described classically. The finite pulse
duration is usually introduced through time-dependent envelopes. It should be
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noted that although most theoretical work is done with these ideal (Gaussian
or sine-/cosine-like envelopes) pulses, experimental pulses usually contain time-
varying frequencies (i.e., chirped pulses), pedestals, and complex spectral profiles.
For example, it has been shown that for relatively short pulses (few fs), chirps
and spectral shapes strongly influence photoelectron angular distributions in H2

dissociative ionization [57] and pedestals strongly affect nuclear dynamics in
DC
2 [17].

1.3.2 Molecular Electronic and Nuclear States

The time-dependent Schrödinger equation is solved by expanding ˚.r; R; t/ in a
basis of molecular states. Evaluation of these states in H2 and D2 requires the use of
specific methods described below.

A well-known complication in the evaluation of the electronic continuum states
of many-electron atoms and molecules is the presence of Feshbach resonances,
corresponding to multiply excited electronic states. These are quasi-bound states
embedded and coupled to the ionization continuum [58, 59], and therefore, they are
autoionizing states that have a finite lifetime before they decay into the continuum.
Their properties are fully determined by electron correlation, which plays a more
important role here than for bound states. A resonant state is characterized by its
energy position (its potential energy curve for molecules) and its autoionization
width, although this information does not provide a complete description of the
dynamics of autoionization in molecular systems [60].

In molecules, the conventional Fano picture that describes atomic autoionization
is modified, since the lifetimes of molecular autoionizing states are of the same
order as the typical time required by the nuclei to move and, in addition, they vary
with internuclear distance. Indeed, the population of the Feshbach resonances can
lead to the formation of dissociative and non-dissociative molecular ionic states but
also to the dissociation of the molecule into neutral fragments, due to the repulsive
character of the potential energy curves associated with autoionizing states. These
processes occur simultaneously, leading to complicated interference phenomena
[61–63]. Therefore, a wave function which is a simple product of an electronic
function times a nuclear function is not valid to describe all possible ionization and
dissociation pathways.

In order to properly describe autoionization in the hydrogen molecule, we use
the usual Feshbach procedure [59] in which the nonresonant and resonant parts of
the wave function are assigned to two orthogonal complementary subspaces P and
Q D 1 � P , respectively. Then ˚.r; R; t/ is expanded in the basis of molecular
eigenstates associated with each subspace. Since these states are not eigenfunctions
of the total field-free Hamiltonian, they will be coupled during the time evolution
(see Sect. 1.3.3).

In the following, we will assume that nonadiabatic couplings are negligible (BO
approximation). The eigenstates associated with the electronic continuum in P
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subspace are written as f �l˛ .r; R/��˛ .R/g, where the electronic wave function  �l˛
satisfies the projected equation for nonresonant electron scattering

h OP OHel OP � E.R/
i
 �l˛ .r; R/ D 0; E.R/ D E˛.R/C �; (1.4)

where ˛ denotes the full set of quantum numbers for the electronic state of the
residual molecular ion HC

2 with BO energy E˛.R/ at the internuclear distance R.
The indices l and � denote, respectively, the angular momentum and the kinetic
energy of the ejected electron. The nuclear wave function ��˛ satisfies the equation

h OT .R/C E.R/ �W�˛

i
��˛ .R/ D 0; (1.5)

where W�˛ is the vibronic energy (electronic plus vibrational) in channel ˛. The
eigenstates associated with the Q subspace are written as f	r.r; R/
kr .R/g, where
	r is the electronic wave function of the r autoionizing state that satisfies the
projected Schrödinger equation

h OQ OHel OQ � Er .R/
i
	r.r; R/ D 0; (1.6)

where Er .R/ denotes the BO energy of the resonance r at the internuclear
distance R, and the nuclear wave function 
kr satisfies

h OT .R/C Er .R/ �Wkr

i

kr .R/ D 0; (1.7)

in whichWkr corresponds to the vibronic energy of the resonant states r . The bound
states, including the initial ground state, of H2 are written as f i.r; R/��i .R/g,
where  i is an eigenstate of the unprojected electronic Hamiltonian OHel, and ��i
is the corresponding BO vibrational wave function. The corresponding vibronic
energy is W�i .

1.3.3 Time-Dependent Close-Coupling Method

The time dependent wave function ˚.r; R; t/ can now be expanded in the basis of
the molecular eigenstates, previously obtained in the Feshbach formalism, as

ˆ.r; R; t/ D
X

i

XZ

�i

Ci�i .t/ i .r; R/��i .R/e
�iWivi t

C
X

r

XZ

kr

Crkr .t/	r .r; R/
kr .R/e
�iWkr t

C
X

˛l

Z
d�

XZ

�˛

C �l
˛�˛
.t/ �l˛ .r; R/��˛ .R/e

�iW�˛ t : (1.8)
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Atomic units are used throughout the text, unless otherwise stated („ D m D e D 1,
where m and e are the electronic mass and charge, respectively). Introducing this
ansatz into the TDSE and projecting into the basis states, a system of coupled
differential equations is obtained. Since P and Q are eigenstates of different
Hamiltonians ( OP OHel OP and OQ OHel OQ, respectively), they will be coupled by the exact
OHel Hamiltonian, leading to the so-called electrostatic couplings. These P � Q

couplings account for autoionization from the 	r doubly excited states to the
nonresonant continuum states  �l˛ . The matrix representation of the set of coupled
differential equations in the interaction picture is written as

i

0

@
PCi�i .t/PCrkr .t/PC �l
˛�˛
.t/

1

A

D

0

B
@

OA.t/pi�i ;i�i
OA.t/pi�i;rkr

OA.t/p�li�i;˛�˛OA.t/prkr ;i�i
OA.t/prkr ;rkr . OQ OH OP C OA.t/p/�lrkr ;˛�˛OA.t/p�l˛�˛;i�i . OP OH OQC OA.t/p/�l˛�˛ ;rkr

OA.t/p˛�˛;˛�˛

1

C
A

0

@
Ci�i .t/

Crkr .t/

C �l
˛�˛
.t/;

1

A

(1.9)

where pi�i ;jkj stands for the dipole matrix element between the i; �i and the

j; kj vibronic states and the Ci�i .t/; Crkr .t/, and C �l
˛�˛
.t/ are the time-dependent

coefficients, written in the interaction picture, that are associated with the bound
states, the electronic continua and the doubly excited states, respectively. Notice
that, in the above equation, non-adiabatic couplings have been neglected. These
couplings usually play a minor role in ionization processes except when very slow
electrons are ejected or narrow avoided crossings between different autoionizing
states are present in the region under investigation. This set of coupled differential
equations (1.9) is integrated in time by imposing the appropriate initial condition,
e.g., Ci;�i D 0.t D 0/D 1 when the molecule is in its ground state i Dg. The
integration must be carried out for values of time larger than the pulse duration
plus the lifetime of the Qn resonant states in order to ensure that autoionization has
occurred. The amplitudes for different channels are extracted through projection
into the eigenstates of the unperturbed Hamiltonian for each subspace. Given that
those are the basis states in which the wave packet is expanded, the time-dependent
coefficients are already the amplitudes for each vibronic state, and any dissociative
photoionization probability can be accurately extracted with the appropriate linear
combination of those. This is one of the main advantages of the method.

1.3.4 Asymmetric Electron Ejection

1.3.4.1 Laboratory-Frame vs Molecular-Frame

Dissociative ionization of H2 may lend itself to the observation of both laboratory-
frame and molecular-frame asymmetries in the electron ejection. The first



12 P. Rivière et al.

corresponds to an asymmetry in the fragment ejection along the laser polarization
axis, and the second corresponds to a correlation or anticorrelation in the direction
of emission of the ionized electron and the ionic fragment.

Laboratory-frame asymmetries have been observed in dissociative ionization of
D2 by a CEP-locked-IR laser pulse [13] or by an EUV-IR pump-probe technique
[64]. The latter scheme has been used in the theoretical calculations reviewed in
the present manuscript. Recently, the role of NWP dynamics in this asymmetry has
also been explored for HC

2 dissociation using phase-stabilized IR pulses [18]. On
the other hand, molecular-frame asymmetries were observed in single-photon EUV
dissociative ionization of H2 and D2 using circularly polarized light and mediated
by autoionization of the Q2 series [26, 65].

The observation of an asymmetry in the photoionization yields in homonuclear
diatomic molecules implies the creation of a coherent superposition of states with
different parity. For example, an attosecond pulse can excite or ionize the H2

molecule leaving behind the ion either in the 1s�g or the 2p�u channels. The
electronic wave functions 	g and 	u characterizing these levels in the dissociation
limit are linear combinations of 1s atomic wave functions centered on each nucleus,

	g;u D 1p
2
.	1s;L ˙ 	1s;R/: (1.10)

The localized states, denoted left (L) and right (R) states depending on which
nucleus carries the remaining electron, are written

	L;R D 1p
2
.	g ˙ 	u/: (1.11)

Experimentally, electron localization is observed as a laboratory asymmetry in the
ejection of ionic fragments with respect to the laser polarization axis. To observe this
localization, the coherent superposition must regard ions with the same final kinetic
energies and angular momentum of the outgoing electrons. To understand its origin,
we will use the following simplified version of the two-electron wave function of the
singly ionized molecule produced by, e.g., a combination of a SAP and an IR pulse

� D c1
�
	g.1/�lg.2/

�
g
C c2

�
	g.1/�lu.2/

�
u

C c3 Œ	u.1/�lu.2/�g C c4
�
	u.1/�lg.2/

�
u
; (1.12)

with the second electron being described by a function of energy � and angular
momentum lu;g [64]. Notice that such combination of pulses can lead to two-electron
molecular states of both g and u symmetries and that in turn each symmetry can
result from the combination of two molecular orbitals of g and u symmetries.
For simplicity in the discussion, the wave function in (1.12) has not been
antisymmetrized with respect to electrons 1 and 2. The observation of a localization
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of the remaining electron on the right or left nucleus in the laboratory frame
corresponds to the projection of � on the localized states:

�.L;R/;.g;u/ D 	.L;R/.1/�lg;u.2/: (1.13)

The asymmetry can therefore be expressed as

NL �NR D
X

iDg;u

h
jh�L;i j� ij2 � jh�R;i j� ij2

i
D 4ReŒc1c�

4 C c2c�
3 �: (1.14)

Note that in terms of the coefficients in (1.12), a laboratory-frame asymmetry is
formed by a mixed-parity superposition in which the continuum electron has the
same angular momentum, lu or lg , in both ionic states, with c1; c4 ¤ 0 and,
respectively, c2; c3 ¤ 0 [13]. In contrast, a molecular-frame asymmetry is caused by
an interference of contributions with equal parity: the first and third terms in (1.12)
for c1; c3 ¤ 0 or the second and fourth terms, for c2; c4 ¤ 0 [26].

1.3.4.2 Laboratory-Frame Asymmetry

An accurate theoretical description of electron localization in H2 after numerical
integration of the TDSE requires the splitting of the proton flux into protons going
to the right detector (HCHC) and protons going to the left detector (HCCH) by
projecting onto states of the following form:

jRi; jLi D 1p
2

X

lm

ile�i�l .�/Y �
lm.k/

�
 �lg .r1; r2IR/��g.R/e�iWgt

˙ �lu .r1; r2IR/��u.R/e
�iWut

�
; (1.15)

where �l .�/ D arg .l C 1� i=
p
2�/ is the Coulomb phase shift, Ylm is a spherical

harmonic, k is the electron momentum, f �l˛ .r1; r2; R/��˛ .R/g are the eigenstates
of the electronic continuum defined in (1.4) and (1.5), and the signs C and �
correspond to jRi and jLi, respectively [66]. The corresponding fully differential
dissociative ionization probability (differential in electron energy, electron emission
direction, proton energy, and proton emission hemisphere) is then given by

d3P d

dEHCd�d˝
D 1

2

ˇ
ˇ̌
ˇ
ˇ
ˇ

X

˛;l;m

i�lei�l .�/Ylm.˝/C
�l
˛�˛

ˇ
ˇ̌
ˇ
ˇ
ˇ

2

; (1.16)

where d stands for either R or L.1 Here we omit the time dependence of
the coefficients, since we take their value at the end of the propagation, where

1We set the R direction by C�l
.˛Du/�˛

! C�l
u�˛ and the L direction by C�l

.˛Du/�˛
! �C�l

u�˛ .
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C �l
˛�˛
.tf / � C �l

˛�˛
.1/. Notice that, in writing (1.15), we have taken into account

that for photon energies below �35 eV, the R and L paths mainly result from the
combination of the 1s�g and 2p�u HC

2 molecular states into 1s orbitals localized in
just one of the protons (see (1.11)).

When one wants to compare with experiments in which the energy of the electron
is not measured, the fully differential dissociative ionization probabilities (1.16)
must be integrated over the electron kinetic energy

d2P d

dEHCd˝
D 1

2

Z
d�

ˇ
ˇ
ˇ̌
ˇ
ˇ

X

˛;l;m

i�lei�l .�/Ylm.˝/C
�l
˛�˛

ˇ
ˇ
ˇ̌
ˇ
ˇ

2

: (1.17)

An additional integration over the solid angle gives the single differential
probabilities in proton (or deuterium) kinetic energy

dPd

dEHC

D 1

2

Z
d�

X

l

X

˛;˛0

C �l�
˛0�0

˛
C �l
˛�˛
: (1.18)

which, for a given direction of the ionic fragment, can be rewritten as

dPR;L

dEHC D
1

2

Z
d�

X

l

�
jC �l
g�g
j2 ˙ 2ReŒC �l�

g�g
C �l

u�u
�C jC �l

u�u
j2

�
: (1.19)

being the total proton flux as a function of the proton energy

dP

dEHC D
dPR

dEHC C
dPL

dEHC D
Z

d�
�
jC �l
g�g
j2 C jC �l

u�u
j2

�
: (1.20)

In order to compare with existing experiments, one has to evaluate the proton
asymmetry parameter defined as

ˇ.EHC/ D

�
dPL

dEHC

� dPR

dEHC

	

�
dPL

dEHC

C dPR

dEHC

	 : (1.21)

Using (1.19) and (1.20), we obtain

ˇ.EHC/ D 2
Z

d�
X

l

�
ReŒC �l�

g�g
C �l

u�u
�
�
=

dP

dEHC

: (1.22)
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Note that the asymmetry arises from the interference between the 1s�g and 2p�u,
as is explicitly seen in the numerator and that, apart from the renormalization factor
that appears in the denominator, (1.14) is a particular case of the above equation.

Regarding the outgoing electron flux, (1.17) gives the Molecular-frame photo-
electron angular distributions (MFPADs) for the HCHC and HCCH processes, so
we may also define an electron asymmetry parameter as

˛d .EHC/ D

�
dP dl

dEHC

� dP dr

dEHC

	

�
dP dl

dEHC

C dP dr

dEHC

	 ; (1.23)

where

dP dr

dEHC

D
Z �=2

0

sin � d�
Z 2�

0

d	
d2P d

dEHCd˝
; (1.24)

dP dl

dEHC

D
Z �

�=2

sin � d�
Z 2�

0

d	
d2P d

dEHCd˝
: (1.25)

Equation (1.23) defines the asymmetry related to the electron angular distributions
for protons escaping to the left ˛L or to the right ˛R . Of course, this asymmetry
depends on the proton kinetic energy and also on the time delay between the pump
and probe pulses, i.e., ˛d D ˛d .EHC ; �/.

1.3.4.3 Photon Energy Regimes for Photoionization of H2 and D2

Molecules

A brief analysis of the potential energy curves for H2 (and D2) molecules shown
in Fig. 1.3 allows one to predict which are the single ionization channels that
are open when a given amount of energy is absorbed. As electronic excitations
upon EUV/XUV photon absorption are practically instantaneous compared to the
nuclear motion (vertical transitions), the most probable transitions will be those
with a high spatial overlap between the initial and final vibrational wave functions.
The spatial region accessible from the � D 0 ground state of the molecule is
labeled as the Franck–Condon region in Fig. 1.3. In single photoionization of
H2 (D2), the dominant channel corresponds to leaving the molecular ion in its bound
vibrational states. However, depending on the photon energy and the polarization of
the light with respect to the molecular axis, other channels can also be observed.
For low-energy photons, (E� < 25 eV), dissociative ionization associated to the
1s�g state releases a small fraction (2% of the total ionization yield) of low-
kinetic-energy ionic fragments (Ek < 1 eV, see Fig. 1.3) due to the rapid decrease
of the Franck–Condon overlap between the initial vibrational state and the final
dissociative state. For photon energies above 25 eV, autoionization through different



16 P. Rivière et al.

Fig. 1.3 Potential energy
curves of the H2 molecule.
The shadowed areas show the
thresholds of the different
regimes for ionization (see
text)

doubly excited states can also occur, contributing up to 5% to the total ionization
probability. Autoionization is clearly distinguishable from direct ionization in the
dissociative ionization spectra because it always leads to protons with Ek > 1 eV.
The contribution of different doubly excited states varies with (1) the symmetry
of the final states, which depends on the light polarization (linear, circular) with
respect to the molecular axis (parallel, perpendicular or combinations of them); (2)
the oscillator strength associated to their electronic dipole couplings with the ground
state; and (3) the available energy.

For instance, for photon energies of 25–36 eV and linearly polarized light
parallel to the molecular axis, only the Q1

1˙C
u series of doubly excited states is

effectively populated. Autoionization through these states produces ionic fragments
with energies between 2 and 7 eV [67, 68]. However, one-photon absorption above
31 eV with linearly polarized light aligned perpendicular to the molecule populates
the Q2

1˘u doubly excited states which autoionize into both the 1s�g and 2p�u states,
resulting in ionic fragments with kinetic energies of 1–5 eV and 5–8 eV, respectively
[61]. Direct photoionization to the repulsive 2p�u electronic state of the ion becomes
accessible for photon energies >30 eV. Finally, for relatively high photon energies,
>38 eV, higher dissociative electronic states of the ion are reached, leading to high-
energy fragments (Ek D 5�10 eV). Experimental dissociative ionization spectra are
sometimes obtained for fragments released in a cone around the laser polarization
axis, so that the involvement of doubly excited states of different symmetries cannot
be ruled out a priori.
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1.4 H2 and D2 Dissociative Ionization by Two-Color
(XUVCIR) Fields

In this section, we will focus on results for dissociative ionization of hydrogenic
molecules through XUV pump–IR probe schemes. In the first part, we use a
XUV SAP in combination with an IR pulse. Ionization yields and fully differential
electron and proton distributions are explored for different time delays. In the second
part, we study the influence of using an APT instead of a single pulse.

1.4.1 Single Attosecond Pulse plus Infrared:
Electron Localization

Electron localization in the D2 molecule can be controlled by inducing ionization
with a SAP and driving the ionized electron in an IR field. The experimental and
theoretical setups have been described in [64]: the SAP has a central frequency
of 30 eV, an effective pulse length of 400 as, and a peak intensity of 109 W/cm2.
The IR pulse is a 6-fs FWHM 750-nm field with a peak intensity of 3 � 1012 W/cm2.
Both fields are collinearly polarized with the internuclear axis. As shown in Fig. 1.3,
a 30-eV photon absorption ionizes the target leaving the ion mainly in its 1s�g
electronic ground state and populates the doubly excited states of the Q1˙

C
u series.

The broad bandwidth of the attosecond pulse populates a wide energy region,
thus also reaching the second ionization threshold 2p�u, although with a smaller
probability. The presence of the IR field modifies the ionization probability ratios,
which will depend on the time delay between the EUV and the IR pulses, and also
allows for ionization through states of˙C

g symmetry, which are optically forbidden
in single-photon absorption.

The calculated proton kinetic energy distributions as a function of the relative
delay between the pulses are shown in Fig. 1.4 for H2 photoionization. The IR pulse
affects the kinetic energy distributions of the ion fragments: for low-energy photons
(Ek < 1 eV), the IR causes bond-softening (BS) of the bound 1s�g vibrational wave
packet, enhancing the ionization probability. This effect peaks at � D C10 fs, when
the wave packet is near the outer turning point of the potential energy curve [69,70].
Above 1 eV and for long time delays (� > 8 fs), the kinetic energy distribution is
almost independent of the delay.

When both pulses overlap (� � 0 fs), the ion signal increases strongly for kinetic
energies of � 8 eV (white rectangle) and decreases at intermediate energies (3 eV
< Ek < 5 eV). This enhancement is due to the IR-induced mixing of the 1s�g and
2p�u states: electrons in the 1s�g channel can absorb IR photons to populate the
2p�u channel. The opposite transition, 2p�u ! 1s�g , is also possible, but due to
the much smaller probability of 2p�u, there is a net increase in the 2p�u probability
from the first process. Photoionization through the Q1

1˙C
u autoionizing states also
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Fig. 1.4 Proton kinetic
energy distribution as a
function of the delay between
the attosecond pulse and the
IR pulse, for the SAPCIR
scheme. The color scale
shows fragment yield in
arbitrary units. The white
rectangle points to the region
in which autoionization is
visible

contributes to this enhancement, for relative time delays shorter than their expected
averaged lifetimes (' 3 fs [67]).

Besides the observed enhancement for specific proton kinetic energies, an
oscillating pattern appears for the KER probabilities as a function of the time delay.
This oscillation can be directly related to electron localization and, consequently, it
can be analyzed in terms of asymmetries in the dissociative ionization process, as
explained in Sect. 1.3.4. The calculated asymmetry parameter for the formation of
HC fragments, (1.22), is shown in Fig. 1.5 as a function of the proton kinetic energy
and time delay. An oscillation can be observed along almost the entire kinetic energy
range in which HC ions are formed, with a periodicity of T , the IR period. The
phase of the oscillations strongly depends on the kinetic energy of the fragment that
is measured.

We saw in Sect. 1.3 that the observed asymmetry can be easily understood in
terms of the simplified two-electron wave function of singly ionized H2 (1.12). The
laboratory-frame asymmetry appears when there is a superposition between two
states with different ionic states, 1s�g and 2p�u, but the same parity in the angular
momentum of the ejected electron, either lu or lg . The first ionic state is even with
respect to exchange of the nuclei, while the second is odd, so any superposition
leads to electron localization in one of the nuclei and therefore to an asymmetry in
the ion detection.

The theoretical results for the asymmetry parameter plotted in Fig. 1.5 are in
very good agreement with the experimental measurements reported in [64]. Electron
localization is very pronounced for delays of up to 7 fs and kinetic energies above
5 eV, but it is hardly visible for longer delays and lower kinetic energies. This can
be explained in terms of the coefficients in (1.12). The asymmetry was given in
(1.14) by

NL �NR D 4ReŒc1c�
4 C c2c�

3 �: (1.26)

In the absence of the infrared pulse, the EUV one-photon ionization from the ground
state of H2 produces a final molecular state with odd symmetry,˙C

u ; therefore, only
c2 and c4 are nonzero, and no laboratory-frame asymmetry is observed. However,
the IR field induces a change on the total wave function, populating ˙C

g states.
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Fig. 1.5 Asymmetry in EUV-IR dissociative ionization of hydrogen [64]: calculated asymmetry
parameter (color scale) for the formation of HC ions, as a function of the ion kinetic energy Ek

and the pump-probe delay. Right: mechanisms that lead to asymmetry in VUV-IR dissociative
ionization: the regions 1 and 2 in the kinetic energy spectrum relate to the mechanisms described
in the right

This modifies the electronic continuum involving doubly excited states (mechanism
1 in Fig. 1.5) and also affects the molecular ion (mechanism 2). The effect of the
IR pulse right after the photoexcitation process, but before autoionization takes
place, leads to mechanism 1, in which the remaining electron oscillates between
the two protons following the IR field in the presence of the second electron that
has not yet been ionized (as mentioned above, autoionization does not occur after
a few femtoseconds). For longer time delays (mechanism 2), the IR pulse leads
to similar oscillations of the remaining electron during the dissociation process, but
this oscillations are no longer perturbed by the other electron, which is already gone.
This is the reason why oscillations in the asymmetry parameter are smoother in this
region of the spectrum.

The shape of the fringes arising from mechanism 2 can be understood by
means of the semiclassical Landau–Zener model, which describes the IR-induced
population transfer between the 1s�g � '1 and 2p�u � '2 levels in terms of the
so-called quasistatic states, which are eigenstates of the two-level problem in the
presence of a (static) electric field,

�1 D cosŒ�.t/�'1 C sinŒ�.t/�'2;

�2 D � sinŒ�.t/�'1 C cosŒ�.t/�'2: (1.27)

The transition frequency �.t/ is related to the energy splitting !0.R/ between the
two states and to the IR-induced dipole coupling Vg;u.R; t/ D ��.R/E.t/, where
�.R/ is the electronic dipole moment, via

tanŒ2�.t/� D �2Vg;u.R; t/=!0.R/: (1.28)



20 P. Rivière et al.

During photoexcitation, !0.R/ � jVg;u.R; t/j and the transition probability is
small, so the NWP remains in �2. As dissociation takes place and R increases,
!0.R/ becomes comparable to the dipole coupling, and a coherent superposition
of the quasistatic states �L and �R is formed. Near the end of the dissociation,
the internuclear potential barrier becomes so high that the electron cannot switch
from one nucleus to the other and localization is fixed; in other words, here
!0.R/ � jVg;u.R; t/j and the NWP switches between the two quasistatic states.
Since this localization process depends on the internuclear distance at which the
NWP is launched, the asymmetry has a correlated dependence on Ek and � [64].

1.4.2 Attosecond Pulse Train plus Infrared:
Role of Different States

The use of an APT instead of a single pulse in combination with the IR field
substantially changes the physics. The APT spectrum has peaks at several harmonics
of the generating frequency, with a narrower energy bandwidth of �1 eV (see
Figs. 1.1 and 1.6a). The APT contains XUV photons which correspond to odd
harmonics of the IR frequency, but absorption or emission of photons from the IR
field can lead to final energies corresponding to even multiples of the IR frequency.
The existence of different paths reaching the same final state, Fig. 1.6b, leads to
interference effects in the ionization distributions, see Sect. 1.2.
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Fig. 1.6 Left: scheme of the APT used in the calculations. Right: absorption of XUV photons from
different XUV harmonics followed by IR absorption or emission leads to interferences
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Fig. 1.7 (a) Fragment kinetic
energy spectra from
dissociative ionization of D2

by the APT only (black solid
lines) and by the APTCIR
(cycle averaged) at temporal
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dependence of the KER as a
function of delay � between
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The ATPCIR scheme hereby discussed for D2 ionization involves a 4-pulse
APT and a 2.8-fs FWHM 780-nm field with a peak intensity of 3 � 1012 W/cm2

[71]. The energetics of the problem is schematically represented in Fig. 1.6. The
APT spectrum is chosen so that it allows direct ionization through the first excited
ionic channel 2p�u, while it limits ionization through channels associated with
higher ionic states as much as possible. We will focus here on results for parallel
polarization, although similar results for perpendicular polarization can be found
in [71].

The DC kinetic energy spectrum resulting from the interaction of D2 with the
APT alone is shown in black in Fig. 1.7a. Several contributions can be distinguished:
direct ionization to the 1s�g state produces stable DC

2 and a small contribution from
vibrational dissociative states (2%) that originates low kinetic energy deuterons
(Ek < 1 eV). The main contribution between 1 and 5 eV comes from autoionization
of the 1˙C

u Q1 doubly excited states [61] (red curves in Fig. 1.6a). Fragments with
higher kinetic energies (7–8 eV) come from multiple dynamical pathways of which
direct ionization to the 2p�u continuum dominates for parallel polarization.

The addition of an IR field causes significant changes in the spectrum. This is
shown in Fig. 1.7a with a red dashed line, averaged for the XUV-IR time delay
over one full IR cycle. For low kinetic energies, the enhancement is due to bond
softening, and there is an enhancement for higher kinetic energies (�7 eV), which
corresponds to an increase in the 2p�u probability. These two features were already
present in the SAPCIR case, Sect. 1.4.1.

The dependence of the DC kinetic energy distributions with the APT-IR delay is
shown in Fig. 1.7b. The ionization probability oscillates with the time delay for all
kinetic energies with a periodicity of T=2, where T is the IR period. These results
are reminiscent of the work by Johnsson et al. [52] in helium ionization, where
similar oscillations were found in the ionization probability as a function of the
APT-IR delay that were attributed to interference between electron wave packets
[32, 55]. In the case of D2 shown here, however, the origin of the oscillations
is different, since they appear both for APTCIR and for SAPCIR. Moreover, at
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Fig. 1.8 (a) Electron kinetic energy (EKE) spectra for D2 ionization as a function of the time
delay between the APT and the IR pulse. (b) Partial contribution, to the EKE spectra shown on (a),
from electronic continuum states associated to only the 2p�u ionization threshold. All probabilities
are multiplied by 108

variance with [52], all the harmonics associated with the APT used in this work lie
in the electronic continuum.

For a complete picture of the ionization channels, we show in Fig. 1.8a the
electron kinetic energy distributions (therefore, sum/integrated over all vibrational
states) as a function of the time delay. For the most negative time delays (� < �2 fs),
the electron distributions exhibit peaks that result from absorption of the different
harmonics contained in the APT. Since our theoretical treatment allows for a system-
atic analysis of the contributions from each ionization thresholds and symmetries
of the final states to the ionization probabilities, we also show on Fig. 1.8b the
ionization probability contribution from the continuum associated to the 2p�u. From
the comparison, it can be seen that the total ionization yield mainly comes from the
continuum states associated to the 1s�g state of the ion. But it should be remarked
that, as demonstrated by a simple analysis using the Franck–Condon principle, the
1s�g contribution leads to low proton energies (Ek < 1 eV) or bound vibrational
states of the ion, whereas ionization through the 2p�u ionic state leads to protons
of significantly higher energies. Thus, the peak appearing at high proton energies
(7 eV) in Fig. 1.7 comes from final states associated to the 2p�u.

According to the dipole selection rules, the final continuum state can have a total
symmetry (ionCelectron) ˙g or ˙u depending on the number of absorbed photons
and following the pathway

 0.˙g/
! ! ˙u

! ! ˙g: (1.29)

Thus, the complicated patterns observed in the electron distributions shown in
Fig. 1.8a for � > �2 fs can be unraveled by plotting the separate contribution of
final states with ˙u and ˙g symmetries. This is shown in Fig. 1.9. One-photon
absorption from the ground state can only lead to˙u final states, which explains the
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Fig. 1.9 Electron kinetic energy spectra for D2 ionization as a function of time delay between the
APT and the IR pulse, for total final symmetry˙C

u (a) and˙C
g (b). All probabilities are multiplied

by 108

distributions for negative time delays: in the absence of IR (or hardly overlapping
with the APT), the ˙u states leave a more intense signal revealing the harmonics
of the APT. However, when APT and IR fields overlap, and for positive time delays,
the ˙g final states are significantly populated at electron energies corresponding to
the sidebands of the APT harmonics (i.e., through absorption of an even number of
photons of the combined APTCIR fields). The sidebands are located in between the
peaks associated to the odd harmonics of the APT, and their intensity oscillates with
the APT-IR delay with half the periodicity of the IR field, T=2. This is similar to
what has been observed in RABBITT experiments [37] carried out in atoms.

We now analyze the high-energy deuterons (Ek ' 7 eV) that correspond to the
2p�u ionization continuum. Figure 1.10 shows the contributions of the ˙g and ˙u

final states to the 2p�u channel (the sum of them was shown in Fig. 1.8b). The largest
contribution corresponds to the ˙u final symmetry, Fig. 1.10a, originated by direct
absorption of the higher harmonics of the APT pulse that are energetic enough to
reach the 2p�u state by a direct transition, see Fig. 1.6a.

To understand the origin of the oscillations observed at higher DC kinetic
energies, we use a FNA for solving the TDSE, with the same field as in the full
calculation. The total wave function is now expanded in a basis of electronic states
that only includes the D2 ground state and the wave functions of the continuum asso-
ciated to the ground (gerade) and first excited (ungerade) states of the molecular ion,

�.t/ D c0.t/ 0 C
X

l

Z
d�cg;�l .t/ g;�l C

X

l

Z
d�cu;�l .t/ u;�l ; (1.30)

where l is the index for the partial wave of the electron in the continuum of energy �.
The internuclear distance is set atR D 1:7 a.u., instead of at the equilibrium distance
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Fig. 1.10 Contributions to the EKE spectra associated to the 2p�u ionization threshold, for
total symmetry ˙C
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Fig. 1.11 (a) Probability of ionization to the 2p�u continuum at an IR intensity of 3 � 1012 W/cm2.
The black dashed line is the result of the full calculation including nuclear motion. The other curves
are FNA model with all couplings turned on (blue line), only couplings within the 2p�u continuum
(green line), and only couplings between the 1s�g and 2p�u continua (red line). (b) Schematic
illustration of APTCIR ionization to the 1s�g (orange) and 2p�u continuum (blue). Purple arrows
represent ionization by the odd harmonics of the APT, red vertical arrows IR-induced couplings
within the continua, and red diagonal arrows the coupling between the continua

of the neutral, 1.4 a.u., so that the H19 harmonic in the APT (the most intense one)
lies above the 2p�u state, which is the channel associated to the high-energy protons.

In Fig. 1.11, results from the FNA calculations (using three different truncations
in the basis of electronic states) are compared with those obtained in the full
calculation. In the figure, the total ionization probability that remains in the
continuum associated to the 2p�u ionic state is plotted as a function of the APT-IR
time delay; the black dashed line represents the results from the full-dimensional
calculation. The first FNA calculation (green line) only includes the electronic
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continuum associated to the 2p�u state of the ion. The sidebands of the APT
harmonics appear in its photoelectron spectrum, but no oscillation is found in the
total ionization yield. The second FNA calculation (red line) includes the coupling
between the 1s�g and 2p�u continua (purple and red diagonal lines in Fig. 1.11b) but
without the couplings within the individual continua: in this case, the odd harmonics
primarily access the 1s�g continuum, and the sidebands in the 2p�u continuum can
be accessed from those states through absorption or emission of IR photons. This
originates constructive or destructive interferences which lead to the oscillations in
the total yield associated to the 2p�u ionic state, with a period of half an optical IR
cycle. Finally, the FNA calculation including both continua and all couplings (blue
line) leads to a result that closely resembles that of the full calculation, albeit there
is a phase difference, which can be attributed to the neglection of nuclear motion in
the FNA model.

1.5 Conclusions and Outlook

In this chapter, we have described a method to study electron and nuclear dynamics
of diatomic (H2 and D2) molecules interacting with ultrashort laser pulses. This is
done with a close-coupling method which includes all electronic and vibrational
(dissociative) degrees of freedom, as well as the effect of electron correlation and
interferences between different ionization and dissociation pathways. In particular,
we have analyzed electron localization in H2 dissociation through a particular
observable, the laboratory-frame asymmetry, which relates the fragment yield onto
opposite directions in the laboratory frame. For this purpose, we have considered
the following scheme: a SAP ionizes the H2 molecule, and the resulting HC

2

molecule in the intense IR field is in a superposition of gerade and ungerade states,
which eventually leads to electron localization [64]. The asymmetry coefficient as
a function of the SAP-IR delay shows an oscillation that can be attributed to two
different mechanisms. The first is due to interferences between two states populated
at the photoexcitation process (the 2p�u dissociating state, and the Q1 autoionizing
states, which decay to the 1s�g state). The second mechanism is due to the influence
of the IR field at the dissociation channel, where it couples the 2p�u dissociating
channel with the 1s�g channel.

In a second scheme, we have replaced the SAP by an APT, which strongly
modifies the initial spectral distribution and leads to new interferences in the
ionization continua. In this APTCIR setup, the ionization yields show oscillatory
patterns that are due to the interference between channels coming from absorption
of an XUV photon followed from absorption or emission of an IR photon. These
interferences also lead to RABITT-type sidebands, which are obscured in the spectra
of the nuclear fragments but are clearly visible in the electron kinetic energy
distributions.

In both schemes, the ab initio theoretical treatment presented in this chapter is
necessary to understand the ionization dynamics of H2 and D2 induced by ultrashort
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pulses and observed in recent experiments. In particular, it opens the way to unravel
the contributions from different ionization channels and to provide a time-resolved
picture of this dynamics. And, as it has been shown, this is only possible by means
of a time-dependent treatment that describes the combined motion of electrons and
nuclei.
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Chapter 2
Enhanced Ionization of Molecules in Intense
Laser Fields

Andre D Bandrauk and François Légaré

Abstract Molecules exposed to intense ultrashort laser pulses undergo rapid
ionization at critical large internuclear distances requiring nonperturbative models
to explain the highly nonlinear nonperturbative response. Simple quasistatic models
allow for the prediction of these critical internuclear distances. It is shown that the
mechanism for enhanced ionization is due to overbarrier ionization of the Stark-
shifted LUMO (lowest unoccupied molecular orbital) in both symmetric diatomic
and triatomic molecules. In nonsymmetric molecules, permanent dipole moments
contribute to the strong Stark-shifts of electron orbitals and enhanced ionization
occurs through resonances of the HOMO (highest occupied molecular orbital)
and LUMO, corresponding to charge transfer. Double ionization is also enhanced
at certain critical distances but involves considerable excitations of intermediate
electronic states.

2.1 Introduction

Advances in current laser technology are providing new tools for experimentalists
and challenges for theorists to explore a new regime of light–matter interaction,
the nonlinear nonperturbative interaction of atoms and molecules with intense
(I 	 10C14 W=cm2/ few-cycle laser pulses. Much of the earlier experimental and
theoretical work in this new nonperturbative regime of radiation–atom interaction
in atomic systems has been summarized by Brabec and Krausz [1], Corkum and
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Krausz [2]. Thus in the atomic case new nonperturbative optical phenomena have
been found such as above-threshold ionization (ATI), [1], tunnelling ionization
predicted as early as 1980 [3–5] and is the basis of recollision physics [6] which has
been confirmed experimentally recently [7]. Another important nonlinear process,
high-order harmonic generation (HHG), is the current most convenient source of
attosecond (1 asec D 10�18 s) pulses [8]. This rapid development of ultrashort
intense laser pulses allows nowadays for shaping and focussing such pulses to
higher intensities creating electric fields E greater than the atomic unit, a.u.,
E0 D 5 � 109 V cm�1 at the 1s orbit radius a0 D 0:0529 nm of the H atom.
This corresponds to an a.u. of intensity I0 D cE2

0=8� D 3:54 � 1016I0 D cE2
0=

8� D 3:54 � 1016 W=cm2. Such pulses can be compressed to times of several
femtoseconds (1 fs D 10�15 s), thus creating radiative coherences that are shorter
than molecular nonradiative (radiationless) relaxation times [9, 10]. The Schwinger
limit, 1029 W=cm2, is the limit of instability of matter by tunneling from the vacuum
itself thus creating electron–positron pairs [11], and electron–positron pairs can now
be created from vacuum.at smaller intensities, I � 1026 W=cm2 [12].

Whereas at the end of the twentieth century the focus was on femtosecond (fs)
photochemistry and photophysics culminating with a Nobel prize to A. H. Zewail
(Caltech) for “femto chemistry” [13], a major effort is now underway to develop
single attosecond (asec) optical pulses based on the nonperturbative physics of HHG
in atoms [8] and molecular high order harmonic generation (MHOHG) in molecules
[14]. These new asec pulses presage the control of electron motion in molecules, the
“Holy Grail” of many atomic and molecular sciences from chemistry to biology to
material sciences [15–17].

The intensities discussed in this chapter, 1014 
 I 
 1015 W=cm2 correspond
to fields approaching the internal Coulomb potentials V0 or corresponding elec-
tric fields E0 (Table 2.1) in atoms and molecules, thus introducing considerable
distortions of intermolecular potentials. Using a dressed photon state representation,
such strong radiatively induced distortions create, laser induced molecular potentials
(LIMP’S), leading to “bond-softening” via laser-induced avoided crossings of
molecular potentials [18, 19]. At these high intensities, one needs to consider
further ionization and above-threshold dissociation (ATD), the equivalence of ATI
in atoms. Furthermore, the quasistatic picture of atomic tunneling ionization [3,5,6]
needs to be modified in view of the multi-centre nature of electron potentials
in molecules and the presence of large radiative transition moments, originally
described by Mulliken [20] as charge resonance (CR) transitions [18, 19]. One of
the fundamental differences between intense field ionization of atoms and molecules
is “enhanced ionization” which occurs at critical internuclear distances Rc greater
than equilibrium distances Re for molecules exposed to intense laser pulses [21–
24]. Quasistatic models of enhanced ionization have been successful in predicting
values of Rc . The main tenet of this model, which differs fundamentally from
quasistatic atomic ionization, is that laser-induced charge resonance (CR) effects
localize temporarily the electron by charge transfer [22–24] due to the presence of
large electronic transition moments in molecules resulting in adiabatic electronic
charge transfer across the whole length of a molecule.
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Table 2.1 Atomic units (e D „ D me D 1; c D 137:036)

Potential energy V0 D e2=a0 D 1 Hartree D 27:2 eV

Electric field E0 D e=a20 D 5:14 � 109 V cm�1

Intensity I0 D cE2
0=8� D 3:54 � 1016 W cm�2

Distance a0 D 0:0529 nm
Velocity �0 D 2:19� 108 cm s�1

Time t0 D a0=�o D 24:2 � 10�18 s D 24:2 attoseconds
tc D „=mec

2 D 1:29 � 10�21 s D 1:29 yoctoseconds

2.2 Quasistatic Models: Diatomic One-Electron Systems
in Strong Fields

The first simple analytic formulae for atomic multiphoton ionization beyond usual
perturbation (Fermi Golden Rule) theory were obtained by Keldysh [3] who showed
that a parameter � , today called the Keldysh parameter [25, 26], allows to separate
the perturbative multiphoton regime from the nonperturbative quasistatic tunnelling
regime. This parameter is obtained from the low frequency limit of the transition
probability from an initial bound state to a Volkov state, the state of a free electron
“dressed” by a laser field [25]. This is essentially a time-dependent distorted wave
born approximation (DWBA), where the Coulomb potential is retained in the initial
bound state and the laser field only in the final continuum state. The Keldysh
parameter is then defined by

� D .Ip=2Up/1=2; (2.1)

where Ip is the ionization potential and Up is the ponderomotive energy, Up D
I0=4!

2, the average kinetic energy of a free electron in a linearly polarized field
E.t/ D E0 cos.!t/ and peak intensity I0 D cE2

0=8� at frequency !. The pondero-
motive energy Up and ponderomotive radius ˛p are in fact two additional important
parameters in laser-induced electronic processes. Solving the classical equations of
motion in a monochromatic time-dependent field E.t/ D E0 cos.!t C 	/ gives in
a.u. (Table 2.1)

Rz D �E0 cos.!t C '/; Pz.t/ D �E0
!
Œsin.!t C '/ � sin'� (2.2)

z.t/ D �E0
!2
Œcos' � cos.!t C '/ � !t sin '�; (2.3)

where 	 is the initial laser phase called the CEP (carrier envelope phase) at which
moment an electron is ionized at time t D 0 assuming an initial zero velocity
Pz.0/ D 0 as in the tunnelling model [4], from which one can estimate initial
ionization rates using a static E field rate [3, 4, 25]. Tunneling ionization has now
been detected in atoms from the modulation of the ionized electron density by the
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intense laser field [7]. These classical equations define the ponderomotive radius ˛p
and ponderomotive energy Up (in a.u.)

˛p D E0=!2; Up D 1

4
˛2p!

2 D E2
0=4!

2 (2.4)

The Keldysh parameter � , (2.1) is a ratio of two energies: Ip the minimum energy
to ionize the electron and 2Up, the maximum kinetic energy, 1

2
Pz2, acquired by a free

electron in the laser field. This simple classical quasistatic model described by (2.2)–
(2.4) where one assumes an electron is ionized with initial zero velocity Pz.t0/ D 0,
the basis of tunnelling ionization models [1, 4], allows us to deduce the laser-
induced dynamics of the electron after ionization. Thus for � D 1; 064 nm .! D
0:043 a:u/ and intensity I D 1 � 1014 W=cm2 D 3 � 10�3a:u:, one obtains ˛p D
29 a:u: D 1:53 nm. This maximum displacement ˛p determines the minimum size
of numerical grids [26] and Up determines the corresponding spatio-temporal steps
�x, �t (from uncertainty principle relations) in computations at high intensities.
Equation (2.2) also allows predicting the maximum average kinetic energy to be
1
2
hPz.t/i2 D 3Up at CEP phase ' D �=2 .hcos2 !ti D 1=2; hcos!ti D 0/. Such

high energies acquired during ionization was observed and explained in microwave
ATI using the simple model of (2.2)–(2.3) [27]. In practice, ionization occurs at
different phases 	 D !t0, i.e., at time t0, the instant the electron is created in the
field. As we show later, t0, determines the electron trajectories for collision with
neighbouring ions and recollision with the parent ion in both linear and circularly
polarized laser fields. Initial zero velocity, Pz.t0/ D 0 will occur at the instant of
tunnel ionization [4–6]. The model can also be extended to nonzero initial velocity,
Pz.t0/ > 0 as in preionization with X-ray-VUV pulses [28] and to circularly polarized
light [29].

The quasistatic model allows further for establishing the critical or minimum
field Em where above-barrier ionization occurs instead of under-barrier tunnelling
ionization [21–24]. This is illustrated in Fig. 2.1a for a one-electron atom and
Fig. 2.1b for a single valence electron in a diatomic molecule such as H2

C, in
the presence of a static electric field E . In the atomic case, where a single
“active” electron is bound by an effective nuclear charge qC, the total potential
along the field polarization, i.e., z-axis, can be written as V.z/ D �q=jzj � Ez.
As seen from Fig. 2.1a, the electric field distorts the atomic Coulomb potential
thus producing a barrier with a maximum at zm D .q=Em/

1=2 obtained from
@V=@z D 0. Setting V.zm/ D �Ip , where Ip is the ionization potential, one obtains
the minimum field Em D I 2p=4q for above-barrier ionization. For hydrogenic
levels, Ip D �"n D q2=2n2, for a level of principal quantum number n. For such
a level, the minimum electric field Em for atomic above-barrier ionization is
Em D q3=.2n/4 a.u. or intensity Im D cE2

m=8� D cq6=.8�.2n/8/ a.u. Thus for the
n D 1 (1s) level of H, Ip D 1=2 a.u., Im D 1:4 � 1014 W=cm2. For the ThC89 ion in
its n D 2 level, Im D 906=216 a:u: D 2:84 � 1023 W=cm2. Such superintense fields
are being currently considered in the European ELI (extreme light infrastructure)
project [30]. The theoretical description of super intense field electron ionization
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Fig. 2.1 Above barrier ionization in (a) atoms and (b) molecules via Stark-shifted LUMO, ©C.R/
and HOMO, ©�.R/

requires applying the relativistic Dirac equation to such processes and is becoming
a new active field of research [31–33].

Molecular above-barrier ionization leads to a new concept, CREI (charge
resonance enhanced ionization), for which recent experiments are summarized in
[21]. As illustrated in Fig. 2.1b, a molecular electronic potential is a multicenter
potential. Atomic energy levels are transformed into delocalized molecular orbitals,
MO’s, which at large internuclear distanceR become linear combinations of atomic
orbitals. In the case of HC

2 , the two most important MO’s in low frequency
multiphoton processes are the HOMO, highest occupied MO and LUMO, lowest
unoccupied MO, as these couple radiatively through an electronic transition moment
< HOMOjzjLUMO >D R=2 [19, 20]. In the presence of a static field, the LUMO
is Stark-shifted in energy by CER=2 whereas the HOMO’s energy is lowered
by �ER=2. Thus, at some critical internuclear distance Rc and critical field Em,
the LUMO, which can be populated nonadiabatically by the field [34, 35], ionizes
directly over the barrier between the two nuclei. This simple quasistatic model was
first proposed by Codling et al. [36–38] neglecting the Stark energies of both HOMO
and LUMO, but rather emphasizing the localization (suppression of the tunnelling)
between the field free wells, (Fig. 2.1b). Inclusion of the Stark energy shift of the
LUMO allows for analytical estimates of Rc and Em for above-barrier ionization in
symmetric diatomic molecules [23, 39]. Inclusion of static dipole moments such as
in HeH2C further generalizes the concept of CREI in nonsymmetric molecules [40].

We follow the original 1-D model of one-electron molecular ionization in A2
2qC

systems, (Fig. 2.2b), where qC is the charge on each nucleus [23, 39]. Exact Born–
Oppenheimer (static nuclei) time-dependent Schrödinger, TDSE, simulations of
highly charged diatomic molecular ions exhibit ionization maxima for internuclear
distances 6 
 R 
 10 a.u. at “critical” distances Rc for laser polarization parallel
to the internuclear axis. Ionization from MO’s with densities perpendicular to the
intermolecular axis also induces abrupt increase of ionization into atomic plateaus
at Rc � 8 a.u. [40,41]. The necessary conditions for CREI to occur at Rc is that the
upper Stark shifted electronic eigenstate energy "C.R/ exceeds the two potential
barriers in Fig. 2.1b, i.e.
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Vout.Rc/ 
 Vin.Rc/ 
 "C.Rc/; (2.5)

where Vin and Vout are the inner and outer barriers of field modified the two-center
Coulomb potential at the critical field strength Em;

V.z; R/ D �q
ˇ̌
R
2
C z

ˇ̌ � q
ˇ̌
R
2
� z

ˇ̌ C Emz; (2.6)

and
"C.R/ D �qIp � q=RCEmR=2: (2.7)

EmR=2 is the energy Stark shift of the LUMO (Fig. 2.1b), Ip is the ionization
potential of the neutral atom and �q

R
is the electron Coulomb attraction with a

neighbouring ion. Ionization potentials of electrons from the same shell are assumed
to scale as I.ion/ D qIp for an ion of charge q–1. The potential (2.6) has maxima
at zin and zout for Em < 0 as in Fig. 2.1b which are given by [23],

zout D �
�
R=2CE�1=2

q

�
; zin D EqR3=32 (2.8)

where Eq D jEmj=q.
Solution of the CREI conditions (2.5) by setting "C.Rc/ D Vout.Rc/ D Vin.Rc/

gives [23, 39],
Rc D 4:07=Ip; jEmj D 0:139I 2p (2.9)

Neglecting the Stark-shift of the LUMO gives the value of Rc D 3=Ip and defines
the onset of electron localization due to negligible electron tunnelling between the
potential double wells in the unperturbed field-free molecule [23,24]. Equation (2.8)
shows the importance of the static field Em in Stark-shifting the LUMO energy to
"C.R/ above the field modified barriers illustrated in (Fig. 2.1b). Nevertheless, the
end result is the surprising independence of Rc from field strengths Em and nuclear
charge qC, thus establishing CREI as a universal intense field nonperturbative
phenomenon [21,34–60]. A simple physical explanation of CREI also emerges from
the quasistatic image, Fig. 2.1b. The ionizing electron in the Stark-shifted LUMO of
energy "C.R/ is initially accelerated by the neighboring ion whereas the electron
in the HOMO, "�.R/, is initially decelerated by its parent ion as it leaves it, thus
making ionization from the LUMO the dominant mechanism for CREI.

Nonsymmetric molecules such as the one-electron HeH2C [47, 48] present a
different nonlinear nonperturbative response due to the presence of a permanent
dipole moment. This is illustrated in Fig. 2.2a forEm > 0 and Fig. 2.2b forEm < 0.
Thus, the HOMO is displaced upward (") to "C.R/ by jEmjR=2 for Em < 0

(Fig. 2.2b) and becomes resonant (degenerate) with the LUMO, " .R/ which is
shifted downward (#). Thus, enhanced ionization, EI, can occur by resonance
between these two levels. In the case of the opposite positive field, Em > 0

(Fig. 2.2a), both HOMO and LUMO can never cross, thus suppressing the resonance
and enhanced ionization. This qualitative picture of CREI in symmetric molecules
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Fig. 2.2 Enhanced ionization in HeH2C by Stark-shifted ©C (LUMO), ©� (HOMO)

illustrated in Fig. 2.2 emphasizes the importance of resonances in these molecules
with nonvanishing dipole moment. In fact, an avoided crossing between the HOMO
and LUMO occurs for Em > 0 (see Fig. 10 in [47]), inducing a new harmonic
generation spectrum at high intensities [48]. Using the similar static Stark-displaced
potential model as in the symmetric diatomic case above, one readily obtains the
critical distance Rc for enhanced ionization in nonsymmetric systems [47] to occur
for Em < 0 at

Rc D .I1 � I2/C Œ.I1 � I2/� 4jEmj.Z1 �Z2/�1=2
2jEmj : (2.10)

where I1 and I2 are the ionization potentials of the different heteroatoms with
I1 > I2 and effective nuclear charges Z1, Z2. Numerical TDSE simulations for
HeH2C where Z1 D 2 and Z1 D 1 show for this nonsymmetric system dependence
of Rc on the CEP phase ' of the field strength Em and charge separation Z1–Z2 as
predicted by (2.10). Clearly in this nonsymmetric case, the critical distance Rc for
enhanced ionization depends on the CEP, 	, the field amplitude jEmj, and the Ip
difference between the heteroatoms, thus offering the possibility of controlling this
highly nonlinear nonperturbative electron response in nonsymmetric molecules.
The simple one-barrier models of enhanced ionization illustrated in Figs. 2.1–2.2
corresponding to quasistatic (electrostatic) models are confirmed by exact 3-D
calculation of ionization rates using time-dependent Schrödinger equations, TDSE’s
for one-electron molecules H2

C [41–43] and HeH2C [47]. In Fig. 2.3 we illustrate
the ionization rate for H2

C as a function of internuclear distanceR (a.u.) at intensity
I D 2 � 1014 W=cm2 for a linearly polarized pulse, wavelength œ D 800 um
(¨L D 0:0567 a.u. £L D 2:67 fs) pulse duration five cycles. The circularly polarized
pulse is in the (x, y) plane of the molecule perpendicular to the internuclear (z) R
axis. The linearly polarized pulse has its electric field parallel or perpendicular to
the (z) R axis. The parallel linearly polarized pulse results (+) show two maxima
at œ D 800�m with ionization rates � 1 � 1013 s�1. Since Ip (H.1s// D 0:5 a.u.,
(2.9) predictsRc � 8 a.u. The first peak at R w 6 a.u. in Fig. 2.3 a.u. corresponds to
a photon resonance at energy � 10 eV for the ground ¢g (1s) to excited �u (1s)
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Fig. 2.3 Ionization rates for H2
C vs R for (i) I D 1014 W=cm2, linear polarization parallel to

R (z-axis): (a) (plus): � D 800 nm; (b) (open triangle): � D 1; 064 nm, and (c) (open circle):
� D 800 nm, perpendicular to R and (ii) I D 2� 1014 W=cm2, circular polarization in x–y plane,
� D 800 nm: (open diamond)

CR transition in H2
C [39–42]. Clearly, the region R 	 8 a.u. is dominated by

atomic transitions for perpendicular linear and circularly (}) polarized pulses which
are constant for large R. For parallel linearly polarized pulses the double CREI
maximum at 8 
 R 
 10 a.u. at œ D 800 nm (+) becomes a single maximum
at longer wavelength œ D 1; 064 nm (�) thus eliminating multiphoton resonances
and rendering the static model of (2.8)–(2.9) more rigorous. Thus in Fig. 2.3 clear
maxima at R D 6 a.u. with ionization rate � 1013 s�1 and R D 9 � 10 a.u. with
rate 2 � 1013 s�1 correspond to lifetimes of 
 100 fs with :I 0

p:s D 0:5 C 1
R
�

0:7 � 0:6 a:u: (� 20–16 eV’s)
The nonsymmetric HeH2C one-electron molecular system contrary to the sym-

metric H2
C system is influenced strongly by a permanent dipole moment in the

ground state configuration HeC (1s) HC which changes polarity in the first excited
state HeCC H (1s) following charge transfer [47, 48]. The resulting ionization
probabilities are illustrated in Fig. 2.4 at intensities I D 1015, 3 � 1015, and
5 � 1015 W=cm2 for CEP’s 	 D 0 and � , i.e., for Em > 0 and < 0, respectively.
As predicted by (2.10) and illustrated in Fig. 2.2, only for negative field Em < 0,
	 D  , the HOMO (HeC(1s)) and LUMO (H(1s)) cross, resulting in enhanced
ionization at 4 
 Rc 
 6 a.u. for intensities 5�1015 	 I 	 1015 W=cm2. Such field-
amplitude-dependent ionization rates demonstrate the importance of laser control
of charge transfer, CR, at high intensities in nonsymmetric molecules. Enhanced
ionization predicted theoretically [22–24] has been confirmed experimentally [21],
in diatomics and complex molecules [56]. Furthermore, such a quasistatic model
of Coulomb explosion of clusters [57] suggests that enhanced ionization may be
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a mechanism for laser fusion [58, 59]. In nonsymmetric molecules, the strong
orientation and CEP dependence of enhanced ionization as shown in simulations of
one-electron nonsymmetric molecular systems suggest applications in the control of
ionization of complex molecules [60], in the laser-assisted population inversion in
heavy ion collisions for X-ray laser production [61] and finally in the imprinting of
nanostructures in heteroatomic lattices with ultrashort intense few-cycle pulses [62].
With the extension of the CREI model to one-electron nonlinear molecules such as
H3

2C [63], multi-center systems [64] have predicted this nonlinear nonperturbative
phenomenon to be unique to molecules, i.e., over-barrier ionization results in
complete ionization at critical distances Rc. Nuclear motion of H2

C for which the
vibrational period ���10 fs has the tendency to “wash out” the double peak structure
of the ionization shown in Fig. 2.3 [65, 66]. Exact non-Born-Oppenheimer simula-
tions of one-dimensional one-electron model systems H2

C and H3
2C with quantum

moving nuclei show that coherent excitations of the HOMO and LUMO occur
during the nuclear motion at the critical distances Rc [67]. Such coherent efforts
during CREI resulting in two-surface electron population dynamics have been
observed recently by asec strobing [68] and modeled successfully with non-Born-
Oppenheimer electron—nuclear TDSE’s [69]. Such non-adiabatic simulations have
shown highly correlated electron-nuclear motion in dissociating H2

C [70] resulting
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in multiple ionization bursts on asec time scale due to strong field-modulated
diffraction effects [71] due to laser-induced electron diffraction, LIED [72].

2.3 Double Ionization in Strong Fields

In Sect. 2.2, we have described quasistatic above-barrier simple electron ionization
in one-electron molecules for which analytic models were obtained to derive
expressions for the critical distance Rc for CREI in symmetric molecules and
enhanced ionization in nonsymmetric molecules. Double ionization introduces a
new phenomenon—nonsequential double ionization, NSDI, observed as early as
1992 with optical tunnelling of He [73] and explained based on the 3-step model
of tunneling ionization, where electron propagation in an intense laser pulse is
followed by recollision with maximum energy 3:17Up [4]. Tunneling ionization
imposes the initial velocity condition Pz.t0/ D 0 at time t0. This model has been
generalized to nonzero initial velocity Pz.t0/ ¤ 0 where it was shown that the return
collision energy Ec never exceeds 3:17 Up i.e., Ec 
 3:17 Up [28]. Collision
with neighboring ions can, however, lead to energies exceeding Ec > 3:17 Up
and is R dependent [57, 74–76]. In such processes, charge transfer or ionic states,
such as HC H� in H2, OC O� in O2, produce very large transition moments
emphasized early by Mulliken [20]. Ab initio calculations of H2 in strong fields
have proven the existence of HC H� as a precursor to enhanced ionization [77–
79] as well as in the triatomic H3

C in its linear [80] and nonlinear [81] geometry.
1-D non-Born-Oppenheimer simulations of H2 have also identified the CR state
HCH� as an important doorway state in the Coulomb explosion of this system
[82]. The presence of a pair of electrons implies considerable electron correlation
in the nonlinear nonperturbative response of molecules to intense ultrashort pulses
[83–85]. However in molecules, charge transfer in ionic states such as HC H�
and OC O� as recently suggested in O2 time-resolved dissociative ionization [86]
implies dipole moments which will introduce large Stark-shifts in the molecular
potentials at high laser intensities. It was found earlier that the dipole moment
of asymmetric charge distributions interacts with intense external fields leading to
charge asymmetric dissociation of highly charged ions [87]. Ionization from these
asymmetric charge distributions can lead to shake up excitation of the remaining
bound electrons [88] by interaction with the ionized electron. CEP sensitivity
of these charge transfer, CR, processes has been now confirmed in dissociative
ionization of CO [89], and correlated two-electron ab initio calculations in H2 show
evidence of enhanced excitation in single and double ionization at the CREI critical
distance Rc [84]. Ionic states act therefore as doorway states for intense laser-
field-enhanced ionization of two-electron molecules. For H2, one must consider at
least the two electronic states, 1�g2.X1˙g

C/, 1¢g1¢u.B1˙u
C/ and 1¢u

2.E, F1˙q
C/

electronic configurations [77–79, 84]. The asymptotic dissociation products 	1, 	2,
and 	3 for these states are expressed in terms of 1s atomic orbitals a and b on each
H atom [90],
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	1.1; 2/ D Œa.1/ a.2/C b.1/ b.2/C a.1/ b.2/C b.1/ a.2/�=2; (2.11)

	2.1; 2/ D Œa.1/ a.2/ � b.1/ b.2/�=p2 (2.12)

	3.1; 2/ D Œa.1/ a.2/C b.1/ b.2/� a.1/ b.2/� b.1/ a.2/�=2 (2.13)

Both ground 	1 and excited 	3 states are linear combinations of ionic (aa, bb) and
covalent (ab) configurations whereas 	2 is purely ionic. The electronic transition
moments between these states are thus coupled by the same radiative matrix element
ER/
p
2 for a field strength E (intensity I D cE2=8 ). Diagonalization of the 3� 3

energy matrix yields readily the adiabatic energies and states [78]

"0 D 0; 	0 D Œa.1/ b.2/C b.1/ a.2/�=
p
2 (2.14)

"C D ER; 	C D b.1/ b.2/; (2.15)

"� D �ER	� D a.1/ a.2/; (2.16)

The ground state is 	� corresponding to the ionic state Ha
� Hb

C whose energy
agrees with the electrostatic energy of a charge displaced (transferred) through the
distance R by a field of amplitude E . The ionic states 	�, 	C acquire additional
Coulomb energy. Thus, if we consider the general charge transfer AqC AqC A.q�1/C
A.qC1/C, the initial total energy is

©q;q.R/ D �2Ip.q/C q2=R; (2.17)

where Ip(q) is the ionization potential of the ion AqC and q2/R is the ion–ion
repulsion. The final energy of the charge transfer state in the field E is

"q�1;qC1.R/ D �IP.q � 1/� IP.q/C .qC 1/.q � 1/=R � ER; (2.18)

and the energy difference is

�".R/ D �Ip � 1=R �ER; (2.19)

where�Ip D Ip.q/�Ip(q–1). The critical field strengthEc required for the crossing
of the covalent AqC AqC and ionic A.q�1/C A.qC1/C state at critical distance Rc is
determined from�".Rc/ D 0

Ec D .�Ip � 1=Rc/=Rc: (2.20)

Solutions of the TDSE for H2 in 1-D [78], and 3-D [84] show in fact that the ionic
state Ha

� Hb
C due to its large dipole moment indeed becomes the ground state for

fields E > Ec and that the ionic state created determines the ionization process.
In H2 since�Ip D Ip.H/�Ip.H�/ D 0:47 a.u., one obtainsRc D 5 a.u. at intensity
I D 1014 W=cm2 (E D 0:053 a.u.) in agreement with 3-D TDSE’s [84]. We note
that a similar model of charge transfer at critical distance Rc for critical fields Em
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applies to nonsymmetric molecules and is derived in [46] giving (2.10). The charge
transfer model for H2, (2.11)–(2.20), has been applied to linear H3

2C, H4
3C, H4

2C
[61], H3

C with static [80] and H3
2C [67] and H2 [91] with moving (non-Born-

Oppenheimer) nuclei. In the latter non-Born-Oppenheimer simulations, coherent
excitations of the HOMO and LUMO in the CREI region occur and influence both
the ATI spectra as well as the Coulomb explosion proton kinetic energies. The
presence of such charge asymmetric states has been shown to occur especially for
highly charged states at high intensities, I 	 5 � 1014 W=cm2 in I2 leading to both
charge symmetric and asymmetric dissociation products [87].

Non-symmetric molecules as discussed for the one-electron HeH2C have per-
manent dipole moments [47, 48] with the effect that enhanced ionization is CEP
sensitive as illustrated in Figs. 2.2 and 2.4. This effect persists in the two-electron
case [92], HeHC with the two configurations He–HC and HeC–H with dipole
moments 4R/5 and –R/5, respectively. In Fig. 2.5a we report the total single, PSI and
double, PDI, ionization probabilities at intensity I D 1015 W=cm2 and wavelength
œ D 800 nm (¨ D 0:057 a.u.), obtained by projection on all bound electronic
states. Figure 2.5b reports the accompanying single, PSE and double PDE, electron
excitations obtained by projecting the exact 6-D two-electron wavefunction on
appropriate field-free electronic states of the HeHC molecule [92]. Figure 2.5 shows
clearly enhancement of one-and two-electron ionizations and excitations at a critical
distance 3 
 Rc 
 4 a.u. We now use as in previous sections a simple quasistatic
one-electron approximation model to derive an analytical expression for Rc of
HeHC ionization in intense fields. At large R, the field-free one-electron ground
state energy level of HeHC becomes ©1 D �Ip.H/–Z1=R corresponding to He–HC
configurations [93]. The first excited state HeC–H has energy ©2 D �Ip.H/–Z1=R.
In the presence of a negative electric field, jEj, ©1 and ©2 are Stark-shifted via the
dipole moments of HeHC and HeCH respectively:

©1 D �Ip.He/ � Z2=RC .4R=5/jEmj (2.21)

©2 D �Ip.H/ � Z1=R � .R=5/jEmj: (2.22)

Setting Z1 D Z2 D 1 corresponds to the nuclear charges of HeC and HC. Crossing
of the two electronic states with energies ©1 and "2 occurs for negative Em since
Ip .He/ > Ip (H), resulting in efficient over-barrier ionization as in HeH2C [47].
This crossing defines the critical distance for enhanced ionization

Rc D .Ip.He/ � Ip.H//= jEmj ; (2.23)

as a function of the field Em. At intensity I D 1015 W=cm2, Em D 0:17 a.u. and
Rc D 3 a.u. in good agreement with Fig 2.5a [92]. Adding polarizabilities of He
and H as suggested recently [94] can be shown to have negligible effect. Equations
(2.21)–(2.22) show that it is the permanent dipole moment and the electric field
which dominate the nonlinear nonperturbative ionization of asymmetric molecules.
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Fig. 2.5 Ionization and excitation probabilities for HeHC as a function of internuclear distance R
at intensity I D 1015 W=cm2, ¨0 D 0:057 a:u. (� D 800 nm). (a) total single PSI and double PDI

ionization; (b) total single PSE and double PDE excitation

2.4 Coulomb Explosion Imaging of CREI in Triatomics

Time-resolved Coulomb explosion imaging (CEI) is now an established technique to
make molecular movies with sub-Angstrom spatial resolution and sub-5fs temporal
resolution [95,96]. CEI of diatomics has shown that molecular bonds stretch towards
a critical internuclear distance Rc discussed in the previous sections, where ioniza-
tion rates are greatly enhanced [21]. This also explains the explosion of large clusters
creating highly charged states [57] which can catalyze nuclear fusion [58, 59]. In
symmetric diatomics, one-electron systems such as H2

C=D2
C, the enhancement of
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ionization is explained in Sect. 2.2 as CREI in terms of charge resonance, CR, states
which are strongly coupled by the laser field at large internuclear distances called
critical distances Rc [21–24]. At such internuclear distances, the energy difference
between two CR states approaches the incident high intensity photon energy h�
giving rise to electron localization by creating a coherent superposition of opposite
parity states [67–71]. For triatomic molecules such as CO2, the experimental
confirmation of a critical geometry for CREI has been recently reported by CEI
[97]. Previous experimental results for CO2 [98, 99] have been compared to over-
barrier ionization models discussed for diatomics in previous sections. Numerical
simulations of nuclear motion on field dressed molecular potentials such as CO2

2C
but without ionization have revealed bending and symmetric stretching on a time
scale of � 100 fs [60]. Using 3-D ion momentum coincidence measurements of the
three-body dissociative ionization of CO2 to CO2

nC (n D 3 � 6) with few-cycle
linearly polarized 800-nm laser pulses, a systematic study of dissociative multiple
ionization dynamics has been achieved as a function of pulse duration [97]. This has
been supplemented by nonlinear nonperturbative time-dependent density functional
theory (TDDFT) calculations [100] allowing for the identification of the relevant CR
states and thus the underlying mechanism for CREI in CO2. It has been previously
demonstrated for diatomics that by using few-cycle pulses, CREI can be suppressed
since the molecular ion does not have time to reach Rc within the duration of the
pulse [101].

Figure 2.6 illustrates the kinetic energy release, KER of the charge state of CO2

as a function of pulse duration for the (1; 1; 1 � OC C CC C OC/, (1; 1; 2 �
OC–CC–O2C/, (1; 2; 2 �OC–C2C–O2C/, and finally, (2; 2; 2 �O2C–C2C–O2C)
channels. It is observed that the KER becomes significantly dependent on the pulse
duration only for the 4C and higher charge states. With 7 fs duration and for final
charge states higher than 3C, the observed KER is close to the value expected for
Coulomb explosion from the CO2 equilibrium geometry. For longer pulse duration,
the total KER impact decreases and becomes almost independent for pulse duration
� > 100 fs [97]. Similar results occur for the KER pulse duration of D2 with pulse
duration > 40 fs [101]. In the D2 case, the KER from Coulomb explosion becomes
independent of pulse duration once the molecular ion stretches to Rc where CREI is
known to be operative. Simulation of the Coulomb explosion of the (2, 2, 2) channel
using the measured moments and a numerical data inversion algorithm [102] allows
to retrieve the molecular structure at 7 fs, (<RCO> D 1:3 Å and <�OCO> D 168ı)
very close to the equilibrium geometry (<RCO> D 1:16 Å and <�OCO>/ D 172ı
[102]. For a pulse duration longer than 100 fs, the experimental observations lead to
a molecular structure of (<RCO> D 2:1 Å and <�OCO> D 163ı) at which CREI
occurs.

Since the mechanism for CREI relies on strong radiative interactions between
“frontier” orbitals (Sects. 2.2–2.3), HOMO’s and LUMO’s, nonlinear nonperturba-
tive TDDFT calculations for CO2 [100] have been used to calculate the ionization
rates and relevant electronic transition moments as a function of RCO for intensities
I D 8 � 1014 W=cm2, œ D 800 nm and £ D 6 optical cycles. The numerical
results are summarized in Fig. 2.7. In Fig. 2.7a, perpendicular and parallel to
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a
b

c

Fig. 2.6 Experimental kinetic energy release, KER, spectra as a function of laser pulse duration:
(a) ratio of KER vs energy at equilibrium (RCO D 1:16 Å/, (b) CC, and (c) OC: KER for
(1,1,1 charge state). Pulse duration and intensity: open square—7 fs, 5� 1014; open circle—35 fs,
5� 1014; open triangle—60 fs, 3 � 1014; inverted triangle—100 fs, 3 � 1014; open diamond—
200 fs, 3� 1014 W=cm2

Fig. 2.7 TDDFT simulations (a) total ionisation probability for parallel and perpendicular orien-
tations, (b) Energy gaps between KS orbitals, (c) transition moments (a.u.) for parallel transitions
as a function of RCO

laser polarization ionization rates confirm the dominance of parallel ionization.
Figure 2.7b shows the energy separation of relevant orbitals as a function of RCO.
and Fig. 2.7c reports the corresponding transition moments. Of note is that the
1�u (HOMO-2) ! 1�g (HOMO) transition behaves as a CR transition with a
transition moment which scales as RCO=2 between the antibonding 1 g and the
inner shell bonding 1 u. These two orbitals become nearly degenerate atRCO > 2 Å
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with an R/2 transition moment, a signature of CREI. Another similar dominant
CR transition is the 3¢u (HOMO-1) to 5¢g (LUMO). The numerical simulations,
limited to RCO 
 2 a:u: because of energy degeneracy of orbitals for large RCO:,
nevertheless show that it is the 3¢u orbital which contributes mostly to the ionization
as its density is mainly localized along the internuclear axis. Even though the
ionization potential Ip of the 3�u orbital is higher than that of the 1 g, its ionization
rate is larger due to its geometry, a general phenomenon at high intensities [100].

To summarize, as the CO2
3C breaks apart through dissociative ionization, the

numerical simulations confirm that the ionization rate increases rapidly when the
molecule is aligned along the laser polarization axis because of strong, nonper-
turbative radiative coupling of the main CR states, 3¢u ! 5¢g. The increasing
ionization rate, linearly varying transition moments and the increasing degeneracy
of orbitals as a function of RCO in Fig. 2.7 allow us to characterize the dynamics of
the dissociative ionization as due to CREI. This requires CO2

3C to stretch with a
time equal to or longer than 100 fs to the critical distance RCO > 2 Å. For shorter
pulses, CREI is suppressed due to less ionization at shorter distances.

In conclusion, in spite of highly nonlinear, nonperturbative response of molecules
to extreme intense electromagnetic pulses, simple classical models have been
the guiding models for understanding laser induced electron recollision, LIERC
[4, 28, 103] laser imprinting of nanostructures [62], molecular ATI [67], laser
induced electron diffraction LIED [72, 104], and charge-resonance-enhanced ion-
ization CREI, reviewed in this chapter. Other examples are HHG [76, 105],
time-resolved photoelectron holography [106] and in many cases, controlling the
physical processes that occur in this new nonperturbative highly nonlinear regime
of laser molecule interaction [107].
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Chapter 3
Ultrafast Optical Gating by Molecular
Alignment

Heping Zeng, Peifen Lu, Jia Liu, and Wenxue Li

Abstract Field-free alignment of gaseous molecules could function as an ultrafast
polarization optical gating with periodic revivals originated from quantum wakes
of the impulsively excited molecular wave packets. Recent experimental explo-
rations have revealed some unique applications of ultrafast optical gating from
pre-excited molecular rotational wave packets, such as molecular-alignment-based
cross-correlation frequency-resolved optical gating (M-XFROG) for ultrashort
pulse characterization, and molecular-alignment-based ultrafast optical imaging and
optical buffer with revivable optical storage in molecular rotational wave packets.
The M-XFROG technique employs the impulsive transient alignment of gaseous
molecules as a gate function to characterize the ultrashort pulse and exhibits
the advantage of no phase-matching constraint and applicability to pulses at any
wavelength ranging from ultraviolet to far-infrared. Ultrashort pulse meaurements
of ultraviolet pulse, supercontinuum pulse, optical parametric amplifier, and multi-
colored pulses were experimentally performed by using the M-XFROG technique.
Ultrafast optical imaging by periodic molecular alignment was also demonstrated,
involving the optical image storage in the pre-excited molecular wakes followed
by periodic readout and display. For diatomic molecules in air, both raised and
intagliated monochromatic images were observed with periodic revivals of aligned
molecules. Ultrafast time-encoded holographic-like imaging was realized to encode
the phase information of a three-demensional object in the molecular revivals.
The monochromatic images could be transformed into colorful optical imaging by
using a spatially chirped supercontinuum laser pulse to chromatically encode the
stored images with different colors at different delays with respect to the molecular
alignment revivals.

H. Zeng (�) � P. Lu � J. Liu � W. Li
State Key Laboratory of Precision Spectroscopy, East China Normal University,
Shanghai 200062, China
e-mail: hpzeng@phy.ecnu.edu.cn

K. Yamanouchi et al. (eds.), Progress in Ultrafast Intense Laser Science VIII,
Springer Series in Chemical Physics 103, DOI 10.1007/978-3-642-28726-8 3,
© Springer-Verlag Berlin Heidelberg 2012

47



48 H. Zeng et al.

3.1 Introduction

Field-free molecular alignment [1] with periodic revivals in response to quantum
wakes of molecular wave packets is achieved through impulsive rotational Raman
excitation by broadband ultrashort laser pulses. The periodic revivals originated
from the rephasing of the pre-excited rotational wave packets provide not only
field-free control on optical properties of the molecular gaseous medium but
also robust methods to reveal molecular dynamics and structures for molecular
physics and chemistry. So far, molecular alignment and orientation have sparked
ever-growing research interest in various related fields, such as full-dimensional
molecular manipulation [2], high-order harmonic generation [3], and molecular-
orbital reconstruction [4]. Viewed from their intrinsic mechanisms, aligned and
oriented molecular wave packets provide additional degrees of freedom to control
the interaction and propagation of ultrashort laser pulses, which have already been
demonstrated to bring about numerous intriguing applications in ultrashort pulse
compression [5], alignment-induced focusing/defocusing and spatiotemporal phase
modulation [6], central wavelength tuning of few-cycle ultrashort pulses [7], fila-
mented propagation of intense femtosecond pulses [8–10], and filament interaction
control. For instance, molecular alignment could facilitate intense femtosecond
filament length elongation, observable enhancement of broadband supercontinuum
generation, spatial regularization of multiple filaments, and so on.

After an advancing pump pulse excitation, the pre-aligned molecules evolve
periodically and consequently lead to a spatial and temporal-dependent refractive
index modulation. In particular, the ultrafast birefringence of the aligned molecules
could act as a transient wave plate to change the polarization of a following probe
pulse. Such a transient wave plate works with a period associated with the rephasing
time of the pre-excited molecular rotational wave packets. For practical applications,
this provides a new route to create an ultrafast polarization optical gating, which
could be demonstrated by experiments using the so-called weak field polarization
spectroscopic method. In this chapter, we review our recent experimental demon-
strations on ultrafast polarization optical gating induced by field-free molecular
alignment. The periodic revivals of the pre-excited rotational wave packets brought
about revivable ultrafast molecular gating for the probe pulses, without any further
requisite nonlinear couplings between the pump and probe pulses and accordingly,
the ultrafast molecular gating and its periodic revivals could be intrinsically regarded
as linear optical gating for the probe pulses. Such a linear ultrafast optical gating is
anticipated to support some unique applications, such as ultrafast optical switching
for weak pulses, ultrafast optical memories and revivable optical buffers, time-
encoding for ultrafast holographic processing of optical information, and so on.
Here, we review our experimental explorations on two alignment-relevant optical
gating techniques: molecular-alignment-based cross-correlation frequency-resolved
optical gating (M-XFROG) and ultrafast optical imaging by molecular alignment.
Unlike the conventional frequency-resolved optical gating (FROG) geometries [11]
based on nonlinear frequency mixing processes, no phase matching is required by
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M-XFROG as molecular alignment functions in principle as a linear optical gating
for the probe pulses, making M-XFROG a powerful technique for ultrashort pulse
measurement. As ultrafast gated imaging in aligned gaseous molecules follows the
periodic revivals of the pre-excited rotational wave packets, multiple functions such
as the image storage in molecular wave packets, time-division phase encoding,
periodic readout and holographic optical display are experimentally demonstrated.

3.2 Principle of Ultrafast Molecular Gating

3.2.1 Molecular Alignment Based Ultrafast Birefringence

A linear molecule exposed to a linearly polarized laser field can be approximately
modelled as a linear rigid rotor. As described in Fig. 3.1, the electric field EE of a
linearly polarized laser pulse is along the z-axis, ˛ is the molecular polarizability,
// and ? represent the directions parallel and perpendicular to the molecular axis,
and � is the angle between the molecular axis and polarization direction of the
pump pulse. According to the classical description, field-free molecular alignment
arises as follows. An ultrashort laser pulse imparts an instantaneous “kick” on the
molecules resulting in an induced dipole moment EP D Ę� EE which in return interacts
with the laser field EE Then, an angular-dependent potential energyU.�/ arises from
the interaction between the induced dipole moment and the pump pulse field, which
can be expressed as

U.�/ D � EP � EE D �1
2
E2Œ˛? C�˛ cos2 ��: (3.1)

Here, �˛ D ˛== � ˛? is the polarizability difference between the components
parallel and perpendicular to the molecular axis. Due to the nonzero polarizability
difference along different directions, the pump field delivers a torque proportional
to �dU=d� to the molecules and forces them to rotate toward the polarization
direction of the pump pulse. After the pump pulse excitation, the transient molecular
alignment periodically revives in field-free condition.

3.2.2 Dynamics of Molecular Rotational Wave-Packets

Quantum mechanically, a “kick” of the pump pulse creates a rotational wave packet
in the molecules. An ensemble of molecules which are initially randomly aligned
will preferentially align along the polarization direction of the pump pulse soon
after the “kick” However, along with the evolution of the rotational wave packet,
the molecules rapidly lose their macroscopic alignment due to dephasing of the
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Fig. 3.1 Geometry of a
prolate molecule in an
electric field E and impulsive
rotational excitation

rotational wave packet and subsequently keep in a state with an almost isotropic
angular distribution until the next revival occurs.

Before the excitation of the pump pulse, each molecule is assumed to be in its
ground state of angular momentum jJ;M i, where J D 0, 1, 2; : : :, and M D
�J ,�.J�1), : : :, J�1; J account for the orbital momentum and the corresponding
projection onto the symmetry axis of the molecule.

As shown in Fig. 3.1, when a molecule is off-resonant excited by a linearly
polarized laser pulse, the interaction of the laser pulse with the linear molecule can
be described by the effective Hamiltonian

H D H0 � 1
4
�˛E2 cos2 �; (3.2)

with the field-free Hamiltonian

H0 D B0J.J C 1/CD0J
2.J C 1/2; (3.3)

where B0 and D0 are the rotational constant and centrifugal distortion constant,
respectively.

The rotational wave function �.t/ of the impulsively excited molecules could be
derived from the Schrödinger equation [12]

i„@�.t/
@t
D H.t/�.t/: (3.4)

The molecular rotation state �.t/ can be expanded in the eigenstates as

�.t/ D
X

JM
CJM jJ;M i: (3.5)

During the excitation of the laser pulse, the molecular rotational states could be
calculated by numerically solving the time-dependent Schrödinger equation with
the Cranck–Nicholson method.
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After the impulsive Raman excitation, the population of each rotational state
continues to evolve in the fieldfree HamiltonianH0 as

�.t/ D
X

JM
CJM e�iEJ t jJ;M i; (3.6)

Where EJ D B0J.J C 1/ C D0J
2.J C 1/2 represents the eigenenergy of the

field-free Hamiltonian. With negligible rovibrational coupling (i.e. D0 � 0), the
field-free energy reads as EJ D B0J.J C1/. The molecular rotational states evolve
periodically as

�.t D �=B0/ D
X

JM
CJM e�iB0J.JC1/.�=B0/jJ;M i D

X

JM
CJMjJ;M i D �.0/:

(3.7)
This means the field-free evolution of any rotational wave packet exhibits a
periodicity Trev D �=B0, i.e., the rotational wavepacket exactly reproduces itself at
an integer multiples of the revival time, which accounts for the periodic revivals of
the molecular alignment after the extinction of the pump pulse. Note that the revival
period of the molecular alignment is determined by the rovibrational molecular
constant B0, independent upon the impulsive excitation pulses or initial thermal
population distribution or impulsively excited state coherence. Different molecules
thus exhibit their intrinsic revivals, while the time-dependent revival profiles are
closely related with the pump pulse intensity and duration and initial thermal
population on the rovibrational states. Moreover, as is well known, at rational
fractions of the revival time, fractional rotational revivals of the rotational wave
packets could also be observed [13]. The rational revivals typically occur at quarter,
half, three-quarters of the corresponding molecular revival

3.2.3 The Molecular Alignment Matrices

The degree of molecular alignment could be well characterized by the quan-
tity hhcos2 �ii; which is calculated by a double averaging procedure. First the
Schrödinger equation is solved for each initial molecular rotational state

j�.t D 0/i D jJ0M0i; (3.8)

and the time-dependent degree of molecular alignment is obtained from the
population CJM.t/ of each rotational state as

hcos2 �iJ0M0 D
X

J 0M 0;JM
C �
J 0M 0CJM jJ 0M 0i cos2 � jJM i: (3.9)

Then consider that the population of initial states follows the temperature-dependent
Boltzmann distribution

�.t D 0/ D
X

PJ0 jJ0M0ihJ0M0j; (3.10)
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Fig. 3.2 Typical calculated molecular alignment signal of N2

so the degree of molecular alignment during the field-free evolution is given by
further average of hcos2 �i

hhcos2 �ii D

P
J0
PJ0

J0P

M0D�J0
hcos2 �iJ0M0

P
J0
PJ0

; (3.11)

where PJ0 is the population probability of the rotational state J 0.
Figure 3.2 shows a calculated evolution of impulsive molecular alignment of N2.

It can be seen obviously that the revivals of transient molecular alignment occur
under the field-free condition after the pump pulse. The full revival period Trev is
8.38 ps for N2 and hence the alignment signal repeats every 8.38 ps. For randomly
oriented molecules, the average term hhcos2 �ii is equal to 1/3. The molecular
orientation tends to be parallel to the field polarization when hhcos2 �ii is greater
than 1/3, whereas smaller values indicate perpendicular orientation.

3.2.4 Weak Field Polarization Spectroscopic Technique

There are two main techniques widely used in the experimental measurements of
field-free molecular alignment. One is Coulomb explosion imaging [14, 15] and
the other is weak field polarization spectroscopic method [16, 17]. Throughout
this chapter, the alignment matrices are measured with the weak field polarization
spectroscopic method, which reveals polarization variation of a weak probe pulse
passing through prealigned molecules The intensity of the probe pulse is so weak
that it produces little influence on the prealigned molecules.

Figure 3.3 shows the typical experimental setup used in the weak field polariza-
tion spectroscopic measurements of molecular alignment. Femtosecond laser pulses
from a Ti:sapphire laser system are split into two beams: a strong pump beam for
aligning gaseous molecules and a weak probe beam for probing the periodic revivals
of molecular alignment after the pump beam. The polarization of the pump pulse is
set to be 45ı with respect to that of the probe pulse. The two beams are focused
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Fig. 3.3 Schematic of the experimental setup for molecular alignment measurement by using
weak field polarization technique. VA: variable attenuator; HWP: half-wave plate; P1 and P2:
polarizer

on the same point in the gas cell filled with gaseous molecules. The probe pulse
experiences polarization modulation when passing through the aligned molecules
due to the birefringence of the prealigned molecules. There are two polarizers (P1
and P2) with crossed transmission polarization laid before and after the gas cell in
the probe beam. Hence, there exists no probe light transmission though the polarizer
(P2) when the molecules are not aligned, whereas, a portion of the probe pulse can
be transmitted as a signal pulse due to the polarization modulation induced by the
aligned molecules. The intensity of the signal is determined by the degree of the
molecular alignment and the evolution of the signal reflects the field-free evolution
of the wave packets of the aligned molecules. Note that the measured signal is
proportional to .hhcos2 �ii � 1=3/2 rather than hhcos2 �ii

3.2.5 Alignment-Induced Polarization Optical Gating

In this section, we will demonstrate that femtosecond laserinduced molecular
alignment with periodic revivals can function as a revivable ultrafast polarization
optical gating owing to the birefringence of the aligned molecules.

3.2.5.1 Alignment-Induced Change of the Refractive Index

Field-free molecular alignment with periodic revivals gives rise to a variation of the
refractive index along the polarization direction, which can be expressed as [18]

�nR.r; t/ D 0:5.��˛=n0/.hhcos2 �ii � 1=3/; (3.12)

where t is the time delay after the excitation pulse � is the density of molecules,
and n0 is the linear refractive index. Hence, the refractive index varies with the
evolution of the molecular alignment. When hhcos2 �ii > 1=3, the molecules are
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Fig. 3.4 Schematic of birefringence induced by molecular alignment

preferentially aligned along the pump polarization direction, accompanied with an
increased refractive index along the polarization axis. When, the molecules are
preferentially aligned in a plane perpendicular to the pump polarization direction,
resulting in a decreased refractive index According to (3.12), the time-dependent
refractive index gives rise to ultrafast transient birefringence, linearly dependent
on the molecular alignment matrix. The ultrafast birefringence exactly follows the
molecular revivals.

As depicted in Fig. 3.4, when a probe pulse propagates through the prealigned
molecules, the crossed components parallel and perpendicular to the alignment
direction undergo different refractive indices and different phase velocities, leading
to a phase delay between the two components of the pulse. Thus the polarization
state of the probe pulse is changed. Therefore, the prealigned molecules function
analogously to a transient wave plate that can be used as an alignment-induced
polarization gating.

3.2.5.2 Alignment-Induced Spatiotemporal Phase Modulation

According to (3.12), the transient molecular alignment spatially and temporally
modifies the refractive index of the molecular gas, leading to a phase shift imposed
on the probe pulse. Essentially, it can be considered that the pump pulse, mediated
by the wake of the molecular alignment, induces a spatiotemporal cross-phase
modulation of the probe pulse.

After the impulsive excitation driven by the pump pulse, the transient molecular
alignment revives periodically in a field-free condition. As a consequence, a
properly matched probe pulse undergoes an additional nonlinear phase shift 'm
ascribed to the revivals of molecular alignment, corresponding to a spectral phase
modulation given by [6]

ı!.t/ D �@'m=@t � �@ın.t/=@t: (3.13)

Moreover, each revival of the transient molecular alignment can be considered as
an ultrashort optical gating. Owing to the recurrences of molecular alignment, the
alignment-induced polarization optical gating has a periodicity with the same period
as the revivals of molecular alignment.
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Fig. 3.5 Schematic representation of alignment-induced spatial cross (de)focusing

For a moderate intensity (an intensity below saturation of alignment), the degree
of the molecular alignment .hhcos2 �ii�1=3/ almost depends on the pump intensity
linearly Thus, the refractive index profile induced by molecular alignment follows
the spatial profile of the pump pulse. Consider a pump pulse with a Gaussian-shaped
spatiotemporal beam profile as shown in Fig. 3.5, the degree of molecular alignment
in the central part of the pump beam is larger than that in its periphery since the
intensity is higher in the center, resulting in a deeper modulation of the refractive
index of the corresponding molecular gas. So when the orientation of the molecules
is parallel to the polarization of the pump pulse, the refractive index increases more
in the center than in the periphery, equivalent to a convex lens. On the contrary, when
orientation of the molecules is perpendicular to the polarization of the pump pulse,
the refractive index decreases more in the center than in the periphery, equivalent
to a concave lens. Correspondingly, a probe pulse properly matching the parallel
or perpendicular orientation of the molecules during the revival will experience an
additional cross focusing or defocusing effect. Therefore, the spatial distribution of
aligned molecules causes a refractive index gradient that can be considered as an
all-optical-controlled lens and interestingly, it is spatiotemporally modulated in a
field-free way around the molecular revivals.

To conclude, we demonstrate that transient molecular alignment could function
as a revivable ultrafast polarization optical gating based on the birefringence of
the aligned molecules, providing a new route to ultrafast optical gating. In the
following sections, two applications of the molecular alignment optical gating will
be presented.

3.3 Molecular-Alignment-Based Cross-Correlation
Frequency-Resolved Optical Gating

3.3.1 Frequency-Resolved Optical Gating

Consider an ultrashort pulse with a time-dependent component expressed as

E.t/ D Re
np

I.t/ exp.i!0t � i'.t//
o
; (3.14)
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Fig. 3.6 Schematic of the intensity autocorrelator, where pulse duration could be measured from
the time-correlated intensity profiles, while no pulse phase information could be revealed and no
direct measurement of electric fields could be reached

where !0 is the carrier frequency and I.t/ and '.t/ are the time-dependent intensity
and phase of the pulse. So full characterization of ultrashort pulses needs detailed
information of the intensity and phase of the pulse.

Autocorrelator is commonly used in time-domain characterization of a pulse,
which involves overlapping two split pulses with variable delays in an instanta-
neously responding nonlinear optical crystal. The typical autocorrelator employs a
setup as shown in Fig. 3.6, where the pulse duration could be measured from the
time-correlation of the intensity profile of the pulse to be measured.

In a typical intensity autocorrelator based on second harmonic generation, by
measuring the signal with the time delay � , intensity correlation can be obtained
from

A.t/ D
Z C1

�1
I.t/I.t � �/ dt : (3.15)

The auto-correlation signal could reveal the pulse duration with some preknowledge
of the pulse profile. While A.t/ contains only the pulse intensity profiles, no
phase coherence could be deduced. Accordingly, the standard autocorrelators
merely provide pulse duration measurement from the time-correlated pulse intensity
profiles rather than direct measure of the electric fields.

Compared with the autocorrelator, the FROG technique solves the phase-losing
problem and provides a straightforward and complete temporal measurement of an
ulrashort pusle. To date, the FROG technique has been one of the most popular and
robust methods for full characterization of ultrashort laser pulse.

As shown in Fig. 3.7, the FROG technique is quite simple to implement in
experiments. The experimental setup is almost the same with the intensity autocor-
relator. The main difference is the signal collection. FROG collects a spectrogram
by spectrally resolving the gated pulse versus the time delay, as illustrated in
Fig. 3.8a. The intrinsic mechanism of FROG thus involves optically gating a target
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Fig. 3.7 A schematic of FROG based on second harmonic generation, which involves gating the
pulse with a variably delayed replica of itself in a nonlinear optical medium and spectrally resolving
the gated pulse versus delay

Fig. 3.8 (a) A typical FROG trace and (b) Schematic presentation of the gate

pulse (i.e., the pulse to be measured) with a variable time-delayed gate function
in a nonlinear optical medium, as schematically shown in Fig. 3.8b. After the
spectrogram measurement, FROG relies on a mathematical retrieval of the electric
field amplitude and phase for the pulse to be measured from the spectrogram by a
retrieval algorithm.

As schematically presented in Fig. 3.8b, the signal pulse (the gated pulse) in the
time domain can be given by

ESig.t; �/ D ETarget.t/G.t � �/ (3.16)
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Table 3.1 Various FROG schemes with the corresponding optical nonlinearities involved in the
measurement

where ETarget.t/ is the electric field of the target pulse to be measured and G.t–�)
is the gate function with respect to the time delay � . Figure 3.8a shows a typical
FROG trace obtained by spectrally resolving the signal pulse versus delay, which
can be generally written as

IFROG.!; �/ D
ˇ
ˇ
ˇ̌
Z 1

�1
ETarget.t/G.t � �/ exp.�i!t/ dt

ˇ
ˇ
ˇ̌
2

: (3.17)

If G.t/ is a function of ETarget.t/ itself, it is called FROG technique; if not, it
is termed as cross-correlation frequency-resolved optical gating (XFROG), which
is usually preferable to gate the target pulse with a known or different pulse. As
summarized in Table 3.1, a variety of geometries have been developed for FROG
measurements for different specific applications, such as the polarization gating
[19], self-diffraction [20], second harmonic (SH) generation [21], third harmonic
(TH) generation [22], and transient grating [23] geometries. Table 3.1 also lists
various FROG geometries and the related optical nonlinearities involved for the
electric field characterization.

Generally speaking, a nonlinear optical crystal is required in nonlinear
frequency-mixing of gate and target pulses. Such nonlinear interaction unavoidably
sets some limitations for ultrashort pulse measurement, such as attainable phase-
matched spectral bandwidth, group-velocity mismatch, frequency conversion
efficiency, transparent spectral range of the crystal, and material-dispersion induced
broadening of the target pulses. The standard FROG technique is limited by some
practical issues as follows:

• Measurement sensitivity is limited due to the requisite optical nonlinearity in
coupling the target and gate pulses and sufficiently high signal to noise ratio for
spectrogram signal required by FROG retrieval algorithm. Nonlinear interaction
usually requires sufficiently strong input pulses, and it becomes quite difficult to
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get FROG signals for too weak target pulses. The FROG retrieval algorithm needs
a sufficiently high signal to noise ratio for the FROG spectrogram, otherwise the
retrieved electric field might deviate from the target pulse and yield a meaningless
FROG retrieval.

• Phase-matching spectral band limits the maximum spectral bands that can be
measured by FROG. This becomes extremely serious when few-cycle femtosec-
ond pulses or ultrabroadband supercontinuum pulses are concerned. The FROG
implementation actually needs critic optical designs to extend the measurable
spectral bands, such as ultrathin nonlinear crystals, achromatic phase-matching
conditions, and so on.

• Material dispersion sets a temporal limit for FROG as a large dispersion may
distort the temporal profile for ultrashort pulses. The temporal resolution of a
standard FROG is restricted by the dispersion and thus pulse profile distortion
from the nonlinear optical crystals where the target pulses have to interact with
the gate pulses.

• Nonlinear optical process limits the specific working wavelength range of the
standard FROG. This limit mainly comes from the fact that the phase matching
condition is only fulfilled at a specific wavelength range of the target pulses. As
the central wavelength of the target pulses is tuned beyond the working range,
FROG needs to change the nonlinear optical crystals with corresponding changes
of the whole optical setup. It is still a challenge to make a single FROG to cover
a broadband working range for central wavelength tunable target pulses.

All the above limitation actually comes from the requisite nonlinear coupling
between target and gate pulses. If a process works with a linear process instead of a
nonlinear process, the target pulse could thus be gated with an improved sensitivity,
and accordingly, no phase matching is required as optical gating works without
nonlinear processes. To extend its applicable spectral range, we need an optical
gating process to work efficiently in gating target pulses at arbitrary wavelengths
from UV to far infrared. In addition, negligible dispersion should be accompanied
with the optical gating process, which should be better implemented in gas rather
than optical crystals. The key question of practical importance is whether it is
possible to realize a FROG based on a linear process applicable from UV to far
infrared. As well demonstrate in what follows, impulsive alignment of gaseous
molecules can function as linear optical gating for ultra-broadband pulses or tunable
pulses from UV to far infrared.

3.3.2 XFROG by Molecular Alignment Optical Gating

Due to the quantum beatings of the rotational wave packets of the impulsively pre-
excited molecules, there are periodic revivals of molecular alignment parallel or
perpendicular to the polarization of the pump pulse after the excitation. As we have
mentioned, for a probe pulse precisely matched in time domain to any revival of
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the transient molecular alignment, it can feel the birefringence effect of the aligned
molecular and consequently its polarization state would be changed. This provides
a route to develop a new XFROG geometry for ultrashort pulse measurement by
using the molecularalignmentinduced optical gating as a gate function. As compared
with the conventional FROG geometries, the molecular-alignment-gated XFROG
utilizes the transient molecular alignment as a gate and makes no use of any
nonlinear crystal for nonlinear frequency conversion. M-XFROG exhibits quite a lot
of distinguished advantages that make it work as a robust technique for ultrashort
laser pulse measurement. Note that the gating process of the M-XFROG can be
carried out in a gaseous medium such as air, which makes the implementation
of M-XFROG quite convenient. In particular, the gaseous molecules induce quite
low dispersion to the target pulse as compared to the nonlinear optical crystals.
This facilitates direct electric field characterization of ultrabroadband pulses or few-
cycle pulses with negligible distortion from the measurement processes. Although
the molecular alignment is intrinsically a nonlinear process, the gating process on
the target pulse is indeed linear and adds no phase information to the gated slice of
ETarget.t/, and accordingly, no phase-matching is required in molecular-alignment-
based linear gating. Ultrashort pulses at any central wavelengths in the transparent
range of the gases can in principle be measured by using M-XFROG. The linear-
gating process in principle sets almost no intensity constraint on the target pulse as
the molecular gating only depends on the pre-excited molecules driven by the pump
pulses and its revivals occurs as long as the target pulse is properly matched in the
revival periods, and thus ultrashort pulses of quite weak intensity can be measured.

Figure 3.9 presents the schematic of the M-XFROG which uses transient molec-
ular alignment as an optical gating based on the weak field polarization technique.
A target pulse successively passes through two crossed polarizers placed before and
after the molecular gas (e.g., air) so that no signal pulse transmits in the case of
random alignment. A linearly polarized pump pulse is set to be 45ı with respect
to that of the target pulse. These two pulses are spatially overlapped where the
optical gating process occurs. After the pump pulse excitation, the time-dependent
gate is created essentially on the basis the transient birefringence of the aligned
molecules. When the target pulse is properly tuned to match with a revival of the
transient molecular alignment, aligned molecules act as a transient wave plate [24]
and the gating process takes place linearly by means of rotating the polarization
of the target pulse which is analogous to the cross-correlation polarization-gating
FROG in bulk media. Consequently, a portion of the target pulse transmits through
the polarizer as a signal pulse and is then sent to be spectrally resolved versus delay
by a spectrometer to form an M-XFROG trace.

In principle, any revival of the transient molecular alignment can be used as a
gate function. We used the molecular alignment around zero time delay as a gate
since the signal of molecular alignment reaches its maximum soon after the pump
pulse excitation. The width of the molecularalignmentinduced gate is related with
the bandwidth of the excitation pulse, molecular gas temperature and molecular
species.
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Fig. 3.9 Schematic of molecular-alignment-based frequency-resolved optical gating (M-XFROG)

Fig. 3.10 Schematic of the generalized projection iterative algorithm

The XFROG spectrogram obtained from the experiment provides immediate
qualitative information of the target pulse such as the central wavelength, spectral
bandwidth, and chirp of the pulse. In order to further reveal the details of the
unknown target pulse ETarget.t/ from the measured M-XFROG trace, an iterative
Fourier-transform algorithm with a generalized projection method is implemented
[25]. As shown in Fig. 3.10, the retrieval procedure runs as follows. For the
first projection, the trace signal ESig.t; �/ is constructed as a convolution of a
guessed electric field ETarget Guess.t/ and the input gate function G.t/. And then,
ESig.t; �/ is Fourier-transformed with respect to t to obtain the QESig.!; �/ since
the XFROG trace is given as a function of ! and � . Next, QESig.!; �/ is fit to
the XFOG trace by replacing its amplitude with the square root of the measured
M-XFROG trace IXFROG.!; �/, keeping the phase unchanged. After that, the
modified field QESig.!; �/ is transformed back to time domain by inverse Fourier
transform to obtain a new trace signal E 0

Sig.t; �/ for the next projection.
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Fig. 3.11 (a) Numerically constructed XFROG trace from an assumed negatively chirped Gaus-
sian pulse of 40 fs (FWHM) and a molecular alignment gate of 200 fs (FWHM). (b) Retrieved
XFROG trace. (c) Comparisons of temporal intensity and phase between the input and retrieved
pulses

In order to find a proper new E 0
Target.t/ for the next generalized projection, a

distance metric is defined as

Z D
NX

i;jD1

ˇ̌
ˇE 0

Sig.ti ; �j /� E 0
Target.ti /G.ti � �j /

ˇ̌
ˇ
2

: (3.18)

The iterative process is repeated to minimize Z with respect to E 0
Target.t/ until the

XFROG trace error reaches an acceptable minimum [11].
To evaluate the validity of our retrieval algorithm for the XFROG trace, a

FROG trace was numerically constructed according to an assumed pulse, and then
a retrieved pulse was obtained from the FROG trace by our retrieval algorithm.
The input and retrieved pulses shown in Fig. 3.11 clearly confirms the capacity and
validity of the retrieval algorithm for ultrashort laser pulse measurement.

3.3.3 Experimental Results by M-XFROG

Unlike the conventional FROG geometries, no nonlinear crystals are required by
the M-XFROG so that it shows unique features for ultrashort pulse characterization.
A series of experiments were carried out to measure the UV, tunable OPA and
supercontinuum (SC) pulses by using the M-XFROG, indicating that the molecular-
alignment-gated XFROG is a powerful technique for the measurement of ultrashort
laser pulses at any wavelength ranging from UV to far infrared.

Figure 3.12 presents experimental results of the measurements for weak UV
pulses around 267 nm (third harmonic, TH) and 200 nm (fourth harmonic, FH).
It can be seen from the results that ultrashort extreme UV pulse can be fully
characterized by M-XFROG [26, 27]

Furthermore, experimental measurements of optical parametric amplifier (OPA)
pulses at 400, 550, and 700 nm were shown in Fig. 3.13, which demonstrate that
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Fig. 3.12 Measurements of UV pulses by M-XFROG. (a) and (d) are measured XFROG traces.
(b) and (e) are the retrieved temporal intensity and phase.(c) and (f) are the measured and retrieved
spectra of the target pulse. TH: third harmonic; FH: fourth harmonic
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Fig. 3.13 M-XFROG for the measurements of OPA output at 400 nm, 550 nm and 700 nm.
(a), (d) and (g) are the measured M-XFROG traces. (b), (e), and (h) are the retrieved M-XFROG
traces. (c), (f), and (i) are the retrieved temporal intensity and phase of the target pulses

the molecular-alignment-induced optical gating is applicable for arbitrary central
wavelengths from UV to infrared.

Full diagnose of a complex weak ultrabroadband supercontinuum pulse is still a
tough task up to now because of the broadband phase-matching restriction. Recently,
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Fig. 3.14 M-XFROG for the measurement of SC pulses. (1a), (1b), and (1c) are experimental and
retrieved results for the positively chirped SC pulse, respectively, corresponding to the measured
M-XFROG trace, the retrieved temporal intensity and phase, and the measured and retrieved
spectra. (2a), (2b), and (2c) are experimental and retrieved results for the compressed SC pulse
by using two pairs of chirped mirrors, respectively, corresponding to the measured M-XFROG
trace, the retrieved temporal intensity and phase, and the measured and retrieved spectra

a method has been proposed to achieve broadband phase matching by angle-
dithering a thin nonlinear crystal [28]. For a direct comparison, M-XFROG exhibits
obvious convenience in measuring supercontinuum pulses since no phase matching
is required [29]. Figure 3.14 presents our experimental and retrieved results for
a positively chirped supercontinuum pulse and a compressed supercontinuum
pulse by using two pairs of chirped mirrors. It was clearly demonstrated that the
M-XFROG can be not only used to characterize the complex long pulse but also
versatile for diagnosis of ultrashort laser pulses in various spectral regions.

Interestingly, M-XFROG was further demonstrated to be available for simultane-
ous measurement of pulses consisting of different wavelengths at one spectrogram
and additionally figure out the time delay between the pulses [27]. It should be
pointed out that these different pulses should be controlled to have the same
polarization in the practical measurements. In our experiment, a target pulse
composed of 267 nm (third harmonic, TH) and 800 nm (fundamental wave, FW)
pulses was measured and the results are shown in Fig. 3.15

3.3.4 Discussions on M-XFROG Applicability

During the practical applications, some important issues must be pointed out and
discussed. Some critic concerns on the M-XFROG applicability and influence from
nonlinear effects other than molecular alignment are summarized as follows:



3 Ultrafast Optical Gating by Molecular Alignment 65

Fig. 3.15 M-XFROG for the simultaneous measurement of pulses at 267 nm (TH) and 800 nm
(FW). (a) The measured M-XFROG trace containing SH and FW pulses. (b) and (d) are retrieved
M-XFROG trace and temporal intensity of the SH pulse. (c) and (e) are retrieved M-XFROG trace
and temporal intensity of the FW pulse

• The reliability of the M-XFROG was confirmed by a good agreement among
the results obtained with M-XFROG, auto-correlation (AC) measurement, and
spectral phase interferometry for direct electric field reconstruction (SPIDER)
[27]. Even the ultrashort pulse with duration smaller than the gate width can
be characterized by the M-XFROG, it was experimentally demonstrated that the
M-XFROG could be used to measure few-cycle pulse of � 12:8 fs [29].

• The contribution of the instantaneous Kerr effect during the pulse duration to the
gate function was as small as compared with the molecular alignment effect [30]
and it was also experimentally confirmed by our experiments [31, 32].

• The wavelength response, acquired by comparing the directly measured spectrum
of the supercontinuum pulse and the time marginal of the M-XFROG trace
(Fig. 3.16b), has been investigated in our experiment for wavelength calibration
[29], as shown in Fig. 3.16c.

• As shown in the inset of Fig. 3.16d, the modulation efficiency, defined as a ratio
of the pulse energy of the portion of the target pulse with polarization modulation
to that of the whole input target pulse, presents a nearly linear response to
the incident power. Meanwhile, the modulation efficiency exhibits a nonlinear
increase with the increase of the excitation pulse intensity, mainly due to the
saturation of the molecular alignment.

• The molecular- alignment-induced gate is insensitive to the slight fluctuation
of the excitation pulse. As shown in Fig. 3.16e, we assumed three different
excitation pulses with the same power but different pulse duration and peak
intensity. The corresponding induced molecular alignment gate is shown in
Fig. 3.16f; a clearly similar gate strongly supports the claim of the insensitivity of
the molecular-alignment-induced gate and thus enables a robust measurement of
the ultrashort target pulse with no requisite strict control on the pump excitation.

• There should be a limit of the lowest intensity of the pulse that can be
resolved in the practical experiment condition. The sensitivity is estimated to
be � nJ by considering that the spectrometer sensitivity (�100 photons/count),
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Fig. 3.16 (a) Schematic of the SC pulse measurement. (b) The directly measured spectrum of the
supercontinuum pulse and the time marginal of the M-XFROG trace. (c) Wavelength response of
the M-XFROG. (d) The molecular-alignment-induced polarization rotation efficiency as a function
of the excitation intensity. Inset: example power variation of the polarization modulated pulse as a
function of incident pulse power. (e) Three different excitation pulses with different pulse durations
and temporal profiles. (f) Simulation of the molecular alignment signal for three different excitation
pulses illustrated in (e).

the extinction ratio of the polarizer (�1:10�6/, the transmittance of the optical
component (�50%), as well as the modulation efficiency [29]. High sensitivity
can be obtained with a high-sensitivity spectrometer, high-transparency optical
components, and high-degree aligned molecules.

In a brief summary of this section, a robust FROG technique based on molecular
alignment, dubbed as M-XFROG, could be readily realized for full characterization
of the electric fields for long broadband supercontinuum pulses, ultrabroadband
ultrashort few-cycle pulses, or ultrashort pulses tunable from UV to far infrared.
Inherited from its intrinsic mechanism based on linear optical gating with quantum
beatings of the impulsively excited molecular rotational wave packets, M-XFROG
exhibits various advantages such as linear optical process through polarization
rotation with ultrafast molecular gating, “real” gate function as the molecular
gating contains no additional phase, applicability to arbitrary wavelength pulses
as no phase matching is required, improved sensitivity for weakintensity field
characterization, low dispersion in molecular gas as compared to crystals in the
standard FROG, low absorption in air for a wide transparent range, convenient
performance in air for any wavelength of target pulses, and insensitive to the small
fluctuation of the pump pulse. Although the molecular alignment gate is usually
a few hundred femtoseconds depending on the molecular species and pumping
laser field, such a long gate function works in characterizing ultrashort pulses
since a double iterative Fourier-transform algorithm is implemented in retrieving
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both the molecular gate and target pulse. For a target pulse shorter than the gate
width, the molecular alignment gate is effectively sliced by the target pulse. As the
time-dependent molecular gate is created essentially on the basis the transient
birefringence of the aligned molecules, the gating process takes place by rotating
the polarization of the target pulse with a polarization rotation linearly dependent
upon the transient molecular alignment. The target pulse transmission through
the alignment-induced transient wave plate is thus spectrally resolved versus the
time delay with respect to the time-dependent profile of the transient molecular
alignment. As we demonstrated experimentally, the M-XFROG could be used to
measure few-cycle pulses.

3.4 Ultrafast Optical Imaging by Molecular Alignment

In this section, ultrafast transient molecular alignment is further explored for the
ultrafast optical image processing, involving optical image storage in the created
molecular wakes and subsequently periodic readout and display. As compared with
the well-developed LCD technology [33, 34], this all-optical imaging technology is
implemented with quantum wakes of gaseous molecules in air, presenting multiple
functions such as the image storage, time-division phase encoding, periodic readout
and all-optical display.

From the fundamental point of view, optical image processing with molecular
alignment makes use of the alignment-induced spatial cross focusing or defocusing
effects, as illustrated in Fig. 3.17a. The aligned molecules change the local refractive
index and their spatial distribution enforces an inhomogeneous change of the
refractive index, giving rising to spatial focusing (defocusing) for the probe pulse
delayed respectively at parallel (perpendicular) alignment revivals. Interestingly, the
alignment-induced spatial (de)focusing evolves by closely following the molecular
revivals. Using the experimental setup shown in Fig. 3.17b, one can simply monitor
the cross-focusing or defocusing of a collinearly propagated probe pulse at different
time delays to get a perfect measurement of the alignment matrix. This measurement
can readily distinguish the molecular alignment direction (parallel or perpendicular)
by measuring the field-free cross-focused or cross-defocused probe pulse intensity
around the central part (shown in Fig. 3.17a). Using this technique, we actually get a
signal proportional to .hhcos2 �ii�1=3/ rather than .hhcos2 �ii�1=3/2 obtained in
the weak-field polarization spectroscopic method [31]. The detailed description of
the direct measurement method and the corresponding experimental results can be
found in [31]. As the measurement actually captures the spatial profiles at different
delays, i.e., the dynamic evolution of the captured spatial profiles of the probe pulses
after the pre-excited molecular wave packets, this technique can be well extended
to ultrafast optical image processing. For optical image processing, the gated spatial
focusing or defocusing of the probe beam could go a little bit further by writing in
the pre-excited molecular rotational wave packets some spatial patterns (revivable
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Fig. 3.17 (a) Molecular-alignment-induced spatial cross focusing and defocusing. (b) The exper-
imental setup for monitoring the cross focusing or defocusing of a collinearly propagated probe
pulse at different time delays to get a perfect measurement of the alignment signal

optical image storage) and then reading the storage according to the alignment-
induced spatiotemporal modulations (at the molecular revivals).

As schematically depicted in Fig. 3.18, this ultrafast optical imaging technique
relies on the weak field polarization technique. A writing pulse (pump pulse) with
image information is firstly sent to excite the gaseous molecules and encode the
image information in the aligned molecules by creating molecular wakes in space
according to the image. After the writing pulse excitation, the pre-excited rotational
molecular rotational wave packets of the impulsively excited molecules as storage
of image information evolve in free field, presenting periodic revivals of transient
molecular alignment. The prealigned molecules act as an ultrafast wave plate by
rotating the polarization state of a reading pulse (probe pulse) when the reading
pulse time matches the revival of transient molecular alignment. As a result, the
image is recovered as the transmission through the polarizer. Moreover, the stored
image information can be read out at a desired revival time in respect that the
transient molecular alignment revives periodically after the writing pulse excitation.
Interestingly, a raised image is obtained at the in-phase revival of molecular
wakes based on a cross focusing effect of the parallel aligned molecules while an
intagliated image emerges at the antiphase revival of molecular wakes based on a
cross defocusing effect of the perpendicularly aligned molecules as shown in the
inset of Fig. 3.18.
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Fig. 3.18 Schematic of ultrafast optical imaging by using molecular-alignment-induced optical
gating. A series of predicted output images corresponding to various typical revivals of a calculated
molecular alignment are presented in the inset. r-pulse: reading pulse; w-pulse: writing pulse; CCD:
charge-coupled device

Experimentally, the writing pulse was at first spatially shaped by passing through
a mask with image information and then stored the image information in the
created molecular wakes by impulsively aligning the diatomic molecular in air.
The polarization of the writing pulse was set to be 45ı with respect to the reading
pulse. The transmission direction of the polarizer was rotated to be orthogonal to
the polarization of the input pulse. Then the succeeding reading pulse was sent to
read stored image information from the molecular wakes at a desired time matched
to periodic revivals of molecular-induced optical gating. After the polarization
modulation by the molecular-induced optical gating, the reading pulse was analyzed
with a polarizer, whose transmission direction was first set to be orthogonal to the
polarization of the input reading pulse. At the output of the 4f-configuration imaging
system, the output images were recorded by CCD. Our experiments were carried out
around zero time delay where the molecular alignment signal was strongest due to
the combined alignment effects of both nitrogen and oxygen molecules in air.

Figure 3.19 shows the experimental results of the monochromatic optical imaging
of the imprinted images. Due to the cross (de)focusing effect [24,35] induced by the
transient molecular alignment at the corresponding revival time, both the raised and
intagliated images were captured with CCD, which shows a good agreement with
the predicted output in Fig. 3.19. Here, images with intensities greater and weaker
than the background are presented in white and black colors, respectively.

In order to further develop the ultrafast optical imaging technique based on
the molecular alignment, a capacity analogous to holographic imaging [36, 37]
was explored to reveal the phase information of a three-dimensional (3D) object.
As shown in Fig. 3.20, a transparent glass plate is applied to induce phase infor-
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Fig. 3.19 Experimental results of monochromatic imaging by molecular alignment. (a) The
captured monochromatic images at the time delay when the reading pulse is tuned to match various
revivals of the molecular alignment as labeled in (b)(i). (b) The simulated revivals of the molecular
alignment of the diatomic molecules in air (i), and the integrated intensity of the imaged characters
versus the time delay of the reading pulse (ii)

Fig. 3.20 Schematic of the writing and reading schemes for holographic-like imaging

mation of the image so that the image is considered as a 3D one. The writing
pulse carries the phase information in the form of a relative time delay between
the different spatial parts of beam induced by passing through the glass plate or
not. So the phase information is encoded on the aligned molecules by creating
spatiotemporal modulations in molecular rotational wakes, realizing a time-division
encoding of the phase information of the 3D object.

Figure 3.21 presents an intuitive interpretation of the mechanism of the
holographic-like imaging readout. The gray and black calculated molecular align-
ment signals with a time delay account for the evolutions of the molecular alignment
induced by the different parts of the writing pulse with and without passing through
the glass plate. So by tuning the reading pulse to match the time delays from the case
a to f, the two different parts of the character “C” with and without glass plate are
read out by the reading pulse at different time delays. Hence, the phase information
can be extracted from the time delay between the cases a and b. In addition,
a raised image or an intagliated image is displayed corresponding to its matched
revival of transient molecular alignment.
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Fig. 3.21 Schematic of holographic-like imaging readout by molecular alignment. The black and
gray lines are the calculated signal of the molecular alignment with and without glass plate

Fig. 3.22 Experimental results of holographic-like imaging by molecular alignment. (a) The
captured images of a three-dimensional object at various revivals of the molecular alignment [as
labeled in (b)(i) and (b)(ii)]. The phase information is induced by a transparent glass plate after the
mask. (b) The integrated intensities of the imaged characters versus the time delay of the reading
pulse for the object parts without (i) and with (ii) an inserted glass plate

In the experiment, a 500-�m-thick glass plate was inserted as a phase plate
to introduce phase information into the image. Half of the writing pulse was
modulated by passing through the glass. Figure 3.22 presents the experimental
results of holographic-like imaging by molecular alignment. The shift delay induced
by inserting the glass plate can be easily obtained as � 1 ps from the curve
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Fig. 3.23 Schematics of the positively chirped SC pulse generation from the gas cell (a) and after
a chirp compensation by a pair of prism (b) in the colorful imaging by molecular alignment.

of molecular revivals, indicating that effective thickness of the glass plate is
� 300�m. Therefore, by extracting the phase information in a way as the time-
phase tomography, this ultrafast optical imaging by molecular alignment exhibits a
capacity of 3D imaging.

A colorful display capacity can also be expected of this ultrafast optical imaging
by molecular alignment. A supercontinuum pulse with a covering spectral range
from near infrared to UV is generated by focusing a weak fundamental-wave pulse
into a gas cell filled with atomic Xe at a pressure of 2 atm [38], as shown in
Fig. 3.23a, which is applied as the reading pulses. Due to the normal dispersion
of the gas and optical components, the red-frequency components of the generated
supercontinuum pulse are temporally advancing as compared with the blue ones,
i.e., the supercontinuum pulse directly from the gas cell is positively chirped in
spectrum. Accordingly, monochromatic images of different colors can be obtained
by tuning different temporal slices of the reading supercontinuum pulse to match
the transient molecular alignment revivals.

The actual displaying of colorful images required the temporal chirp of the
reading supercontinuum pulse to be compensated so that different colors can
simultaneously match the molecular alignment. Here, as shown in Fig. 3.23b, a
pair of Brewster prisms are used to introduce a negative dispersion and therefore
compensate the temporal chirp of the supercontinuum pulse. Above all, either
monochromatic displays of different colors or colorful images of spatially resolved
colors could be realized by matching the temporally or spatially chirped supercon-
tinuum reading pulse to experience molecular rotational wakes.

Figure 3.24 shows the experimental results of colorful imaging by molecular
alignment. The supercontinuum pulse used as a reading pulse covers an ultra-
broadband spectral range from 350 to 890 nm, as shown in Fig. 3.24a(ii). Due
to normal dispersion, the generated supercontinuum pulse directly after the gas
cell is positively chirped. As a result, as presented in Fig. 3.24c(i), (ii), and (iii),
monochromatic images in different colors of red, orange, and green could be
obtained when the time delay of supercontinuum reading pulse was tuned with
its temporal slices of A, B, and C (labeled in Fig. 3.24b) matched the molecular
alignment, respectively. By compensating the temporal chirp, the supercontinuum
pulse and meanwhile spatially dispersing different colors, as shown in Fig. 3.24c(iv),
real colorful images were obtained with colors ranging from orange to green,
which accounts for the transmitted spectrum as shown in Fig. 3.24a(ii) (solid
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Fig. 3.24 Colorful imaging by molecular alignment. (a) The picture of the generated supercontin-
uum beam profile (iii) and the spatially dispersed one (i). (ii) The spectra of the SC reading pulse
with (solid curve) and without (dashed curve) temporal chirp compensation. (iii) The picture of
the spatially dispersed supercontinuum pulse after the Brewster prism pair (see Fig. 3.23b), whose
temporal chirp is compensated. (b) The temporal profile of the generated supercontinuum pulse
from the gas cell with the redder frequency components are advancing with respect to the bluer
ones. (c) The monochromatic images in different colors when various time slices of the positively
chirped supercontinuum pulse [as labeled in (b)] is tuned to match the molecular alignment (i, ii,
iii). (iv) The real colorful images when a chirp compensated supercontinuum pulse (see Fig. 3.23b)
is used as the reading

curve). Furthermore, it is also possible to selectively display the colorful images by
manipulating the spatially dispersed supercontinuum pulse at the end of the prism
pair, which should be similar to flip the micromirrors for the laser television [39].
With the supercontinuum laser pulse as the reading, the colorful imaging is the
real spectral color rather than the conventional red–green–blue mode in the LCD
technology.

To sum up for ultrafast optical imaging we demonstrate that molecularalignment-
based ultrafast optical imaging and spatiotemporal gating could support robust
optical image storage in impulsively excited molecular rotational wave packets.
Since optical images encoded in the molecular rotational wave packets could be
read out by the use of reading light pulses delayed around the periodic revivals
of the molecular alignment, the revivable optical storage equivalently functions as
a regenerative optical buffer Note that the optical image storage in the molecular
wave-packets could be decoded with ultrashort pulses of different center wave-
lengths in the spectral range from near infrared to ultraviolet, the readout could
display either monochromatically by selecting the reading pulse wavelength or
chromatically in real spectral colors by using ultrabroadband supercontinuum pulses
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rather than the red-green-blue mode in the conventional LCD display. Furthermore,
periodic readout of the molecular wakes could be controlled in time and spectral
domains to facilitate ultrafast and spectrum-resolved decoding of the optical image
storage in the molecular wave packets. Interestingly, by using a spectrally chirped
supercontinuum pulse as the reading pulse, the readout exhibits time-coded colors
at different delays, and the readout image becomes spatially resolved for different
colors if the reading pulse is spatially chirped. Accordingly, we further demonstrate
that broadband supercontinuum reading pulses of proper spatial or temporal chirps
could support time-gated displays in various colors. As the optical image is stored
in the spatial distribution of the impulsively excited rotational wave packets of
air molecules, the stored optical images could be spectrally resolved by properly
matching the temporally chirped supercontinuum reading pulse to experience the
molecular wakes, and a spatially chirped supercontinuum pulse could decode the
stored image in spatially resolved colors. In addition to the well-revealed molecular-
orbital reconstruction, few-cycle pulse generation, ultrashort pulse compression,
and molecular-alignment-based cross-correlation frequency-resolved optical gating,
the revivable optical imaging storage in response to the quantum wake of the
impulsive rotational excitation is anticipated to stimulate promising applications of
optical image processing ultrafast optical buffer, time-encoded and spectral-resolved
holographic imaging, as well as regenerative optical storage.

3.5 Conclusions

In summary, we have experimentally demonstrated that femtosecond laserinduced
transient molecular alignment with periodic revivals can function as a revivable
ultrafast polarization optical gating based on the birefringence of the aligned
molecules. Due to the quantum beatings of the rotational wave packets of the impul-
sively pre-excited molecules, there are periodic revivals of molecular alignment
parallel or perpendicular to the polarization of the pump pulse, corresponding to
a time-dependent modulation of refractive index. A properly timedelayed probe
pulse can experience the ultrafast birefringence effect when propagating through
the aligned molecules. Furthermore, the alignment-induced spatiotemporal phase
modulation has been investigated including the field-free cross (de)focusing induced
by the spatial distribution of molecular alignment and nonlinear phase modulation
arising from the time-dependent alignment revivals

A molecular-alignment-based cross-correlation frequencyresolved optical gating
(M-XFROG) technique was demonstrated by using the transient molecular align-
ment as the ultrafast optical gate. A series of measurements of ultrashort pulses
with wavelength ranging from UV to infrared were performed by the M-XFROG
technique. We have demonstrated that unlike the conventional nonlinear frequency
mixing process based FROG geometries, no phase-matching is required by the
M-XFROG technique. Hence, the M-XFROG is a robust technique which can be
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used to characterize ultrashort laser pulses with lowintensity and broadband spectral
range

As another application of ultrashort polarization optical gating, we have experi-
mentally demonstrated an all-optical ultrafast imaging technology by using transient
molecular alignment. Molecular rotational wakes with periodic revivals were
explored for ultrafast optical image processing with multiple functions such as
image storage, all-optical display, periodic readout, and time-division phase encod-
ing. It was demonstrated that either raised or intagliated monochromatic images
can be obtained at various revivals of time-dependent molecular alignment. Fur-
thermore, both holographic-like imaging which reveals the phase information of a
three-dimensional object and a colorful optical imaging by using a supercontinuum
laser pulse as the reading pulse are presented.
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Chapter 4
Experiments in Population Trapping in Atoms
and Molecules by an Intense Short Laser Pulse

S.L. Chin, A. Azarm, H.L. Xu, T.J. Wang, M. Sharifi, and A. Talebpour

Abstract This chapter discusses some experimental manifestations of interference
stabilization or population trapping in atoms and molecules during the filamentation
of strong 800-nm femtosecond laser pulses propagating in air and other gases.
Particular emphasis is given to nitrogen molecules whose fluorescence induced by
the 800-nm pump is probed respectively by 400 nm, 1,338 nm and THz radiations.
Fluorescence enhancement and reduction were observed under different probe
conditions and at the revival times of the rotational wave packet of nitrogen. Pop-
ulation trapping in the Rydberg states of the molecule is central to the explanation
of these observations. We conclude that population trapping through interference
stabilization in the multiphoton regime is a universal phenomenon in atoms and
molecules in intense laser fields. This includes the excitation of super-excited states
of molecules.
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and Optics, Université Laval, Quebec City, Qc G1V 0A6, Canada

State Key Laboratory on Integrated Optoelectronics, College of Electronic Science
and Engineering, Jilin University, Changchun 130012, China
e-mail: huailiang@jlu.edu.cn

A. Talebpour
Center for Optics, Photonics and Laser (COPL) & Department of Physics, Engineering Physics
and Optics, Université Laval, Quebec City, Qc G1V 0A6, Canada

Qvella, 9133 Leslie St, Suite 110, Richmond Hill, On, Canada L4B 4N1
e-mail: samadt@novxsystems.com

K. Yamanouchi et al. (eds.), Progress in Ultrafast Intense Laser Science VIII,
Springer Series in Chemical Physics 103, DOI 10.1007/978-3-642-28726-8 4,
© Springer-Verlag Berlin Heidelberg 2012

79



80 S.L. Chin et al.

4.1 Introduction

This chapter attempts to explore and expand on an exceptional idea proposed by
Fedorov and co-workers [1–3] in 1988, namely, the interference stabilization of
atoms in a strong laser field. Interference stabilization of Rydberg states of an
atom results in the trapping of population in some long-lived Rydberg states. Using
the idea of dynamic resonance, we observed population trapping in atoms and
molecules in 1996 [4, 5]. We try to apply this idea to some molecules in some
recent experimental observation of population trapping during filamentation of an
intense femtosecond laser pulse in gases, air in particular. One can imagine that a
probe laser pulse of different wavelengths would be able to ionize some of these
long-lived trapped Rydberg states through one photon absorption. So far, 400 nm,
1,338 nm and even THz (terahertz) pulses were used successfully as probes to
ionize the trapped Rydberg states of nitrogen molecules and other gases. Based
on our current understanding of population trapping and the super-excited states
of molecules pumped by intense femtosecond laser pulses [6–11], we propose that
using intense femtosecond laser pulses, the excitation of super-excited states of
molecules is mainly due to population trapping. This statement and hence Sect. 4.10
represent our original idea which was not published elsewhere. Consequently, a
universal interaction process emerges. When a molecule, no matter how large or
small it is, interacts with a short intense laser pulse, there is a probability of trapping
some population in some of its Rydberg states and/or super-excited states through
interference stabilization.

4.2 Qualitative Physics of Population Trapping

Interference stabilization or population trapping in the context of this work pertains
to the interaction of an atom or a molecule with a strong laser field in the
multiphoton regime. Interference stabilization was first proposed by Fedorov and
Movsesian in 1988 [1]. Essentially, when an atom prepared in a highly excited state
(e.g. a Rydberg state) interacts with a short intense laser pulse, there is a probability
that the atom resists being ionized and is trapped in a neighbouring Rydberg state
in the strong laser field. We refer to Fig. 4.1 for a brief explanation according to
Fedorov [3].

An electron of an atom is prepared in a Rydberg level “En” (n� 1). The atom
sits in a strong laser field. Ionization takes place by absorbing one photon h� into the
continuum. However, in the strong broadband radiation (short laser pulse duration),
there is a probability that the continuum be coupled to a neighbouring Rydberg
state, say, “En�1” inducing a downward transition through a Raman-type process
resulting in a coherent repopulation of Rydberg levels. This up and down transition
is called a ƒ-type transition. Level “En�1” could in principle be coupled again to
the continuum by absorbing a photon h� of the laser field. This would constitute
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Fig. 4.1 A schematic diagram showing the basic idea of interference stabilization or population
trapping à-la-Fedorov [1, 2]

interference of the transitions into the continuum from the two different Rydberg
states related to the same electron wave function if the following condition is
fulfilled, that is, if the width, � , of the ionization probability density curve dw.n/

dE
(Fig. 4.1) is large enough so that

� 	 En �En�1 (4.1)

Here, E is the photoelectron energy and w.n/, the ionization probability from level
“En.” The width � is given by the Fermi golden rule in the ionization rate [3]:

� D �
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ˇ
ˇ
ˇ EdE;n � E"0

ˇ
ˇ
ˇ
2

; (4.2)

where EdE;n is the bound-free matrix element of the dipole moment and E"0 is
the field strength of the laser pulse. Under the condition of (4.1), the curves of
the ionization probability density, dw.n/

dE , with different n would overlap and interfere
(see Fig. 4.2). It can be seen from (4.2) that � is proportional to the square of
the laser field strength and hence proportional to the laser intensity. Thus, the higher
the intensity is, the larger is the bandwidth � . Consequently, the overlap would be
larger and it would be more probable that interference of the two transitions occurs.
It turns out that the interference is destructive [1–3], resulting in some population
being “trapped” in level “En�1.” This means stabilization (or the resistance to
ionization).

Before ending this section, it is worth mentioning that the neighbouring levels
could be any pair which satisfies the conditions of (4.1) and (4.2). They do not
have to be En and En�1. In general, all the Rydberg states would interact with all
states of the continuum in the strong laser field [3]. No theory is known yet that
gives a clear criteria on the intensity at which trapping would occur or how trapping
and ionization compete with each other. However, according to the currently known
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Fig. 4.2 Condition for interference stabilization: overlap of the ionization probability curves

theories [1–3, 15] and experiments [4, 5, 12–14], within a certain intensity range
below the saturation intensity, population trapping/interference stabilization would
certainly occur. So far, interference stabilization theory has not yet taken into
account at higher intensity at which phenomena such as above threshold ionization
become important, etc. (Fedorov, private communication, 2011). Thus, through
our physical “intuition”, at higher intensity, we could say that the coupling of
the dynamically resonant Rydberg states with the continuum would become much
stronger than the trapping process. This was observed in our previous experiments
[4, 5, 14] where the signature of trapping disappears at higher intensity near the
saturation intensity (see next section and Figs. 4.4 and 4.5).

4.3 Previous Experimental Observation

The existence of stabilization was experimentally proved in the most unambiguous
way by De Boer et al and Hoogenraad et al. in 1993 and 1994 [12, 13] according
to the scheme sketched in Fig. 4.1. Ne and Ba atoms were prepared in a Rydberg
state and interacted with a strong ps (picoseconds) laser pulse. Resistance of
ionization (stabilization) was observed by measuring the decrease in the electron
yield when the laser intensity was increased [12, 13]. Later, in our laboratory in
1996, we observed this phenomenon in “an indirect but interesting way” according
to Fedorov [3], namely, through multiphoton dynamic resonance and trapping [4,5].
The latter observation and interpretation [4, 5] lead to our current interpretation
of new trapping events at high gas pressures. We shall thus give a more detailed
description of this latter idea before dealing with the current experimental work.
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Fig. 4.3 Dynamic resonance induced population trapping

The idea is based upon multiphoton dynamic resonance with Rydberg states
of an atom in a strong femtosecond laser pulse (Fig. 4.3). A ground state atom
interacts with an intense femtosecond laser pulse in the multiphoton regime (left
part, Fig. 4.3). The Rydberg states and the ionization limit will undergo Stark
shifts equivalent to the ponderomotive shift of the ionization limit or continuum
as the intensity of the laser pulse increases towards its maximum. (Note that the
ponderomotive shift is proportional to the intensity.) Some Rydberg states would
undoubtedly be shifted into a dynamic multiphoton resonance with the laser field
as the intensity increases. This is indicated by the horizontal dashed line linking
the end of the next to last photon absorption (left part of the figure) to the shifted
Rydberg level in the oval area, which is enlarged in the inset. When this dynamic
resonance occurs, a significant population will be excited into the continuum (due to
resonant ionization). However, adopting Fedorov’s idea of interference stabilization,
a downwardƒ-type transition in the strong field would favour the trapping of some
population into neighbouring Rydberg states. This would invariably occur because
the bandwidth of the femtosecond laser pulse is very large so that the ionization
probability density curves (see Figs. 4.1 and 4.2) from the two adjacent Rydberg
levels (Fig. 4.3, inset) would overlap, resulting in a destructive interference. When
this occurs, the ionization probability at this particular intensity would be less
than what should have been without trapping. Because there are many Rydberg
states below the ionization continuum, dynamic resonance of the laser with these
states would occur over a range of intensity. Indeed, we observe this reduction of
ionization probability over a range of intensity not only in the case of atoms [4, 5]
such as Xe and Kr (Fig. 4.4) but also in simple molecules [4, 5, 14] such as CO
and N2 (Fig. 4.5). It is evident that each ionization yield curve shows some “kinks”
indicating trapping at the lower intensity ranges, that is, in the multiphoton regime.
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Fig. 4.4 Ion yield versus intensity of laser field for XeC (open square) and KrC (solid square)
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In all these results, the signature of trapping (slope reduction in the ion yield
vs intensity plots) disappears at higher intensities. For example, in the case of
Xe (Fig. 4.4), above about 5 � 1013 W=cm2, the curve becomes smooth, indicating
that trapping is reduced significantly. This could be roughly explained as follows.
At higher intensities, dynamic resonant ionization would become dominant when
competing with trapping. Thus, there is less trapping.

4.4 Physical Picture of Molecular Trapping

We propose in this section a physical picture of population trapping in molecules
similar to that in an atom shown in Figs. 4.1 and 4.2. Essentially, we could consider
that multiphoton transition in a molecule is instantaneous similar to that in an
atom. This means that the transition in a molecule is vertical (Born-Oppenheimer
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Fig. 4.6 Schematic showing the idea of population trapping taking place during an instantaneous
vertical multiphoton transition in a molecule. During the interaction, a dynamic resonance takes
place between the ground state and a Rydberg state. From here, trapping occurs in further vertical
transition as shown in the oval area similar to the case of an atom

approximation) such that the internuclear distance is not yet changed. This is shown
in Fig. 4.6. On the left hand side of the figure is shown a multiphoton transition
from the ground electronic state towards the ionization limit vertically (at the
same internuclear distance). We do not show the ionization channel in the figure
for clarity. During the instantaneous vertical multiphoton transition, a dynamic
resonance similar to the case of an atom is assumed to have taken place between
the ground state and a Rydberg state. From there, trapping in a Rydberg state occurs
in further vertical transition as shown in the oval area on the right hand side similar
to Figs. 4.1 and 4.2 in the case of an atom.

4.5 More Recent Work in Trapping

Recently, there is a renewed interest in stabilization physics with numerical simu-
lation (see, e.g. [15] and references therein). Another interesting observation is that
in the tunnelling regime at higher intensities, trapping was also observed [16–18].
It was called frustrated tunnel ionization [16]. In our recent study of filamentation
science in air, we found that population trapping in the multiphoton regime can
easily be observed indirectly through dynamic resonances. In what follows, we
shall report some recent experimental results showing that trapping of population
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in the multiphoton regime occurs in an intense femtosecond Ti-sapphire laser pulse.
The trapped population is probed by pulses of very different frequencies, namely,
terahertz, infrared and visible.

4.6 Probing Population Trapping in Nitrogen
Using 400 nm Pulses

Trapping of population of nitrogen molecules by intense near-infrared 800-nm laser
pulses was already observed in [12,13] at very low pressure. We try to probe this in
a filament in air at one atmospheric pressure using 400-nm blue laser pulses [19].
Figure 4.7 shows the signal intensity of the fluorescence from (a) the first negative
system of NC

2 (B2†C
u –X2†C

g transition) (391-nm band) and (b) the second positive
system of N2 (C3…u–B3…g transition) (337-nm band) as a function of the delay
time between the fundamental 800-nm laser pulse and the blue 400-nm probe pulse.
Spatial superposition of these two pulses was checked with overlap in the far-field
while temporal superposition was checked by observing the diffraction pattern of
the 400nm probe beam due to the pump-laser induced plasma. Positive delay time
indicates that the probe pulse is behind the pump pulse. The spectra were taken
using a spectrometer coupled to an ICCD camera. The data were averaged over
100 laser shots. Because at atmospheric pressure both the lifetimes of neutral and
singly charged nitrogen molecules are in the range of hundreds of ps to a few
ns [20], the time interval of the ICCD gate was set to 20 ns that is long enough
to add up all the fluorescence in the temporal domain. (Note that the ICCD gate
delay time was opened 3 ns before the laser pulse arrived at the interaction zone.)
It should also be emphasized that when the 400-nm probe pulse is used alone,
no fluorescence signal could be detected. It can be clearly seen from Fig. 4.7 that
when the 800-nm pump and 400-nm probe pulses are temporally overlapped, that
is, the delay time �t � 0, the fluorescence signals at 391 nm and 337 nm are
both increased. It was shown in our previous studies [20] that the 337-nm band
is dominantly populated by the dissociative recombination through the following
processes: N2

C C N2 ) N4
C; N4

C C e ) N2.C3…u/ C N2 at atmospheric
pressure. That is, the 337-nm signal is related to the ionization probability, which is
the same as the origin of the 391-nm signal; the latter being the result of multiphoton
or tunnel ionization of inner-valence electrons of neutral nitrogen molecules [21].
The more ionization there is, the more there will be fluorescence in the 391-nm
band and the 337-nm band. Therefore, in the following, we only focus on the
fluorescence emission of the B2˙u

C state of N2
C at 391 nm in order to understand

the experimental observation.
The enhancements of the fluorescence emission from the B2˙u

C state of N2
C

at 391 nm can be ascribed mainly to two processes. The first is the two-colour
ionization enhancement of N2

C when the pump and probe pulses were temporally
overlapped (Fig. 4.8, process b) [14]. The second process is due to the ionization
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Fig. 4.7 Femtosecond filament-induced fluorescence emission at (a) 391 nm and (b) 337 nm as a
function of time delay between the 800-nm pump and 400-mm probe pulses
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Ionization potential

Ground state

1338 nm 0.93 eV

800 nm 1.55 eV
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Fig. 4.8 Excitation schemes of nitrogen molecules with (a) the 800-nm laser only, and (b) the
superposed 800� nm C 400� nm and (c) 800� nm C 1338� nm laser pulses

of the aligned nitrogen molecules. Air molecules can be aligned into molecular
rotational wave packets by the 800-nm pump pulse [14]. In the case of nitrogen
molecules, they take roughly 70–100 fs to make the wave packets aligned parallel
to the polarization of the pump pulse. At this time, the pump pulse (50 fs) is gone.
When the probe pulse whose polarization is parallel to that of the pump overlaps
with the aligned wave packet, enhanced ionization of the trapped Rydberg states
would occur, resulting in more ionization and, hence, more fluorescence. The broad
width of the enhanced fluorescence peak extending to nearly 200 fs seems to support
this delayed fluorescence, which could not be resolved currently because both the
pump and probe laser pulses have pulse durations of about 50 fs.
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Fig. 4.10 Fluorescence signal of the first negative system of NC
2 at 391 nm and the second positive

system of N2 at 337 nm versus delay time with corresponding plano-convex lenses whose focal
lengths are indicated and positive delay times mean probe pulses are behind pump pulses. The
experiment was done in atmospheric pressure air

There would also be contribution of trapping due to the overlapping between the
pump and the probe (see, e.g. Figs. 4.3 and 4.6). This would occur when the 400-
nm probe induces a dynamic resonance with some of the Rydberg states followed
by a ƒ-type transition (trapping). However, the latter (Fig. 4.9a) is a higher order
process than the ionization enhancement process (Fig. 4.8, process b) and is thus
negligible.

Meanwhile, the 800-nm pump could also induce a trapping (Fig. 4.9b). The
trapped population could then be ionized by the probe pulse. This enhanced
ionization process is of higher order than the direct enhancement by the 400-nm
probe (Fig. 4.8, process b), and its contribution could be considered minor.
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Fig. 4.11 Observed fluorescence signal at 337 nm of neutral nitrogen molecules versus delay time
in the vicinity of the full revival period of nitrogen. The focal length of the focusing lens is 30 cm

Moreover, when the pump and probe pulses are well separated by many
picoseconds with the probe following the pump, the fluorescence signals at both the
391 nm and 337 nm persist at specific intervals corresponding to the fractional and
full revival times of nitrogen’s rotational wave packet (Fig. 4.10) [14]. At specific
revival time such as the full revival time at 8.4 ps, one can see that the nitrogen
fluorescence at 337 nm follows faithfully the rotational change of the wave packet
(Fig. 4.11). The reason why the fluorescence follows the rotational wave packet’s
revival many ps after the pump pulse is long gone is due to trapping. The
probe pulse ionizes the trapped states in nitrogen molecules. Between the revival
times, there is a background enhancement that does not show any structure.
At the revival positions, the probe pulse’s linear polarization is alternatively
parallel and perpendicular to the aligned molecular wave packets. When they
are parallel, the ionization probability is higher [22], resulting in more 337-nm-
fluorescence than the background enhancement. When they are perpendicular,
the probability of ionization is smaller [22] and the fluorescence is lower than
the background enhancement. Another reason for this is that the probe pulse
experiences an increase of index of refraction when its polarization is parallel
to the aligned molecules, while the index is decreased when the polarization
is perpendicular [23]. The index increase (or decrease) would result in more
focusing/guiding (or defocusing) of the probe into (from) the rotating molecular
zone. This means the probe intensity is higher (or lower) in the filament zone
giving rise to more (or less) ionization of the trapped states. In addition, the
anisotropy of the emitted fluorescence of molecule with respect to the align-
ment may influence the signal detection. Considering the nitrogen molecules
as radiating dipoles, one expects radiation minimum parallel to the molecular
axis and maximum perpendicular to the axis. For randomly oriented molecules,



90 S.L. Chin et al.

0.85

0.90

0.95

-400 -200 0 200 400

0.85

0.90

0.95

S
ig

na
l I

nt
en

si
ty

 (
a.

u.
)

Delay time (fs)

a

b

Fig. 4.12 Femtosecond
filament-induced fluorescence
emission at (a) 391 nm and
(b) 337 nm as a function of
time delay between the
800-nm pump and 1330-mm
probe pulses

the detected fluorescence signal represents an average. In this experiment, the
detection direction is perpendicular to the laser propagation axis and parallel
to the pump and probe polarization axis. Hence, the detected fluorescence is
minimized when the molecules are aligned and maximized when the alignment
direction is perpendicular to the observation axis. These would explain the oscil-
latory signature of the fluorescence in Fig. 4.10. More detail can be found in
[14].

4.7 Probing Trapping in Nitrogen Using 1,338 nm Pulses

Trapping of population of nitrogen molecules by intense near-infrared 800-nm laser
pulses in a filament was also probed by using 1338-nm infrared laser pulses [19].
Spatial superposition of these two pulses was checked with overlap in the far-
field while temporal superposition was checked by a four-wave mixing (4WM)
process between the infrared 1338nm probe beam and the pump: two photons of
800 nm were mixed with one infrared photon (2¨800 � ¨ir) leading to a yellowish
emission [24]. In this case, as shown in Fig. 4.12, the fluorescence signals at 391 nm
and 337 nm are both found to be decreased significantly. The decrease of the
fluorescence emission of N2

C at 391 nm when applying the infrared 1,338-nm light
as the probe is explained by population trapping as described by the processes in
Figs. 4.3–4.5. A similar enhancement of ionization process by the 1,338 nm pulse
would also occur (Fig. 4.8, process c). However, this being a higher order process
than trapping (Fig. 4.9c) could be neglected; that is, its contribution to fluorescence
enhancement is negligible while trapping dominates, giving rise to a decrease of the
fluorescence shown in Fig. 4.12.
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Fig. 4.13 Measured fluorescence spectra versus THz electric field. Major fluorescence lines
are labelled. To create plasma, 100�J was used. The THz pulse was 1 ps behind the plasma
pulse (Adapted with permission from [25] ( c� 2009 APS), image courtesy of J. Liu, Rensselaer
Polytechnic Institute, Troy, New York)

4.8 Probing Trapping in Nitrogen and Other Gases
Using THz Pulses

Recently, the group of X-C Zhang has done a series of experiments using THz pulses
to enhance the fluorescence from the filaments inside various gases [25–27]. In the
case of air, a strong picosecond THz pulse was sent into the filament prepared by a
pump pulse at 800 nm (80 fs), and the nitrogen fluorescence (see Sects. 4.6–4.8)
from inside the filament was enhanced [25, 26]. The enhancement followed faith-
fully the change of the THz field giving rise to a new technique for remote stand-off
detection of THz pulses in air (Fig. 4.13). This is a manifestation of enhanced
ionization by the THz pulse through field ionization of the trapped Rydberg states
of nitrogen molecules prepared by the filamenting intense 800-nm pulse.

Further interesting experiment was done by Zhang’s group [27] when strong
ps THz pulses were used to probe the filament zones pumped by the focused
800 nm/80 fs pulses in inert gases (Xe, Kr, Ar and Ne) at various pressures
ranging from one atmosphere to a few tens of Torrs and in some hydrocarbon
gases (CH4, C2H6, C3H8, C4H10/ at low pressures, a few Torrs. Enhancement of
the characteristic fluorescence from all these gases was observed. (We like to point
out that, in this series of experiments, there should be no filamentation because the
peak power of the pump laser was only about 1 GW or less, lower than the critical
power for self-focusing in these gases. But because of this, it gives an advantage to
the experiment in the sense that by increasing the pump pulse’s energy, the intensity
inside the focal zone can be increased because there is no intensity clamping).

In the case of inert gases, the fluorescence is believed to have arisen after
ionization and recombination between the electrons and the positive ions in the
plasma. The recombination fluorescence would be enhanced if more ionization
would occur. The THz pulse was doing just that; that is, ionizing the trapped states of
the atoms. What was interesting was that when the laser intensity was increased by
increasing the pump energy, the enhancement of fluorescence decreased (Fig. 4.14).
This means that there is less trapping when the pump intensity is higher. This was
already observed by us [4, 5] and is emphasized at the end of Sect. 4.3.
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Fig. 4.14 Pulse energy
dependence of relative
enhancement of Ar 763-nm
fluorescence line in the THz
field of 100 kV/cm (Adapted
with permission from [27]
( c� 2010 IEEE), image
courtesy of J. Liu, Rensselaer
Polytechnic Institute, Troy,
New York)

In the case of hydrocarbons, the fluorescence from the fragments has been
observed by our group in our study of remote sensing of pollutants in filaments
[28–30]. In the case of CH4, we have identified that the fragmentation was due to
the excitation of super-excited states of the parent molecules, which “immediately”
decayed into the excited fluorescing fragments [7]. Although the precise molecular
upper-excited states are not yet known for hydrocarbons, many of the super-excited
states of complex molecules are believed to be those Rydberg states converging
to excited ionic states of the parent molecules [31]. Thus, the THz pulses might
have enhanced the fluorescence of the fragments through ionizing the trapped
states, which also decay into the same fragment channels. The above statement is
only a speculation. More studies need to be carried out in order to understand the
interaction physics.

4.9 Trapping: A Universal Phenomenon for All Atoms
and Molecules Including Biomolecules

Summarizing the above experimental observation, evidence of population trapping
was shown in some atomic and simple (diatomic) molecular systems. Such trapping
takes place principally in highly excited and Rydberg states where the density of
states is high as the theory predicted. Probing of the trapped states has been done by
measuring the electron yield [12, 13], the ion yield [4, 5, 14] and the high harmonic
generation [4, 5] as well as probing the fluorescence yield using probe pulses of
very different frequencies (THz, IR and visible) [14, 19, 25–27]. We would deduce
that because any atom and molecule, including more complex molecule, possesses
highly excited states and Rydberg states, the consequence of its interaction with a
short intense laser pulse would result in some trapping (interference stabilization).

The conditions for trapping when an atom or a molecule in the ground state
interacts with an ultrafast intense laser pulse are the following. The intensity should
be reasonably high so as to be able to pump them into the ionization continuum.
Natural or dynamic resonance with some Rydberg states would have occurred.
Because the intensity is high, the probability of ƒ-type transition would occur, and
the width, � , of the ionization probability density curve dw.n/

dE (Figs. 4.1 and 4.2) is
large satisfying (4.1).
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Population trapping would, in principle, also occur in bio-molecules. However,
in this case, the ionization potentials are rather low. The intensity involved for
ionization would thus be low. Using near IR or visible photons, the probability of
two or three photon ionization from the ground state and that of ƒ-type trapping
might be comparable. Ionization might be dominant. Under such conditions,
trapping would be difficult to be observed. However, using IR photons, the trapping
probability would again be higher because ionization would again involve the
absorption of many photons, that is, high intensity.

4.10 Excitation of Super-Excited States Through Trapping
by a Strong Laser Field

The idea expressed in this section, as mentioned in the introduction, is original.
Super-excited states of a molecule are defined as those neutral states whose energy is
higher than the first ionization potential [31]. Using synchrotron radiation, chemists
have observed many such states in molecules through single photon excitation [31].
Super-excited molecules will decay through several channels [20], one of which
being neutral dissociation resulting in the fluorescence of the dissociated particles
[31]. Using intense femtosecond laser pulses, we have observed neutral dissociation
of some molecules resulting in their characteristic fluorescence. We experimentally
demonstrate that the super-excitation is due to a highly nonlinear process. We
proposed in these work that multiphoton resonant absorption into the super-excited
states was responsible for this excitation [6–11].

However, let us look closer. Such a resonant absorption in a high-intensity laser
field would only give rise to resonant ionization so that there is no more population
left in the super-excited state. This is shown in Fig. 4.15 where we assume that the
super-excited state is a Rydberg state converging to an excited ionic surface [31].
In the vertical multiphoton transition at the left hand side of the figure, a resonance
with a Rydberg state converging to an excited ionic state takes place. Because of the
resonance with the Rydberg state, the excited electron would have a high probability
to absorb one more photon to the continuum. It will then leave the parent ion with
a kinetic energy leaving behind the ion in the excited state. (We do not consider
re-scattering because the interaction is in the multiphoton regime, not tunnelling.)
No significant neutral Rydberg state would be left behind. However, if the intensity
is strong enough satisfying the condition of trapping, a ƒ-type transition would
occur together with an interference stabilization as shown in the oval area at the right
hand side of Fig. 4.15. This trapping (stabilization) process would compete with the
resonant ionization process. This is very similar to the trapping during a dynamic
resonance with the Rydberg states in atoms and molecules described above. The fact
that we have observed super-excitations in many molecular systems experimentally
(H2, NO, O2, CH4, etc.) proves that such trapping would have been the excitation
process of super-excited states using a short intense laser pulse.
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Fig. 4.15 Schematic showing population trapping in the super-excited states (SES). A resonant
multiphoton transition into a Rydberg state would have a probability to undergo aƒ-type transition
and interference stabilization (trapping). Resonant ionization with the emission of one electron
would compete with the trapping/stabilization process

This idea can be further extended to the trapping onto a molecular neutral
repulsive surface in the continuum at the initial internuclear distance through
vertical transitions. From this position on the repulsive surface, the molecules will
immediately undergo dissociation. This seems to be the case in H2 whose neutral
dissociation originates from some neutral excited dissociative surfaces [32].

4.11 Conclusion

We would conclude that population trapping through interference stabilization in
the multiphoton regime first proposed by Fedorov et al. seems to be a universal
phenomenon in atoms and molecules interacting with an ultrafast intense laser pulse.
This would include complex molecules. Population trapping would also be respon-
sible in the excitation of some super-excited states of molecules using intense short
laser pulses.

Acknowledgement The discussion with Prof. M. V. Fedorov has enhanced our understanding
of the physics of interference stabilization or population trapping. We thank him sincerely for
generously sharing his knowledge with us. We acknowledge the technical support of M. Martin.
This work was partially supported by NSERC, DRDC Valcartier, Canada Research Chairs, CIPI,
CFI, Femtotech and FQRNT, National Natural Science Foundation of China (No. 11074098) and
NCET-09-0429.



4 Population Trapping in Atoms and Molecules by an Intense Short Laser Pulse 95

References

1. M. Fedorov, A.M. Movsesian, J. Phys. B 21, L155 (1988)
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Chapter 5
Two-XUV-Photon Processes: A Key Instrument
in Attosecond Pulse Metrology and Time
Domain Applications

P. Tzallas, J. Kruse, E. Skantzakis, L.A.A. Nikolopoulos, G.D. Tsakiris,
and D. Charalambidis

Abstract Attosecond pulses today are generated at pulse energies leading to
intensities sufficient to induce two-photon transitions in the extreme ultraviolet
(XUV) spectral region. Recently, ultra-broadband coherent XUV continua fulfill
also the requirements in inducing such processes. Two-XUV-photon ionization is a
pivotal tool in attosecond pulse metrology, as well as for XUV-pump-XUV-probe
applications targeting the tracking of ultrafast dynamics, providing at the same time
spatial selectivity.

Based on these developments, this chapter (a) reviews approaches leading
to high intensities of attosecond pulse trains and coherent XUV continua; (b)
reviews metrology approaches based on two-XUV-photon ionization, showing their
importance through comparative studies with existing XUV-IR cross-correlation
approaches; and (c) reports the feasibility of XUV-pump-XUV-probe applications
at the 1fs resolution level, in an experiment, where atomic coherence is induced in
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a rich manifold of doubly excited and inner-shell excited autoionizing states, the
evolution of which is tracked through double ionization.

5.1 Introduction

Attosecond (asec) pulse generation [1–3] is maturing following a continuous
improvement of the source specifications. In the different campaign of research
teams active in attoscience, two distinct directions have been followed.

One of those targets records in pulse duration aiming at the improvement of
the temporal resolution provided by the attosecond pulses. Enormous progress in
this direction has reduced the pulse duration of isolated pulses to 130 asec [4]
and more recently to 80 asec [5]. The generation approaches of such pulses are
based on few-cycle driving IR laser pulses [6, 7] with stabilized carrier envelope
phase (CEP) [8]. The XUV radiation pulses emitted have in the vast majority of
the cases low energy of the order of 10–100 pJ. Only recently the Milan team
was able to demonstrate 2-nJ pulse energies confined in 150 asec [9]. Asec pulses
produced by few-cycle driving pulses, due to their reduced energy, have been used
in combination with the driving field, in cross-correlation experimental approaches
[1], both in measurements targeting their temporal characterization and in time-
resolved applications. The stabilized CEP here is a pivotal parameter as it provides
extreme temporal resolution although the laser pulse is in the few fs range. This is
because it is not the pulse duration any more but the phase stability that defines the
resolution provided by the IR pulse. On cross-correlation measurements are further
based on experiments conducted by higher order harmonics and thus XUV pulse
trains produced by low-peak-power (pulse energies of the order of one to few mJ),
many-cycle, non-CEP-stabilized pulses. Developments in new laser technologies
[10, 11] may lead to high pulse energies in few-cycle pulses. Nevertheless, there is
so far no experiment demonstrating a nonlinear process induced solely by the XUV
radiation of these pulses, which is a natural measure of availability of high peak
XUV intensities.

A second direction is mainly targeting high XUV pulse energies leading to
intensities allowing for non-linear XUV processes. Two-XUV-photon ionization
induced by individual harmonics has been achieved several years ago [12] and
exploited in harmonic pulse metrology [13–15] as well as in time domain appli-
cations [16]. Two-XUV-photon ionization by a superposition of harmonics has
been demonstrated using high-peak-power, many-cycle pulses for the generation
of the harmonics [17]. This result has opened up the way to asec pulse metrology
via XUV second order autocorrelation approaches. Indeed the first unambiguous
quantitative measurement of an attosecond train [18] relied on what is called
second order intensity volume autocorrelation (second order IVAC) [19]. This
work has been followed by a number of pulse measurements utilizing non-linear
XUV interactions such as frequency-resolved two-XUV-photon ionization, XUV-
photon above-threshold ionization, two-XUV-photon coulombic explosion [20,21].
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Recently, many-cycle high–peak-power fs pulses have been successfully used in the
generation of sub-fs pulse trains emitted by laser surface plasma with pulse energies
at the source reaching 40�J [22, 23]. The pulse duration was measured in this
experiment by the second order IVAC method. Two-XUV-ionization processes have
been recently demonstrated to be of increased importance in the metrology of asec
pulse trains. A recent comparative work between the second order IVAC and the IR-
XUV cross-correlation technique known as “reconstruction of attosecond beating by
interference of two-photon transitions” (RABITT) [24] has revealed inconsistencies
between the two methods and has shown that the cross-correlation approach may
underestimate the duration to be measured, resulting in asec duration even when
they are not existing [25, 26]. This result may be subject to the specific conditions
of each experiment but the applicability or not of the cross-correlation approach is
not a priori known, putting questions on the appropriateness of the approach and its
derivatives in asec pulse metrology.

Pulse trains are less appropriate when exploited in the study of ultra-fast
dynamics. The generation of energetic isolated pulses is thus a contemporary
target in attoscience. Many-cycle high-peakpower pulses are currently used in
generating coherent ultra-broadband XUV continua supporting isolated asec pulses.
The underlying approach is known as interferometric polarization gating (IPG) [27]
that was successfully used in generating sub-100-nJ coherent XUV continua [28].
This new high-intensity source of XUV radiation was very recently exploited in
implementing time-resolved measurements of ultrafast evolving induced atomic
coherences [29], as well as the first-ever second order IVAC and the firstever 1-fs-
scale XUV-pump-XUV-probe [30]. One major drawback when utilizing many-cycle
high-peak-power driving IR pulses is the lack of CEP stabilization. This leads to
shot-to-shot alternation of the emitted XUV bursts between an isolated pulse and
a double peak structure. This has as a consequence the reduction of the fringing
contrast in pump-probe experiments and the necessity of the yet not existing single-
shot second order IVAC for the measurement of the pulse duration. One way of
surmounting this problem is the shot-to-shot tagging of the measured spectra with
the value of the CEP. Indeed there are measurable quantities that are sensitive to the
CEP value and an approach allowing the on line, shot-to-shot measurement of the
CEP value and thus the tagging of the spectra was lately demonstrated [31].

In this chapter we review recent developments in the generation, characterization,
and exploitation of intense XUV radiation pulses possibly confined to sub-fs pulse
duration. Approaches in reaching high XUV pulse energies are discussed. We
further elaborate on the results of the comparative studies between second order
IVAC and RABITT and present the recent of the first 1-fs-scale XUV-pump-
XUV-probe experiment, in which the evolution of an electron wavepacket formed
during the excitation of a dense manifold of doubly excited and inner-shell excited
autoionizing states has been tracked.

Throughout the manuscript the laser that has been used is a 10-Hz repetition rate
Ti:Sapph system emitting at 800 nm central wavelength pulses of 38–45 fs duration
and pulse energy of 170 mJ.
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5.2 Sources of Energetic Attosecond Pulses

Since observable non-linear XUV processes require high XUV photon fluxes
harmonic generation conversion efficiency has to be optimized. Towards this goal
one has to circumvent a number of yield restricting factors. In the next sub-sections
we go over the main intricacies of efficiency maximization and address key issues
related to XUV sources emitting energetic isolated pulses of ultra-short duration.

5.2.1 Pulse Energy Restricting Factors and Possible Solutions

Optimization of the harmonic yield depends on the driving intensity, phase match-
ing, reabsorption of the XUV radiation, and degree of depletion of the medium.
For harmonics emitted by a gas medium the optimal conditions are Lmed > 3Labs

and Lcoh > 5Labs [32], where Lmed is the medium length, Lcoh D �=.kq � qk0/
and Labs is the length where the qth harmonic is absorbed by a factor e�1: When
the coherence length is longer than both the absorption and medium lengths,
the photon yield for the qth harmonic is proportional to .1 � �/I n0 Sspot.PLmed/

2

(where n� 5 for the harmonics in the plateau spectral region) [33, 34], where P
is the gas pressure, � is the ionization probability, and I0 and Sspot are the laser
intensity and spot area at the interaction region. However, depletion of the medium
through ionization sets a maximum allowed value for the intensity I and the
reabsorption for the product PLmed. Exceeding the ionization saturation intensity
leads to loosing the generating medium and inducing phase mismatch by the free
electron cloud. Exceeding the optimum value for PLmed leads to yield reduction
through absorption. Upon available high laser energies, depletion of the medium
can be avoided using loose focusing conditions. Large focal lengths may result to
large generation lengths that should be compensated by reducing the atomic density,
but at the same time, they result to larger Sspot values. Since harmonic generation
is a coherent process its yield goes with the square of the number of the emitters
and thus is / .Sspot/

2. By using focal lengths of several meters, harmonic pulse
energies have reached the 1�J level [35]. In all experiments presented in this work,
the XUV radiation is produced through harmonic generation in gas targets using
“loose focusing” conditions. The yield may be further increased by using quasi-
phase matching [36] through multiple gas jets, while pulse shortening increases
slightly the ionization saturation intensity.

A promising alternative approach is laser surface plasma harmonics. The plasma
medium can in principle not be depleted at whatever laser intensities it is exposed.
Indeed the highest harmonic conversion efficiency achieved so far is 6 � 10�5 (pulse
energy 40�J) using the plasma medium [22]. The intensity conditions of this
experiment were at the limit between coherent wake (CWE) [37–40] and relativistic
oscillating mirror (ROM) [41–46] emission. Pure ROM harmonic generation is
predicted [42] to reach conversion efficiencies close to 10%. Two-XUV-photon
processes induced by surface plasma harmonics are today feasible [22].
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Fig. 5.1 Single-shot XUV spectra recorded in a 500 shots run. The continuum spectrum corre-
sponds to an XUV spectrum generated by a driving laser field with �' �  =2, while the two
discrete spectra with a CEP shift �' � 0 and �' �  . In the present experiment the observed
maximum shift of the frequencies !0

15 and !0
17 is !x � 	0:9 ev. !0

q0 D !q0 C " (q0 D 15; 17) is
the central harmonic frequency which is shifted by ", as compared to the frequency ¨q0 which is
produced by a many-cycle laser field. [31]

5.2.2 Intense Broadband Coherent XUV Continua

Optimal conditions for time domain applications of two-XUV-photon processes
require energetic isolated XUV pulses. A successful path towards this goal was the
development of the IPG technique [27, 28, 47] applied to high-peak-power, many-
cycle pulses. The sub-100-nJ coherent broadband continuum emission has been
proven sufficient in inducing two-XUV-photon processes. Alternative approaches
toward intense isolated asec pulses are based on the wave-plate scheme [48,49], the
two-color optical gating [50,51], or the collective effects in XUV generation process
[9,52]. Although no two-XUV-photon processes have been so far reported using this
technique, they are expected to be soon within reach, at the large advantage of the
CEP-stabilized driving laser source used. While IPG is implemented using not CEP-
stabilized laser systems, an approach has been developed for the on line, shot-to-shot
measurement of the absolute CEP value of the many-cycle driving laser field, which
allows tagging of the spectra with the CEP value [31]. The next section goes over
this approach.

5.2.3 On the CEP of Energetic 1fs to Sub-fs Scale Pulses

The method [31] is based on the dependence of the XUV spectrum generated by
a polarization-gated field on the CEP (�'/ of the many-cycle laser pulse. In the
experiment, the spectral intensity distribution of the XUV radiation generated using
an IPG device was determined by measuring the energy-resolved single-photon
ionization photoelectron spectra of argon gas. In agreement with calculated spectra,
the CEP variation is reflected in the modification of the spectral features (Fig. 5.1), in
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particular in the frequency shift of the harmonic peaks. The harmonic peak position
oscillates between two extremes. These extreme positions correspond to a CEP of 0
and � and vice-versa. This behaviour has also been observed in experiments using
few-cycle CEP-stabilized pulses [8,53,54], in which a linear dependence of the peak
position shift on the CEP was measured.

The continuum spectrum in Fig. 5.1 is indicative of generation by a laser field
with CEP shift �' � �=2, while the other two spectra show harmonic positions
undergoing maximum shift, reminiscent of CEP shift �' � 0 and � � and vice-
versa. In other words, for �' � 0; � , the harmonic maxima are shifting towards
their neighboring minima. Aiming at the mapping of the CEP variation of the laser
system and evaluating the presence or absence of isolated attosecond pulses in a
long-run experiment, two temporal gates of equal width have been set in the time-
of-flight XUV PE spectra in order to record the signal (S), which corresponds to
the positions of the maximum negative (left) and maximum positive (right) shift of
the 15th and 17th harmonics, respectively. The gates are placed on the long electron
flight times, where the frequency shift is clearly observable and close to each other
in order to have for both gates similar electron collection efficiency and spectral
resolution. The signals SLG15 and SRG17 recorded by the gates LG15 and RG17 are
clearly correlated because of the correlation of the harmonic peak position to the
shot-to-shot variation of the CEP value. Thus, by placing the gates LG and RG at
the frequency positions .!RG.qC2/; !LGq/ D .!0

qC2 � !x; !0
q C !x/ as is shown in

Fig. 5.1, and measuring their relative signal the CEP of the driving field can be shot-
to-shot retrieved from a parametric plot in an (x; y/ D .NSRG17, NSLG15/ plane as
is shown with filled circles in Fig. 5.2.

In this plot NSLG15 D SLG15=SLG15.max/, NSRG17 D SRG17=SRG17.max/ and
SLG15.max/, SRG17.max/ are the maximum values of the measured signals with
SLG15.max/ � 0:6SRG17.max/. The difference between the amplitudes SLG15.max/ and
SRG17.max/ allows deduction of the CEP including its sign in the parametric plot.
The values of the CEP between the two extreme cases of �' � 0 and� � , can be
retrieved from the ratio NSRG17=NSLG15 (line in the inset of Fig. 5.2). The accuracy
with which the CEP value is determined by the accuracy of measuring the ratio
NSRG17=NSLG15, which here is ˙�=10, ˙�=10 and ˙�=50 for �' � 0, �' � �

and �' � �=2, respectively. The squares in the inset are calculated applying the
single-atom quantum mechanical three step model. These calculations result in a
rather scattered dependence of the harmonic positions on the CEP. To these data a
linear fit has been applied [54] in order to extract the smooth curve shown in the
inset [31].

Measured points that correspond to a given CEP are lying on lines (dashed lines)
that go through the origin. The slope of the line correlates to the CEP value. An
important aspect of the parametric map is that it can be used for an online shot-to-
shot single asec pulse selection. This can be done by selecting online only those
laser shots, which result to a ratio NSRG17/ NSLG15 Š 1. The procedure is straight
forward. Software compares during or after the run the ratio NSLGq=NSRGqC2 of
the harmonic q and q C 2 signal to a threshold value that warrants presence of
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Fig. 5.2 Parametric plot (x; y/ D .NSRG17, NSLG15/ used for the CEP retrieval including its sign.
The circles show the correlated NSLG15 and NSRG17 for consecutive laser shots. The continuous
curve is the locus, which depicts the average correlation values of the NSLG15 and NSRG17 signals,
while the dot lines depict the locus of the standard deviation from the average value. The inset
shows the dependence of �' on the ratio NSRG17=NSLG15. The squares are calculated using the
single-atom quantum mechanical three-step model, while the line (or the line with the dots in
parametric plot) is the result of model calculations assuming linear dependence of the harmonic
central frequency on the CEP. The dashed lines in the parametric plot show some the indicative
values of the ratios NSRG17=NSLG15 corresponding to the values of CEP �' D 0; 0:34 ,  =2,
0:66  and   [31]

a continuum spectrum. For ratios exceeding this threshold value, the measured
quantities will be disregarded, while for ratios equal or smaller than this value they
will be stored.

The method presented can be used as an online shot-to-shot single asec pulse
piker since it can select out the pure single asec pulses from a series of single- or
few-pulse asec trains.

5.3 Two-XUV-Photon Processes and Pulse Metrology

Few-photon processes have played a central role in the temporal characterization of
ultra-short optical pulses pulse. The simplest approaches rely on two-photon pro-
cesses. For ultra-short XUV pulses, i.e., for ultra-broadband spectral distributions
that can propagate only in rarified media, the only allowed process having a relative
small and smooth dependence on the different spectral components is two-photon
ionization. The yield of such processes is proportional to ¢.2/ � .IXUV/

2 � £XUV, ¢.2/

being the two photon generalized cross section, IXUV the XUV intensity and �XUV

the pulse duration. Due to the small values of �XUV (sub-fs) and ¢.2/.� 10�51 cm4 s),
for reasonable atomic densities at the target, IXUV exceeding 109 W=cm2 is required
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for an observable signal, while for an intensity dependence measurement or a second
order autocorrelation intensities higher than 1010 W=cm2 on target are necessary.
This is today feasible for both asec pulse trains and isolated asec pulses. Thus fs
pulse metrology approaches based on two-photon processes are extendable to asec
pulses at least as far as ionizing intensity is concerned. The next subsections discuss
XUV pulse metrology approaches and elaborate on a comparative study between
two of those that have revealed the importance of metrology techniques that are
based on two-XUV-photon process.

5.3.1 Pulse Metrology Techniques

One of the biggest challenges, that attoscience faces is the development of accurate
and reliable temporal and structural analysis tools of the generated asec pulses. The
duration �XUV of these electromagnetic pulses can only be assessed through optical
approaches. The characterization of femtosecond laser pulses relies on optical
time domain autocorrelation or cross-correlation techniques and frequency domain
methods like SPIDER [55]. In attosecond metrology, these methods must be adapted
to cope with four critical aspects: the shorter wavelength, the wider spectrum,
the shorter pulse duration, and the often much lower pulse energy. Nevertheless,
most of the asec pulse metrology approaches are counterparts of the common
femtosecond metrology methods. Methods proposed for the characterization of asec
pulses include: attosecond streak camera (ASC) [56], which has been successfully
used in characterizing isolated asec pulses; the RABITT method, which is the most
common approach used for the characterization of low-intensity asec pulse trains;
the FROG-CRAB (frequency-resolved optical gating for complete reconstruction
of attosecond bursts) [57] method, a common derivative of the RABITT and
ASC methods; the XUV-SPIDER [58, 59], which up to now has not been applied
to measure attosecond pulses; the in situ [60] method that is seldom used; the
second order IVAC [18] and its energy-resolved version [20] applied to intense
attosecond pulse trains and very recently to ultrabroadband XUV continua; and
the photoelectron analysis with nonresonant two-photon ionization for harmonic
electric field reconstruction [20] (PANTHER), a FROG-type approach for XUV
pulses has not yet been applied neither for asec pulses trains nor for isolated asec
pulses. From the above methods, a comparative study between the RABITT and the
in situ method has been implemented in characterizing an asec pulse train [61]. They
resulted in different results only at high gas pressures in the harmonic generation
region. Availability of intense asec pulse trains has allowed also a comparative
study between the RABITT and the second order IVAC method. Since this study is
reviewed in the next paragraph we summarize in the following the central intricacies
of the two methods.

In the RABITT process photoelectron spectra produced by absorption of pho-
tons from harmonics and the driving IR field by an atom, as a function of the
delay between the XUV and IR pulses. The spectrum consists of photo-peaks
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corresponding to the absorption of one photon from each harmonic q, i.e. at
positions Emain D qh�L � EI , �L being the laser frequency and EI the ionization
energy of the atom and additional side bands at positions Eside D .q ˙ 1/h�L � EI

centered between the main spectral lines of the harmonics. These side bands are the
result of different interfering two-photon quantum channels involving absorption of
one photon from two subsequent harmonics q and qC 2 and absorption or emission
of one IR photon. Thus the side band signal SqC1 oscillates as a function of the delay
�t between the XUV and IR pulses as SqC1 / cos.2¨L�t C 'q � 'qC2C�'atom/,
with 'L the laser phase, 'q � 'qC2 the phase difference between the consecutive
harmonics and �'atom a known or negligible phase shift induced by the atom.
The cross-correlation trace SqC1.�t/ of the sideband q C 1 reveals the phase
difference 'q � 'qC2 D 'qC1 between two consecutive harmonics. Measurement
of the phase differences between all harmonics involved and of their spectral
amplitudes the attosecond waveform can be reconstructed as a Fourier synthesis.
'qC1 depends on the driving laser intensity. Since the phase 'qC1 is not measured
by a single-shot method, what is measured is the average phase<'q> over a number
of laser shots of fluctuating intensity and over their full spatiotemporal distribution.
This is a central component of the method with important implications in the final
duration provided by the method.

The second order IVAC [18, 19] is a more direct assessment of an ultra short
light pulse. In the conventional co-linear second order autocorrelation two replicas
of an initial pulse, produced by a beam splitter, are non-linearly convoluted by
inducing a second order process, the products of which produce a signal S.�/ /R 1

�1 .EXUV.t/C.EXUV.t � �t//4dt , EXUV being the electric field of the XUV
radiation. The signal as a function of the delay �t is the second order AC that
reveals to a satisfactory degree the temporal width � of the initial pulse. In the
second order IVAC the beam splitter is replaced by a wave-front dividing split
spherical mirror. The delay between the two waves is introduced by translating
one of the halves of the split mirror with experimental accuracy of the order of
10 nm. The two halve’s of the XUV radiation produce a complex interference field
distribution at the focus that is varying with delay. These varying field distributions
are two-photon ionizing a gas. The ion signal is modulated with delay resulting
to second order autocorrelation trace that has lower contrast (�1:2) than that of
the conventional second order intensity AC trace. Since measurement is not single
shot, what is measured is the average duration <�> over a number of laser shots
of fluctuating intensity and over their full spatiotemporal distribution. Thus, a
significant difference between the RABITT and the second order IVAC techniques is
that the first measures an average phase<'q>, while the second an average duration
<�>. This has consequences with respect to the duration each method delivers. The
measured durations by the two methods may differ dramatically. This issue and its
origin will be discussed in the next section.

Due to the lack of energetic isolated asec pulses, the second order IVAC has been
so far applied only to pulse trains. The newly developed IPG technique, applied
to TW many-cycle pulses has produced coherent continua with measured energies
and estimated durations sufficient to induce a two-photon process. Indeed, we have
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recently succeeded in implementing a second order IVAC of such a continuum.
Since this experiment was part of the first XUV-pump-XUV-probe study at the 1-fs
temporal scale, it will be discussed together in the Sect. 5.5.

5.3.2 Comparative Studies Between the Second Order IVAC
and RABITT

Before proceeding with the comparative studies implemented the second order
IVAC and the RABITT techniques, it is important to consider what theory predicts
on the under different conditions generated pulse durations. Starting with the atomic
response, it is well known and pictorially demonstrated by the three-step model
[62, 63] that there are two electron trajectories in the continuum, the short and the
long ones, that in general contribute to the generation of each “plateau” harmonic.
Each trajectory leads to a different time of recombination and thus to a different
phase contributing to each harmonic. The saddle-point-solution method [63] results
an “inter-harmonic chirp”�'q D .'qC2 � 'q/� .'q � 'q�2/ that differs in sign for
electrons following the short or the long trajectory. The mean phase from the two
contributions shows an almost linear dependence with harmonic order.

On the macroscopic scale numerous effects amend the picture providing some
control parameters on the efficiency of the generation process as well as on the
relative contributions of the two trajectories. To the phase of the generated radiation
contribute i) the phase of the driving field, ii) the phase shift due to the atomic
(and/or electronic upon strong ionization) dispersion, iii) the geometrical (Gouy)
phase shift along the focus, and iv) the atomic dipole phase and thus the variation of
the laser intensity in the focal area because of the laser intensity dependence of this
dipole phase. The phase matching condition for the qth harmonic reads:

�!
k q � q�!kL D �

�!
k G C��!k d C�!r 'q

The subscripts of the different k vectors denote the laser (L), the Gouy (G) phase
shift and the dispersion (d). Since 'q / �teIL where te is the time spent by the

electron in the continuum and IL is the laser intensity,
�!r 'q / �te�!r IL. Due

to the longer flight time te of the long trajectory, the phases 	l
q

of the harmonic
fields emitted from electrons following that trajectory are more sensitive to
variations of the laser intensity. Thus the inter-harmonic chirp of the long trajectory
fluctuates strongly due to laser intensity fluctuations and/or modulations, eventually
preventing attosecond localization [64]. At the same time some of the above
contributions can partially compensate for each other favoring “good” phase-
matching conditions for the one or the other trajectory. Thus for Gaussian beams
according to theory [64, 65], focusing the laser beam almost a Rayleigh range zR

before the generation gas provides on axis phase matching for the short trajectory
and phase-locking between the harmonics to a degree of more than 50%.
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Fig. 5.3 Schematic of the two setups used for the comparative study. The left side illustrates the
setup used for the RABITT and the right side for the second order IVAC measurements. A half-WP
can be inserted to rotate the polarization of the laser by a small angle. The beam shaper (BS) gives
the laser an annular shape, in the case of the RABITT setup it has a hole in the center for the
dressing beam. A small glass plate (SP) and a large one (LP) with a hole in the center can be used
to add a delay between the central dressing beam and the annular part. The lens (L) focuses the
laser at the first gas jet (J1) where the harmonics are produced. The silicon wafer (SW) suppresses
the infrared (IR) and reflects the XUV. The aperture (A) blocks the residual IR and lets the central
XUV pass together with the dressing beam. A filter (F) can be inserted to select a specific spectral
region. The split spherical mirror (SM) focuses the beam into a second gas jet (J2). The time-of-
flight spectrometer (TOF) detects either ions or electrons [25]

Focusing the laser beam in the gas jet or almost a Rayleigh range zR after the
jet does not favor phase matching either for the long or the short trajectory. In
contrary for a focus almost a Rayleigh range zR after the jet of axis generation favors
phase matching for the long trajectory [64, 65]. For the above reasons attosecond
localization was considered to occur only when focusing the beam before the gas
jet, i.e. by the short trajectory. Some of the experiments measuring the asec duration
took care in fulfilling this condition, while others did not.

The experimental set-ups used for the comparative studies between the second
order IVAC and the RABITT techniques are depicted in Fig. 5.3

A second order IVAC of the harmonics generated in the xenon gas jet was taken
with the setup depicted in Fig. 5.3 using helium ionization as a nonlinear detector.
An indium foil (F) of 150-nm thickness selects the harmonics 9–15 and suppresses
the 17th and higher harmonics in order to avoid a single-photon ionization of the
helium atoms. The normalized relative amplitudes of the harmonics 9, 11, 13, and
15 were measured to be 100%, 40%, 30%, and 25%, respectively, after reflection
from the split spherical gold mirror (SM).

Three autocorrelation traces measured at the three different positions of the
focusing lens (L) are shown in Fig. 5.4 One with the focus at position zB D �0:86zR

before the xenon gas jet (J1), one with the focus at position zI D 0 inside the jet, and
one at position zA D C0:56zR focusing after the gas jet. The length of the Rayleigh
range of the focus is zR D 88˙ 5mm.

Only if the focus of the driving laser is before the harmonics generating gas jet
at zB, then the second order IVAC trace in Fig. 5.4 shows clear and regular periodic
structure with maxima appearing twice per laser period TL. The solid line in the top
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Fig. 5.4 (a)–(c) 2-IVAC traces recorded for the focus positions zB, zI and zA. The dots are the
measured data. The circles correspond to a 10 point running average. The line in (a) is a 12-peak
sum of Gaussians fit to the raw data. The filled area in (a) is one of the 12 Gaussian pulses of the
fitted function [25]

panel of Fig. 5.4 shows a best fit to the data for a series of Gaussian peaks with a
fixed spacing of half a laser period. From the width of the Gaussians the average
pulse duration of the pulses inside the train was determined to be �XUV D 660 ˙
50 asec. The traces recorded with the IR driving laser focused inside or after the gas
jet show merely random fluctuations and no regular structure. This is expected from
theory behaviour as discussed above.

Most striking results of this work are the RABITT traces obtained at the three
different focusing positions before zBJ, inside zI, and after zA, the first gas jet (J1),
as shown in Fig. 5.5.

For the cross-correlation between the infrared and the harmonic radiation, a setup
very similar to the one applied by Paul et al. [24] is used with the beam shaper (BS)
shown in Fig. 5.3 having a hole in the center to form the small central dressing beam.
The intensity of the IR dressing beam can be adjusted by rotating a �=2 half-wave
plate (WP) placed before the BS by a small angle. Two plates provide the delay �t
between the central IR dressing beam and the XUV. One large plate (LP) with a
hole in the center delays the annular IR driving laser field and one small plate (SP)
delays the central dressing beam. Rotation of the central plate (CP) by a small angle
changes the delay between the central and the annular part of the IR and thus the
delay �t between the dressing IR and the XUV produced from the annular beam.
Figure. 5.6 shows a typical photoelectron-energy spectrum of argon ionized by the
superposition of the dressing IR beam and the harmonics taken while scanning the
delay�t to obtain the RABITT traces.
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Fig. 5.5 (Left panel) RABITT traces measured at the three focus positions normalized to the
corresponding total signal. The dots are the measured data. The circles correspond to a running
average over 15 points for the sidebands and 40 points for the total signal. The purple lines are
sinusoidal fits to the raw data over 13 oscillations on the sideband traces and 6 laser oscillations
the total signal. (Right panel) Reconstructed pulse trains [25]

Fig. 5.6 Measured time-of-flight photoelectron spectrum with side bands. The photoelectron
energy spectra SPE.t / of argon ionized in the presence of both the XUV harmonics and the
fundamental IR show the side-bands S12, S16, and S18, appearing centered between the odd
harmonics
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Fig. 5.7 Measurement of the harmonic radiation diameter. The edge of a knife was inserted in
order to block a part of the XUV beam. Recording the photoelectron spectra as a function of
the knife’s position reveals the diameter dXUV of the harmonics. The gray dots are the measured
photoelectron signals. The solid line is an error function fit to the measured data. The dashed line
is the derivative of the fit. The gray area illustrates an aperture of dA D 3mm. In this measurement
the laser focus was before the gas jet

The results of the RABITT measurements shown in Fig. 5.5 imply almost
Fourier-transform limited (FTL) attosecond pulses of �XUV 390 as even when
focusing the IR beam inside the harmonics generating gas jet. Adjusting the
phases 'q of the harmonics extracted from the RABITT measurement according
to the dispersion of the 150-nm-thick indium filter used in the second order IVAC
measurement and using the same relative amplitudes for a direct comparison results
in the durations �XUV of the reconstructed pulses of 350, 600, and 1,020 asec for the
focus positions zB before, zI inside, and zA after the xenon gas jet, respectively.

This is in contradiction to both theoretical predictions and the second order
IVAC results shown above, where asec confinement was observed only for the focus
position before the jet. This behavior originates from the presence of both the long
as well as the short electron trajectories, producing the harmonic radiation, although
with different weight, in all three focus positions [25,26]. As experimentally verified
the long trajectory is not fully eliminated for a focus after the jet, despite the inserted
aperture with diameter of dA D 3mm, which selects only the central harmonic
beam. This aperture blocks half of the total radius of the XUV beam produced when
the focus of the driving laser is placed before the gas jet. This is shown in the knife
edge measurement of Fig. 5.7. Note that placing the focus after the jet the XUV
diameter is substantially increased [66, 67], thus the aperture is blocking a much
larger fraction of the beam.

A further relevant measurement is the total XUV signal measured as a function
of the position of the focus. The results are shown in Fig. 5.8. As can be seen despite
the use of the aperture that blocks the largest part of the radiation produced by the
long trajectory, the signal for the focus after the jet is reduced at most by only 20%.
No use of an aperture results in a much higher signal when the focus is placed
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Fig. 5.8 Harmonic generation at different focus positions. The intensities of the individual
harmonics depend on the position of the focus relative to the xenon gas jet. The top panel shows
the photoelectron (PE) signals Sq as a function of the focus position zf for the harmonics 11, 13,
15, and 17 by the dash-dotted, the dotted, the dashed, and the solid line, respectively [25]. The
bottom panel shows a recorded photoelectron-energy spectrum with rescaled abscissa showing the
peaks from the harmonic orders 11, 13, 15, 17, and 19. The spectra were recorded with an aperture
of dA D 3mm

after the jet indicative of more efficient harmonic generation by the long trajectory.
The higher conversion efficiency of the long trajectory results into reduced but non
negligible contribution to the central part of the XUV radiation.

As discussed above, RABITT measures an average harmonic phase <'q>. The
averaging involves long and short trajectory contributions, contributions from the
spatial intensity distribution, of the temporal distribution and the shot-to-shot laser
intensity fluctuations. This averaging results into a smoothening of the spectral
phase and amplitude distribution measured, leading to almost zero chirp and
smooth spectrum, i.e. to an artificially deduced almost Fourier-transform-limited
pulse. Thus, at least for the conditions of the present experiment, the RABITT
technique and techniques based on it (e.g. CRAB-FROG of pulse trains) strongly
underestimates the measured duration and infers attosecond confinement [24] even
when it is not existing [25].

The results of this comparative study introduce an ambiguity with respect to the
applicability of some of the attosecond metrology approaches in previous and future
work. This question may be answered by extending this type of studies to different
experimental conditions, such as different spectral regions and different focusing
conditions. Work in this direction is in progress.
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5.4 XUV-Pump-XUV-Probe Experiments at the 1-fs Scale

While non resonant two-XUV-photon ionization is the basis for a second order
IVAC, its resonant counterpart serves in studying the dynamics of the intermediate
state. This is the principle of the pump-probe approach, in which one pulse is
exciting an evolving wavepacket, while a second delayed pulse is probing the
evolution e.g., by ionizing the system. The cleanest pump-probe scheme is that using
two different colors for the two pulses. This is because the use of a single color
introduces background to the signal originating from the two-photon absorption
from each of the two pulses. Two-color experiments in the XUV spectral region
with sub-fs pulses are not yet realized. Nevertheless the first single-color XUV-
pump-XUV-probe experiment at the borderline between the femto—and attosecond
regimes has been recently achieved, using energetic coherent continua produced
by the IPG technique [27]. An atomic coherence was induced in the vicinity of
doubly excited and inner-shell excited autoionizing states of xenon, through single-
XUV-photon absorption. The evolution of the atomic coherence was then tracked
through absorption of a second XUV photon from a delayed pulse that led to double
ionization of the atom. Interestingly, the same trace at delays close to zero contains
the second order IVAC of the radiation used. This is because due to the shortness of
the pulse used, direct double ionization becomes more efficient than the sequential
one [68]. This new physics and the achieved measurements will be summarized in
the following sections.

5.4.1 The Two-XUV-Photon Double Ionization
of Xenon Scheme

For the multi-XUV-photon ionization of xenon has been used XUV continuum
radiation produced through the experimental setup shown in Fig. 5.9a.

The laser beam was passing through a double Mach-Zehnder interferometric
polarization gating (DMZ-IPG) device. The ellipticity-modulated laser beam after
exiting the DMZ-IPG was focused with an f D 3m lens into a pulsed xenon gas
jet (GJ1), where the XUV broadband coherent continuum radiation was generated.
After the jet, a Si plate was placed at Brewster’s angle of 75ı of the fundamental,
reflecting the harmonics toward the detection area, while substantially reducing the
IR field. The XUV radiation after reflection from the Si plate passes through a
3-mm-diameter aperture and a 150-nm-thick Sn filter in order to select the central
part of the beam, and the required spectral region with a central wavelength of
�60 nm (Fig. 5.9b), as well as to eliminate the residual part of the IR beam. Subse-
quently the XUV pulse was split in two halves and focused into the target xenon gas
jet (GJ2) by a split spherical gold mirror of 5-cm focal length. Ion mass spectra were
measured with a time-of-flight spectrometer. One spectrum is shown in Fig. 5.9c in
which the XeCand Xe2C ion peaks are clearly seen. The autocorrelator delay was
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Fig. 5.9 (a) Experimental setup. IPG: interferometric polarization gating device; GJ1,2 Xenon gas
jets; TOF: time of flight spectrometer; SM: split spherical mirror. (b) Emitted continuum radiation
(averaged over several pulses). (c) Ion mass spectra in which XeC and XeCCare observable [30]

introduced by translating one of the two halves of the split mirror. The minimum dis-
placement step of the z-translation piezo-crystal unit is 1.5 nm. The spectral region
from�80 nm to�50 nm (Fig. 5.9b) was selected by placing the Sn filter in the XUV
beam. The double ionization scheme that was studied is depicted in Fig. 5.10. For the
given XUV spectral width Xe2C can only be produced through multi-XUV-photon
absorption. The most pronounced possible channels are: (a) two-photon direct
double ionization (TPDDI). Here single XUV photon absorption is in the vicinity
of a manifold of doubly excited 5s25p4Œ3P;1 D;1 S� mlm’l’ and inner-shell excited
5s5p6.2S1=2/npŒ

1P1� (Auger) autoionizing states (AIS). Absorption of a second
XUV-photon ejects two electrons that share the excess energy, and (b) Single-XUV-
photon ionization of Xe, followed by a single-XUV-photon ionization of the two fine
structure levels of the XeC ground state by the high energy (above 21 or 19.7 eV for
each state) part of the continuum spectrum distribution, leading to sequential double
ionization (SDI). Additional less probable sequential channels may include in some
runs single-photon ionization of xenon leading the ion in its lower-lying excited
states. While for pulse durations �XUV of tens of fs the sequential process is the
dominant one, because of its higher cross section, the direct process gains in relative
strength as the pulse duration decreases. This is because of the different dependence
of the two processes on the pulse duration. The direct one is/ �XUV and the sequen-
tial / �2XUV [68, 69]. At the 1 fs pulse duration level the direct process becomes the
strongest double ionization channel, verified experimentally in this work. Using a



114 P. Tzallas et al.

Fig. 5.10 Excitation scheme of Xe showing the main double ionization channels [30]

sequence of two XUV pulses and varying the delay �� between them, the trace of
Fig. 5.11a, b was measured and will be discussed in the following sections.

5.4.2 The Second Order IVAC of the Continuum Radiation

The maximum around�� D 0, where the two pulses are overlapping, is the second
order IVAC of the XUV continuum. This is because contributions to this part of the
trace are predominantly by the TPDDI channel (a) due to the shortness of the pulse
and (b) because only a small portion of the spectrum contributes to the sequential
channels. A Gaussian distribution fit (Fig. 5.11a, b) results a pulse duration of 1.5 fs.
Due to the shot-to-shot CEP variation, the spectrum varies from pure to modulated
continuum, i.e., in the time domain the waveform varies between a single pulse
and pulses with a double peak structure. Thus the measured duration of 1.5 fs is the
average of the duration of single pulses, most probably of sub-fs duration and double
maxima pulses with a peak separation half the laser period (1.33 fs). Consequently,
the measured duration is �XUV D 1:5C0:2

�0:7 fs (800 asec being the duration for which
the double peak structure is not any more resolvable in the AC trace). This duration
further verifies the dominance of the TPDDI channel. An SDI trace would be the
cycle average of the square of the first-order autocorrelation of the field and thus
would include structures (three peaks originating from the pulses having double
peak structure, the highest of which appears at zero delay) having a width equal to
the width of the FT of the XUV spectrum (420 asec). The much larger measured
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Fig. 5.11 (a) Second-order
autocorrelation trace retrieved
by recording the dependence
of the Xe2C signal on the
delay between the XUV
pulses. The dashed line
corresponds to the raw data.
The running averages over
nine delay points are shown
with the solid line-filled area).
The interval around zero
delay (–3–6 fs) serves for the
XUV pulse characterization
and the trace at longer delays
(6–92 fs) measures the
ultrafast evolving induced
atomic coherences. (b) An
expanded area of the trace
in a. The Gaussian fit (solid
line) on the raw data yields
�XUV D 1:5

C0:2
�0:7 . (c) FT of the

trace a at delays >6 fs
reviling the frequency
differences of the AIS [30]

width confirms that the two electrons are ejected “together” before the system finds
the time to first decay in XeC C e�. TPDDI was observed before [70] only under
conditions for which the SDI is a two-photon process [71]. Thus this is the first
experiment that demonstrates observation of TPDDI under conditions at which the
SDI is also a two-photon process.

5.4.3 XUV-Pump-XUV-Probe of an Atomic Coherence

The sequence of the two pulses is inducing and controlling a fast-evolving coherence
in the structured continuum, while the second pulse at longer delays, i.e., the part of
the trace where the two pulses are not overlapping evaluates this evolution, probes
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the evolution of the coherence. Here the first pulse (P1) induces the coherence,
pumps a coherent superposition of the AIS manifold and ionic states. It also partially
doubly ionizes the atom ejecting part of the formed electron wave packet, thus
contributing with a background to the Xe2C signal. The second pulse (P2) (1)
excites a replica of the wave packet, which interferes with the evolved first one.
Thus, it controls the excitation by means of constructive or destructive interferences
occurring at different frequencies corresponding to the excitation frequencies of the
AISs, (2) partially ionizes the wave packet it excites (background), and (3) probes
the evolution of the first excited wave packet. The path involving excitation by P1
and double ionization by P2 is to the first successful experimental implementation
of an XUV-pump-XUV-probe sequence at the 1-fs temporal scale.

The beating signal (Fig. 5.11a) for delays larger than 5 fs is the result of the
XUV-pump-XUV-probe process. At the present temporal resolution high-frequency
Ramsey fringes corresponding to the excitation frequencies of each AIS are aver-
aged out and the low-frequency pump-probe components of the temporal evolution
of the coherent superposition of the AIS dominate the trace [72]. Contributions
from modulations in the excitation process due to the two interfering wave packets
undergoing the same evolution are not to be excluded [73, 74]. Fourier transform
(FT) of the traces reveals frequency differences of the AIS involved (Fig. 5.11c).
Each frequency peak is an overlap of few not resolved spectral lines. A substantial
increase of the total length of the temporal delay would allow resolving all frequency
components. An assignment of the FT spectrum peaks can be found in [29], where
the wavepacket dynamics were observed at the autoionization process (single-
photon process) and in [30]. The correlation between the Xe2C [30] and XeC [29]
temporal traces is fairly visible in their FT spectra, within the frequency error of
˙30�10�3 fs�1 resulted by the temporal sampling window. Additional frequencies
in the present experiment can arise from the coherence induced in the superposition
of the two-fine structure levels P1=2 and P3=2 of the XeC ground state (beat frequency
0:31 fs�1/ probed through the SDI. Since the XUV pulse duration is shorter than
the time interval in which the spin–orbit occurs (pulse duration shorter than the
precession period), the two-fine structure levels of XeC are coherently populated.
Double peak structure of the XUV pulse, due to the CEP variation, introduces in the
temporal trace components shifted by half the laser period, which only reduces the
fringe contrast.

At this point it is worth discussing why the beating is observable in the measured
trace. As mentioned above the high-frequency Ramsey fringes are not resolvable.
In case the trace of the high-frequency Ramsey fringes would be symmetric with
respect to the signal at delay ��!1, averaging out of the fringes would lead
to signal depicting no modulation and equal to the signal at ��!1. From
calculations performed in helium [30], it became apparent that the key element
of the observed signal is its dependence on the field-dependent amplitudes of
the Raman couplings between the autoionizing states through all single-photon
accessible states. Due to these Raman couplings the high frequency Ramsey
fringes become asymmetric. The couplings are present because the bandwidth of
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Fig. 5.12 Calculated Ramsey fringes in He in a pump-probe experiment exciting and probing the
superposition of the 2s2p and 2s3p AIS. (a) In the calculation of the left panel no Raman couplings
are included. The trace is symmetric and the cycle averaged signal shows no temporal dependence.
(b) In the right panel Raman couplings are included in the calculation resulting to low-frequency
fringing corresponding to the energy difference of the two AIS

the radiation is larger than the spacing of the AIS. They cause delay dependent
redistribution of the populations of the AIS.

The population redistribution is periodic with periods equal to the inverse of the
frequency distances between the states. The periodic modulation of the populations
causes in turn a periodically modulated double ionization amplitude ratio of the
different AIS and thus asymmetric interference fringe amplitude with respect to
the double ionization yield �� ! 1. This is the reason why averaged signal
shows modulation with delay. If the Raman couplings are artificially ignored in
the calculation the averaged signal becomes delay independent, averaging out at all
delays to its value at�� !1. The situation is illustrated in Fig. 5.12. It is thus due
to these Raman couplings that the low-frequency beating is observable.

5.5 Conclusions and Outlook

We have presented recent systematic developments and a complete methodology
allowing time domain applications and XUV pulse metrology approaches at
the boundary between femto- and attosecond scales, based on two-XUV-photon
processes. The tools and methods presented are directly applicable to isolated
attosecond pulses. The developments include approaches for the generation of
energetic ultra-broadband coherent continuum XUV radiation, through temporally
confined frequency up conversion of high-peak-power, many-cycle laser pulses;



118 P. Tzallas et al.

achieving conditions, at which the direct two-photon two-electron ejection channel
becomes more efficient than the sequential one, permitting extension of sec-
ond order autocorrelation measurements to shorter XUV wavelengths as earlier;
implementation of non-linear autocorrelation of the above continuum radiation;
demonstration of the necessity of second order IVAC-based approaches in particular
under non a priori known conditions for which RABITT-based approaches fail; and
an approach for on line shot-to shot monitoring of the absolute CEP value of the
many-cycle pulses, appropriate to be used as single asec pulse piker. At the present
stage, the developments discussed represent a series of first proof of principle
demonstrations, achieved at the edge of the possible. In the near future, subject to
the development of new advanced laser technologies and thus of advanced intense
asec pulse sources, this type of experiments will improve in statistics, resolution and
will be amended by more sophisticated detection schemes, allowing accurate studies
of sub-fs-scale dynamics. In conjunction with the spatially confined occurrence of
nonlinear processes, the developed route provides access to 4D studies at highest
possible spatiotemporal resolution and is expected to become a central research
instrument in the upcoming advanced attosecond research infrastructures.
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Chapter 6
Controlling the Motion of Electronic
Wavepackets Using Cycle-Sculpted
Two-Color Laser Fields

M. Kitzler, X. Xie, S. Roither, D. Kartashov, and A. Baltuška

Abstract We use cycle-sculpted two-color waveforms to drive electronic wavepack-
ets generated by strong-field ionization from helium, neon, and argon gas atoms
and analyze their momentum spectra measured by electron-ion coincidence
momentum spectroscopy. Varying the relative phase of the two colors allows to
sculpt the ionizing field and hence to control the emission times and motion of
the wavepackets on an attosecond timescale. Using semiclassical calculations, we
investigate the influence of the ionic Coulomb field onto the motion of emitted
electronic wavepackets. We further show that the measured electron momentum
spectra contain interference patterns created by pairs of electron wavepackets that
are released within a single laser-field cycle. We experimentally distinguish these
subcycle interference structures from above-threshold ionization (ATI) peaks and
argue that they can be used to extract the subcycle phase evolution of the laser-driven
complex bound-state wavefunction.

6.1 Introduction

Ultrashort intense laser pulses are a unique tool to create coherent electron
wavepackets with subcycle duration via the strongly nonlinear process of tunnel
ionization of atoms or molecules [1, 2]. After their creation, the wavepackets are
driven by the combined forces of the laser electric field and the ionic binding
potential [3]. It is thus possible to actively control their motion in space [4, 5] and
time by controlling the laser electric field [2]. When the wavepackets are directed
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back to the ion core, they can be used to coherently probe the parent ion on the
attosecond and Ångström scale by recording suitable probe signals such as electron
momenta or energies, e.g., [6–10], or spectra of photons emitted via the process of
high-harmonic generation, e.g., [11–15].

Recording the momentum spectra of coherently generated electron wavepackets
allows for interferometric measurements: When the spectra overlap at their time
of detection, one observes interference structures [16–20] very similar to the
interference fringes of coherent optical pulses imprinted onto optical intensity
spectra [21, 22]. A well-known type of interference structures created by electron
wavepackets is the above-threshold ionization (ATI) peaks in photoelectron energy
spectra [23]. These are generated by wavepackets released by strong-field ionization
during different cycles of period T of an intense laser field [24] and are spaced by
the laser photon energy „! with ! D 2�=T the laser frequency. Interfering pairs
of wavepackets, however, can also be created within the same laser cycle [7,24–26]
released with delays smaller than T . They lead to interference fringes of subcycle
origin which are visible as a modulation of the ATI-peak structures. Their relative
subcycle release time #t is encoded in momentum with smaller #t interfering at
higher momenta.

When pairs of wavepackets are launched at different instants of time, their
differences in quantum phases are accumulated during ionization and propagated
in the presence of both the ionic and laser field. It is thus possible to actively control
and modify the interference fringes with cycle-sculpted laser fields. In this chapter,
we describe experiments that exploit this opportunity for helium atoms using a two-
color incarnation [27, 28] of such laser fields.

Using two-color sculpted laser fields not only allows to control the accumulated
quantum phases that determine the interference structures, but also the attosecond
temporal evolution of the driving laser force of the wavepackets that create them.
The wavepackets’ motion after ionization is, however, not only determined by
the laser pulse but by the combined force of the laser-electric field and the ionic
Coulomb potential. Interpretation of experimental electron or photon spectra is,
nevertheless, usually performed within the framework of the strong-field approx-
imation (SFA) [29] that neglects the influence of the Coulomb potential on electron
trajectories, which might lead to severe errors. The relevance of the Coulomb
contribution has been demonstrated in many numerical simulations, e.g., [30–33].
Inclusion of the Coulomb force into the theoretical description of, e.g., electron
momentum spectra is not straightforward, though [34].

Unfortunately, it is in general not possible to separately measure only the
contributions of the Coulomb potential to the probe signal and to quantify their
influence experimentally, which would allow to estimate the errors made in the
SFA. In our experiments, we use sculpted laser fields. Therefore, we can control the
driving force of the laser field on an attosecond timescale. By measuring electron
momentum spectra for a range of field shapes, we can extract the influence of the
Coulomb potential by comparing measured spectra to semiclassical and quantum
mechanical models. Our experiments show a strong influence of the Coulomb field
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on the final momentum of field-ionizing electron wavepackets. We are able to trace
back its influence to the timing of the wavepacket release within the laser field
cycle.

This chapter is organized as follows: First, we describe the experimental setup.
Then we present measured electron-ion momentum spectra. We show that they
contain signatures of a pronounced influence of the Coulomb potential onto the
motion of driven wavepackets and discuss the underlying mechanisms of the
Coulomb distortion. After that, we demonstrate that the measured raw spectra
also contain subtle signatures of electron wavepacket interferences which will be
analyzed in the remainder of this chapter. It will be shown that the interference
patterns encode the quantum phase difference of pairs of electron wavepackets that
are timed with attosecond precision.

6.2 Experiment

In our experiments, we generated cycle-sculpted field cycles by coherently superim-
posing a strong �30 fs (full width at half maximum, FWHM) 790-nm laser pulse,
frequency !, and its second harmonic, frequency 2!, generated in a type-I BBO
crystal (thickness 500 �m), with parallel polarization directions in a collinear inline
geometry, such that the total electric field of the two-color pulse can be written as

E.t/ D OEŒf1.t/ cos.!t/C f2.t/ cos.2!t C '/�; (6.1)

with fi .t/, i D 1; 2, Gaussian pulse envelopes with maximum values of 1, ' the
two colors’ relative phase, and OE the peak electric field which is related to the pulse
peak intensity as OE D pI . Here and throughout this paper atomic units (au) are
used unless otherwise stated. The duration of the 2! pulse was determined from
cross-correlation measurements using the 3! signal to be roughly twice as long as
the fundamental pulse. The relative pulse energy was adjusted by varying the angle
of reflection off a glass plate utilizing the different reflection coefficients for p- and
s-polarized light, such that in the focus of the beams, the field strengths were equal,
taking into account the slightly different beam diameters and divergences as well as
the tighter focusing of the 2! pulse. The polarization directions of the two pulses
were set parallel to each other by means of a �=2 waveplate for � D 790 nm. The
pulse repetition rate was 5 kHz. The temporal overlap of the two pulses was ensured
by compensating for the two colors’ different group velocities with calcite plates,
and the relative phase of the two pulses was varied by introducing one wedge of
a pair of fused silica wedges into the combined red and blue laser beam. Similar
two-color fields in this so-called !=2! configuration have been experimentally
applied in the investigation of above-threshold ionization; see, e.g., [27, 28, 35]
and references therein, and in controlling ionization and fragmentation [36–38] as
well as orientation [39] of molecules. The maximum cycle asymmetry of the pulses
(achieved for ' D 0) is equivalent to the one of a true single-cycle pulse of one
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Fig. 6.1 Ionization and wavepacket motion with sculpted two-color laser pulses. Electron
wavepackets are emitted at the crests of the electric fieldE.t/ of a laser pulse. Without the influence
of the Coulomb potential, an electron born at some time tb reaches a final momentum given by the
negative vector potential at birth time, p D �A.tb/. By varying ', the timing of the wavepackets’
creation as well as their motion after ionization can be controlled. (a) The shape of the field
cycle for ' D 0 is strongly asymmetric with one strong peak per laser cycle. Because the shape
of the vector potential sweeps through zero during wavepacket emission, without the Coulomb
potential’s force, the observed electron momentum spectrum is expected to be centered around
zero. The Coulomb potential influences the motion of the wavepackets and leads to a distortion
of the spectral shape and a shift of the spectral mean value. (b) For ' D �=2, two wavepackets
per cycle are emitted at times when A.t/ is positive. Therefore, without the Coulomb potential, the
spectral mean value is shifted towards negative values. The Coulomb force leads to a decreased
shift and a distortion of the spectral shape

color with a controlled carrier-envelope phase, which for 790 nm is only achieved
for pulse durations of 2.6 fs. Varying the relative phase ' of the two colors allowed
us to sculpt the ionizing field and hence to control the emission times and motion of
the interfering wavepackets on an attosecond timescale; see Fig. 6.1.
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Fig. 6.2 Detection apparatus used for the measurement of electron-ion momentum spectra.
Created ions and electrons are guided by weak magnetic and electric fields to two RoentDek DLD
80 detectors situated at opposite ends of the vacuum chamber. The homogeneous electric field
pointing into the z-direction is produced by equidistant copper rings (inside the vacuum chamber);
the weak homogeneous magnetic field (also along the z-direction) is produced by three copper
coils surrounding the vacuum chamber

We use Cold Target Recoil Ion Momentum Spectroscopy (COLTRIMS) [40]
to measure the three-dimensional vector of electrons and ions emerging from the
interaction of a single atom with the sculpted laser fields. Our detection apparatus,
see Fig. 6.2, consists of a two-stage arrangement to provide an internally cold gas jet
of atoms traveling at nearly identical ultrasonic velocities and an ultrahigh vacuum
chamber (�10�10 mbar) where the gas jet is crossed with the laser beam. The ions
and electrons created during single ionization are guided by weak magnetic and
electric fields to two RoentDek DLD 80 detectors situated at opposite ends of
the vacuum chamber. The homogeneous electric field of 2.5 V/cm pointing into
the z-direction is produced by equidistant copper rings; the weak homogeneous
magnetic field of 6.4 G (also along the z-direction) is produced by three copper
coils. With these directions of the fields, the ions are accelerated over a distance
of 45 cm before they reach the upper detector, and the electrons are accelerated
over 5.7 cm before reaching the lower detector. For the data analysis, we identify
the ion momentum to be the mirror image of the electron momentum in all three
spatial directions due to the negligible momentum transfer by the photon field [41].
We estimate the momentum resolution of our experiment to be �0:05 au along
the z-direction for electrons and ions and �0:05 au along the x=y-directions for
electrons.



126 M. Kitzler et al.

6.3 Measured Electron Momentum Spectra and Influence
of the Coulomb Field

Figure 6.3a,b shows the measured ion momentum vector component parallel to the
laser field’s polarization direction (z), pk, as a function of ' for HeC (a) and ArC (b)
ions, where the other momentum directions, px and py , have been integrated over.
Due to the negligible momentum transfer by the photon field, the momentum of the
ion is the mirror image of the electron momentum [41]. The pulse peak intensity for
each of the two colors was 1�1014 W/cm2 for helium and 2�1013 W/cm2 for argon.
The mean value of the measured spectra for helium is shown by the light gray line
in Fig. 6.3a. It strongly varies with ' and shows extrema for ' � .nC0:3/� , n 2 Z.
The spectral intensity, encoded in gray scale, also shows a pronounced dependence
on ' and has maxima for ' D n� and minima for ' D .n C 1=2/� , n 2 Z. The
dependence of both the mean value and the intensity on ' is stronger for helium than
for argon. In the following, we will model the observed spectra and their dependence
on ' using semiclassical methods and investigate the influence of the Coulomb field
on the motion of the field-driven electron wavepackets. As a first step, we model the
spectra assuming a purely field-driven motion of the electronic wavepackets after
ionization, in accordance with the SFA.

6.3.1 Field-Driven Wavepacket Motion

Within the SFA, the momentum spectrum observed along the field’s polarization
direction after the laser pulse has faded is given by integration of the relation
pk D �A.tb/, with A.t/ D �dE.t/=dt being the vector potential, over all possible
birth times tb, at which the wavepacket is emitted with a probability determined
by the ionization rate, e.g., given by [42]. Figure 6.1 visualizes the birth time
to momentum mapping for the two field shapes generated by adjusting ' to 0
(a) and �=2 (b), respectively. The ionization rate, i.e., the production rate of electron
wavepackets, is determined by the electric field E.t/, but the final momentum of
an electron is determined by the vector potential A.t/. As shown in Fig. 6.1, the
electric field E.t/ for ' D 0 is strongly asymmetric with one strong positive peak
per laser cycle, but the vector potential A.t/ has a symmetric shape. Due to the
strongly nonlinear ionization rate, wavepacket emission takes place mostly around
the positive peaks of E.t/ (gray area in Fig. 6.1). The vector potential A.t/ around
these times passes through zero. Therefore, within the SFA, the electron momentum
distribution is predicted to be symmetrically centered around zero. For ' D �=2,
the electric field E.t/ has a symmetric shape. Wavepacket emission takes place
twice per laser cycle around the extrema of E.t/. Because of the asymmetric shape
of the vector potential A.t/ that shows positive peaks at the times of emission, the
SFA predicts a final electron momentum distribution centered around a pronounced
negative offset (see Fig. 6.1). We show electron momentum spectra for pk for a
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Fig. 6.3 Momentum component parallel to the laser polarization direction, pk, of ions created
during single ionization of He (a) and Ar (b), as well as (c) the width of the momentum spectra
for He, Ne, and Ar as a function of the relative phase, ', between the ! and 2! components of the
two-color laser field. The mean momentum value of the measured data in (a) is shown by the light
line that peaks at ' � 0:3� . Predictions of a classical model that only considers the driving force
of the laser field, but neglects the influence of the Coulomb potential, peak at ' D 0:5� . When the
Coulomb potential is included into the model, the simulated spectral mean value agrees well with
the measured mean value (dark line)

range of relative phases calculated by this SFA model in Fig. 6.4a. As expected,
their mean value shows a strong modulation with ', with maxima and minima for
' D .nC 1=2/� and zero mean value for ' D n� , n 2 Z. To obtain these spectra,
we approximated the emitted wavepackets by an ensemble of classical trajectories,
each of them resembling an emitted point charge. The trajectories are launched at
every time grid step used in the calculation and are weighted by the ionization rate at
that time. After the laser pulse, the weighted momentum spectrum of all trajectories
is calculated from their final momentum given by pk D �A.tb/, with tb the time
when they are launched. This classical model, except for effects that are caused by
wavepacket interferences, which it does not reproduce, is equivalent to the so-called
semiclassical simple man’s model [25] and serves as our SFA reference model. In
addition to the variation of the spectral mean value with ', Fig. 6.4a shows a similar
modulation of the spectral intensity (encoded in gray scale) as the experimentally
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a

b

Fig. 6.4 Momentum
component parallel to the
laser polarization direction,
pk, of HeC simulated using a
semiclassical model for
purely field-driven electrons
(a) and with the Coulomb
potential included (b) as a
function of the relative phase,
', between the ! and 2!
components of the two-color
laser field

observed spectra. This is because the crests of the electric field E.t/ are smaller
for ' D �=2 than for ' D 0. Because the ionization rate is strongly nonlinear in
E.t/, the ionization yield per pulse and therewith the spectral intensity is larger for
' D 0 than for ' D �=2. This explains the intensity modulation of the spectra that
is observed experimentally and also predicted by the SFA.

6.3.2 Influence of the Coulomb Field on the Spectral
Mean Value

We show the spectral mean value of the calculated spectra shown in Fig. 6.4a as a
function of ' by the gray line that peaks at ' D .n C 1=2/� , n 2 Z, in Fig. 6.3a.
While the experimentally observed strong modulation with ' is in accordance with
the SFA model, the phases at which the mean momenta reach extrema do not
coincide with those of the SFA prediction. A phase shift between the measured
and SFA maxima of about 0.2� (Fig. 6.3a) is observed which results in a large
spectral offset for ' D 0, for which the SFA model predicts zero momentum. It
is thus incorrect to calibrate the field cycle shape using the maxima of the spectral
asymmetry, as is commonly done, e.g., in [26]. We will now demonstrate that the
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pronounced deviations between the model predictions and the measurements are
due to the influence of the Coulomb potential. To that end, we incorporate the long-
range Coulomb potential into the above described trajectory model. As before, we
approximate a wavepacket by an ensemble of classical trajectories launched at time
tb and weighted by the ionization rate at that time. This time, however, the point
charges are not only driven by the laser electric field but also by the force due
to the Coulomb potential which we assume in the form of a soft-core potential
V.z/ D �1=pz2 C a with a D 1. The classical trajectories are started with zero
initial velocity at the tunneling birth point, z.t/ D �Ip=E.t/, which is widely
independent of a (here Ip is the ionization potential of the atom), and are propagated
numerically. After the laser pulse, the electron momentum spectrum is obtained
by calculating the weighted momentum spectrum of all trajectories. The spectra
obtained by this model are shown in Fig. 6.4b as a function of '. Indeed we observe
the maxima and minima of the mean momentum at different positions than with
the SFA model, and the spectrum for 'D 0 shows a pronounced mean momentum
different from zero. The overall appearance much resembles the experimentally
observed spectra in Fig. 6.3a. For a quantitative comparison with the experimental
spectra, we calculate the mean momenta from the numerically obtained spectra and
plot them by the dark gray line in Fig. 6.3a. The measured shift of the spectral
mean value for ' D 0 as well as the shift of the maximum value of 0:2� from the
SFA value is exactly reproduced. We repeated the same calculations by solving the
three-dimensional time-dependent Schrödinger equation (TDSE) for a single active
electron in a model potential of helium [43]. These simulations reproduce the mean
momentum value calculated by the semiclassical model almost exactly.

6.3.3 Influence of the Coulomb Field on the Spectral Width

We have shown that due to the influence of the ionic Coulomb field, the mean
value of observed electron spectra is strongly shifted as compared to purely field-
driven electron wavepackets. We will now show that not only the spectra’s mean
value but also their shape, in particular their width, is strongly affected by the
Coulomb potential. The width of the spectra in pk calculated from the measured
spectra for He, Ne, and Ar is shown in Fig. 6.3c. The data for Ne has been taken
with the same pulse as the one for He. The spectral width shows maxima for
symmetric electric field shapes at ' D �=2 and minima for asymmetric electric field
shapes at ' D 0. Because the symmetric field exhibits smaller peak electric fields,
this seemingly contradicts tunneling theory which predicts the opposite: broader
momentum distributions for higher electric fields [44].

The contradiction to tunneling theory can be resolved if we consider the shape of
the spectra for a certain '. In the left column of Fig. 6.5, we show measured spectra
for ' D 0 and ' D �=2 for helium and argon, respectively. The larger width of
those spectra taken at ' D �=2 as compared to those taken at ' D 0 can be clearly
seen. In the spectrum for argon at ' D �=2, a prominent dip in the center of the
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Fig. 6.5 Measured (left column) and simulated (right column) electron momentum spectra for
He (a)–(d) and Ar (e)–(h) in the direction parallel to the laser polarization direction for the two-
color relative phases ' D 0 and ' D �=2. The experimental data is shown with statistical error
bars. SFA predictions are shown by full light lines. Model predictions with a soft-core potential
included for wavepackets emitted during the positive (negative) half-cycle are shown by the light
dashed (dark dotted) lines. The full dark line shows the sum of both

spectrum shows up. None of these features are reproduced by the SFA model (full
light lines). Obviously it is thus not the laser field, but the Coulomb potential that
causes the spectral distortions and the variation of the shape and width of the spectra
with '. In order to understand the origin of the spectral distortions, we compare the
measured spectra to spectra simulated using the model explained above with the
Coulomb potential V.z/ included.

First, we concentrate on the simulated spectra for helium and ' D �=2 shown
in Fig. 6.5b. For ' D �=2, the electric field cycle consists of two equally strong
main peaks that each cause the emission of a wavepacket; see Fig. 6.1b. One
wavepacket is emitted during the negative and one during the positive half-cycle.
In the classical simulations, we can decompose the spectrum (dark full line) into the
two contributions of the wavepackets emitted during the positive half-cycle (light
dashed line) and negative half-cycle (dark dotted line), respectively. Because for
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both emission events the vector potential sweeps through the same range of positive
values, cf. Fig. 6.1b, within the SFA, the resulting momentum spectra should be
identical for both wavepackets and centered at the same positive value, as shown
by the full light line in Fig. 6.5b. With the Coulomb potential included, the results
of the simulation show that the wavepacket born during the negative half-cycle
is not severely affected by the Coulomb potential and centers closely to the SFA
spectrum. The trajectory of the wavepacket born during the positive half-cycle,
however, is obviously strongly distorted by the Coulomb potential such that the
final momentum spectrum centers at a different value. For helium at the intensity
of 1 � 1014 W/cm2 for each of the two colors, which results in a peak intensity
of 3 � 1014 W/cm2 for the combined field, the deviation is moderate. Its effect is
that the sum of the contributions from the two wavepackets leads to a broadening
of the overall spectrum, which explains the experimentally observed larger spectral
width at ' D �=2 shown in Fig. 6.3c. For the measurements on argon, a much
lower laser intensity (combined peak intensity 0:6 � 1014 W/cm2 ) was used. For
that low intensity, the Coulomb force relative to the laser field’s driving force
becomes much stronger than for the high-intensity case of helium. The classical
model predicts that the trajectory of the wavepacket born during the positive half-
cycle is severely distorted, which not only leads to a broadening of the overall
spectrum, as observed for helium, but even to a splitting of the spectral shape
in Fig. 6.5f—exactly as observed in the measurement; cf. Fig. 6.5e. The model,
however, is too simple for quantitative predictions and overestimates the energy
separation of the two peaks. While a classical description of wavepacket motion is
known to reproduce experimental observations well for strongly driven electrons
in high electric fields [45, 46], for low field strengths, the way the ionization step
is incorporated into our model might lead to artifacts. A more precise description
that considers the multiphoton character of ionization, the momentum width of the
tunneling wavepacket, and the uncertainty in the location of birth would be needed
for quantitative statements.

Now we examine the case of the strongest field asymmetry, 'D 0. In this case,
only one wavepacket per cycle is launched around an instant where the vector
potential goes through zero; see Fig. 6.1a. Thus, without Coulomb potential, the
momentum spectrum should be centered around zero; see spectra plotted by the
light full lines in Fig. 6.5c and g. In the experiment we observe a considerable
shift of the spectrum to positive ion momenta for both the helium and argon
measurement. Using our simple classical model, we investigated the dynamics
of the driven wavepacket that lead to the Coulomb-induced spectral shift. Our
findings show that parts of the wavepacket recollide with the ion core with a
very low energy and their trajectories are thus strongly affected by the long-range
Coulomb potential, such that they finally reach the detector with a momentum much
different from zero. This explains the nonzero mean momentum value pk for 'D 0
observed in our experiments and in numerical simulations [32, 33], where a very
similar Coulomb-induced shift has been predicted for carrier-envelope phase (CEP)
stabilized few-cycle pulses with a spectrum centered around 800 nm.
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ab

Fig. 6.6 (a) Asymmetry parameter derived from the measured data for helium for the momentum
component parallel to the laser polarization direction, pk, as a function of the momentum
component orthogonal to it, p?, and the two-color relative phase '. (b) Total electron yield as
a function of p? normalized to unity at p? D 0

6.3.4 Wavepacket Motion in the Lateral Direction

We have shown above that the force due to the Coulomb potential has a strong
influence on the trajectories of a laser-driven wavepacket such that its final
momentum along the laser polarization direction, pk, deviates considerably from
that of a purely field-driven wavepacket. In our experiment, we measure not only
pk but also the momentum component orthogonal to the laser field polarization
axis, p?. Due to p?, a wavepacket will laterally drift away from the ion core during
its motion out of the Coulomb long-range potential towards the detector. Figure 6.6
shows the influence of the orthogonal momentum component p? on the shape and
position of electron momentum spectra for helium observed along pk for different
shapes of the field cycle as determined by '. We use the asymmetry parameter
Ak D .PC � P�/=.PC C P�/, with P˙ the number of electrons with positive
and negative momentum value pk, respectively, to characterize the mean value and
shape of the momentum spectra along pk. Figure 6.6a shows Ak derived from the
measured spectra in Fig. 6.3a. The asymmetry parameter Ak serves as a measure
of the deviation of the electron trajectories from those of a free electron, for which
Ak is independent of p? with maxima at ' D .n C 1=2/� and zero values for
' D n� , n 2 Z. The experimentally obtained map Ak.'; p?/, however, shows
a strong dependence on p?, especially in the range ' D 0 : : : 0:5. To explain the
dependence, we plot the mean value of the electron momentum spectra along the
polarization direction derived from the experimental data, hpki, for selected regions
of the orthogonal momentum p? in Fig. 6.7. For each of the shown data points, the
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Fig. 6.7 Mean value of pk

for helium and argon as a
function of p? for ' D 0 (a)
and ' D �=2 (b). Open and
filled circles correspond to
the low and high momentum
spectral peaks for argon,
respectively; see Fig. 6.5e.
For each of the shown data
points, the spectral mean
value hpki has been
calculated when the
orthogonal momentum has
been restricted to a range of
0.1 au centered around p?

spectral mean value hpki has been calculated when the orthogonal momentum has
been restricted to a range of 0.1 au centered around p?.

We first discuss the case ' D 0, Fig. 6.7a. When a wavepacket is emitted by
field ionization during one half-cycle of the laser oscillation period, the wavepacket
will leave the interaction zone with the Coulomb potential in different portions,
depending on its emission time within the half-cycle. For a sculpted pulse with
' D 0, only one wavepacket per cycle is emitted; see Fig. 6.1a. Without the force of
the Coulomb potential (as in the SFA), the fraction of the electron wavepacket that
is created while the field strength increases departs directly from the parent ion on a
trajectory that is commonly called a direct one. The fraction of the wavepacket that
is born while the field decreases is driven back to the ion by the electric field on a
recolliding trajectory [3]. Both types of electrons are first driven away from the core
of the Coulomb potential and will thus experience approximately the same Coulomb
action during this stage of their motion. The recolliding portion of the wavepacket,
however, during its return to the parent ion, will experience an additional Coulomb
force. For nonnegligible p?, it will miss the center of the binding potential and pass
the ion at some distance that increases with p? [47, 48]. Gating on large values
of p?, thus, reduces the influence of the Coulomb potential especially for those
parts of the wavepacket which revisit the ion core.

This is demonstrated in Fig. 6.7a. For both helium and argon, we find that the
purely Coulomb-induced large value of pk at small p? gradually decreases as
the influence of the recolliding electrons is reduced with increasing p?. The SFA
momentum value of 0 is, however, never reached, rendering, not unexpectedly,
the SFA inapplicable for the interpretation of measured spectra composed of the
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low-energy region. The large offset from the SFA-predicted momentum value of 0
for small p? can be understood by considering that the wavepacket’s driving laser
field force is small for the asymmetric field shape ' D 0. The situation is very
similar for single-cycle pulses of only one color with a carrier-envelope phase of
zero. Our experiments thus show that the large Coulomb-induced spectral shift
found in [32,33] can be traced back to a strong distortion of the recolliding electron
wavepackets.

Now we turn to the case ' D �=2 shown in Fig. 6.7b, where the shape of
the electric field cycle is symmetric and two wavepackets per cycle are emitted;
see Fig. 6.1b. First, we concentrate on the helium data (open squares). The mean
momentum value predicted by the SFA is C0.41 au for both wavepackets. We can
see that the measured pk at p? D 0 is close to this value. The results of the classical
simulations in Fig. 6.5b show a stronger influence of the Coulomb potential on
the wavepacket that is emitted during the positive half-cycle of the electric field
and which is not driven back to the ion core. Thus, the small deviation is most
likely caused by the contribution of the wavepacket emitted during the positive
half-cycle of the electric field. As argued above, by gating on large values of p?,
we reduce the Coulomb contribution due to the recolliding wavepacket emitted
during the negative half-cycle and therewith relatively enhance the contribution of
the wavepacket emitted during the positive half-cycle. Consequently, pk moves to
smaller values, and the deviation from the SFA value becomes larger; see Fig. 6.7b.

For argon, the situation is complicated by the appearance of two distinct peaks
in the momentum spectrum for ' D �=2. According to the classical simulations,
they are caused by the same Coulomb-induced effect that for helium merely leads
to a broadening of the spectrum, namely, that the wavepackets emitted during the
positive and negative laser half-cycle, respectively, are effected differently by the
Coulomb force. But due to the lower laser intensity used in the experiments for
argon, the relative influence of the Coulomb force is stronger and the momentum
splitting larger. We show the center position of the two peaks as a function
of p? by the circles in Fig. 6.7b. For the lower momentum peak (filled circles)
that is predicted to be caused by a wavepacket emitted during the negative half-
cycle, pk stays almost constant around �0.17 au, independent of p?, while the
value calculated by the SFA should be C0.18 au. For the higher momentum peak
(open circles), which, according to the classical simulations, corresponds to a
wavepacket emitted during the positive half-cycle, the measured pk is larger than
the SFA momentum value for small p?. By gating on larger values of p?, by
which we dominantly reduce the effects of the Coulomb potential on the recolliding
wavepacket and preserve mainly the effects on the wavepacket’s outgoing motion
away from the ion, we achieve good agreement with the SFA; see Fig. 6.7b.

In conclusion, we measured the influence of the Coulomb potential on the motion
of field-ionized laser-driven electronic wavepackets by analyzing three-dimensional
electron-ion coincidence momentum spectra obtained using the COLTRIMS tech-
nique. To create and steer the electron wavepackets, we used two-color laser pulses
with a sculpted field cycle which allowed us to control the temporal structure of
wavepacket emission and the evolution of the field’s driving force on a subcycle
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scale. By comparing our measurements to classical and quantum mechanical
calculations with or without inclusion of the Coulomb force, we could identify
the deviations of the measurements from predictions of the SFA. In particular, we
investigated the different influence of the Coulomb potential on wavepackets that
leave the ion core directly and on those that are driven back to ion by the laser field
and recollide with it.

6.4 Laser Subcycle Interference Structures

Attosecond electronic restructuring dynamics in atoms and molecules takes place
via bound wavepackets formed by coherent superposition of two or more electronic
states. A complete characterization of this dynamics necessitates the measurement
of the evolution of the relative phases of all states that form the wavepacket.
Using the soft X-ray radiation emitted by the process of electron recollision [3] in
strong laser fields, several methods capable of gaining access to the relative phases
have been developed [12–15, 49]. Here we show an alternative approach based on
interference of pairs of electronic wavepackets [16–18].

We have described in the introduction that interference of electron wavepackets
released by strong-field ionization during different cycles of period T of an intense
laser field leads to ATI peaks spaced by the laser photon energy in photoelectron
energy spectra [23]. These types of interferences have also been called the intercycle
structures [24]. Wavepackets created within the same laser cycle lead to subcycle
interference fringes that are visible as a modulation of the ATI-peak structures.
Their relative subcycle release time #t is encoded in momentum with smaller #t
interfering at higher momenta. See Fig. 6.8 for a schematic.

Interference structures created by two coherently combined optical or matter
waves are determined by their relative phases. When pairs of electronic wavepackets
are launched at different instants of time, differences in quantum phases accumu-
lated during ionization and propagated in the presence of both the ionic and laser
field can be observed as interference patterns in energy or momentum spectra. It
is thus possible to actively control and modify the interference fringes with cycle-
sculpted laser fields. Using the above described sculpted two-color laser fields, we
can exploit this opportunity: Varying the relative phase ' of the two colors allows to
sculpt the ionizing field and hence to control the emission times and motion of the
interfering wavepackets on an attosecond timescale.

6.4.1 Controlling Subcycle Interference Structures

Interference structures of intercycle (ATI peaks) and subcycle origin are contained in
the measured momentum spectra along pz as a function of ' shown in Fig. 6.3. They
are visible in the spectral line-outs in Fig. 6.5a and c for ' D �=2 and ' D 0. For
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Fig. 6.8 (a, c) A free electron born at some time tb within the pulse reaches a final momentum
given by the negative vector potential at birth time, p D �A.tb/. Electron wavepackets that reach
the same final momentum interfere in momentum space. The same momentum can be reached
by wavepackets created during different cycles or by wavepackets created within one cycle. The
former lead to interference fringes strictly separated by the photon energy „! D 2�=T , with T
the laser-cycle duration, and are usually called ATI peaks [23] [see (b) and (d)]. The latter lead to
interference fringes of subcycle origin and are visible as a modulation of the ATI-peak structures
[see (d)]. The wavepackets’ relative release time #t is encoded in momentum with smaller #t
interfering at higher momenta. (b, d) Electron momentum spectra calculated by solving the TDSE
for a multicycle (light lines) and a single-cycle (dark lines) pulse. With a single-cycle pulse, the
field periodicity necessary for ATI peaks is broken, and only the subcycle interferences remain
visible. A two-color pulse permits to create strongly asymmetric spectra [cf. shape of (d)] and
therewith to observe the subcycle interference fringes at higher momenta than with carrier-envelope
phase controlled few-cycle pulses [7, 25, 26] and free from low-energy resonances [50]. Also, by
varying ', the timing of the wavepackets’ creation as well as their motion after ionization can be
controlled. Since in interferometry tiny changes to the phase of one of the pulses have a dramatic
effect on the observed interferograms, variation of ' thus enables us to clearly distinguish the
subcycle interference fringes from ATI peaks. For ' D 0, the spectrum is expected to be centered
at p D 0. The observed asymmetry in (b) is due to additional momentum that is imparted to the
escaping electron by the ionic Coulomb potential
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Fig. 6.9 (a) Measured momentum spectra of HeC along the laser polarization direction, z, for
jpy j < 0:2 au with px integrated over for ' D 0 (dark line) and ' D � (light line). Due to momen-
tum conservation, the ion momentum distribution is the mirrored electron momentum distribution.
The vertical lines mark the position of the ATI peak of order n, pn;ATI D ˙p

2.n! � Ip � Up/,
where Ip is the ionization potential and Up the ponderomotive potential. (b) Same as (a) but for
' D �=2. The dots mark the subcycle interference patterns

' D �=2, a steplike modulation at pz > 0 is apparent; for ' D 0, a series of weakly
visible peaks can be seen at pz < 0. The visibility of these interference signatures
can be enhanced by restricting the electron wavepacket motion to directions along
the laser polarization direction z. This can be done by confining the momentum
component orthogonal to pz to small values jpy j < 0:2. The third dimension px
has been integrated over. We show the resulting spectra for ' D 0=� and ' D �=2
in Fig. 6.9a and b, respectively. The spectra display interference peaks of different
origin and whose position and shape strongly depend on '. While at small jpzj,
i.e., small energies, they coincide with the position of interference peaks equispaced
in „!, commonly known as ATI peaks [23, 24], for larger momenta jpzj & 1 au,
the experimental resolution is insufficient to resolve them. Instead, the spectrum
for ' D �=2 features a modulation of the spectrum unrelated to ATI. These
terrace-like structures are the subcycle interference fringes which can be described
as an interferogram of the form P.pz/ / cos2.#˛.pz/=2/ created by the phase-
difference#˛.pz/ of two electron wavepackets released within a single laser cycle;
see Fig. 6.8.

The position and shape of the subcycle interference peaks sensitively depend
on the shape of the laser field cycle which we control by varying '. By contrast,
the ATI peaks are created by interference of wavepackets released during different
laser cycles, and their positions thus reflect the periodicity T of the field giving
equispaced peaks in „! independent of '. Subcycle and ATI fringes can be clearly
separated from each other by studying the variation of the longitudinal spectrum
with '; see Fig. 6.10a. The subcycle fringes appear as bow-like structures whose
positions vary strongly with '. The strong asymmetry of the spectra about pzD 0,
which is a further consequence of the two-color field, allows to detect them well
apart from low-energy resonances [50]. Maximum fringe spacing and highest
momenta are reached for ' D .0:5Cn/� , n 2 Z. In contrast, the position of the ATI
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Fig. 6.10 (a) Measured momentum spectra of HeC along pz, for jpy j < 0:2 au with px integrated
over as a function of '. From the raw spectra [as shown in Fig. 6.9a and b], an overall Gaussian
shape has been subtracted to enhance the visibility of the subcycle interference patterns that
sensitively depend on the laser field shape and therewith on ', visible as the indicated bow-
like structures. The ATI peaks do not depend on the field’s shape and are therewith independent
of '. (b) Same as (a) but calculated using the TDSE (no subtraction was performed). The upper
hemisphere shows spectra for a single-cycle pulse, the lower hemisphere for a multicycle pulse

peaks is independent of ' only determined by T (or, equivalently, !). To enhance
the visibility of the subcycle interference structures in Fig. 6.10a, a Gaussian fit
function to the spectra multiplied by 0.6 has been subtracted from them for each
value of '. This subtraction enhances the visibility of the steps in the raw spectrum
that correspond to the subcycle interference fringes.

6.4.2 Retrieval of Wavepacket Dynamics from Interference
Structures

We compare the measured interference structures to simulated ones, shown in
Fig. 6.10b. We calculated electron momentum spectra by solving the TDSE in
three spatial dimensions in cylindrical coordinates in the velocity gauge within the
single-active electron approximation for a model potential [43] of helium. We used
pulses of multicycle and single-cycle duration. The simulated spectra are shown
in the lower and upper part of Fig. 6.10b, respectively. For the multicycle pulses,
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Fig. 6.11 Comparison of
normalized spectra for
' D �=2, calculated using
the TDSE for a multicycle
two-color pulse (thin light
line) and a single-cycle
two-color pulse (thick
medium light line). The dark
line denotes the normalized
measured spectrum

they display both the closely spaced ATI peaks and the more widely spaced bow-
like subcycle fringes. By reducing the duration of the pulse to a single cycle T ,
the intercycle interference or ATI peaks can be switched off, while the subcycle
interference remains intact.

A detailed comparison between experiment and simulation using the TDSE can
be found in Fig. 6.11 for ' D �=2, for which the subcycle fringes reach the highest
momenta and largest fringe spacing. In the figure, the experimental spectrum (dark
line) is compared to simulated spectra for a multicycle (thin light line) and single-
cycle (thick medium light line) pulse. The spectrum for the multicycle pulse consists
of a series of ATI peaks equidistant in energy, i.e., with decreasing spacing towards
higher momenta. The ATI peak structure is clearly modulated with minima and
maxima following those of the spectrum for a single-cycle pulse. To facilitate a
quantitative comparison of simulation with experiment, the calculated spectra were
averaged over an intensity range from 0:5I0 to I0, with I0 being the peak intensity
of the laser pulse, to account for intensity smearing in the laser focal volume. The
averaging leads to a reduced fringe modulation depth and a slight momentum shift
of the fringe peaks by #pz � �0:04 au. Comparison of the experimental spectrum
with that created by the single-cycle pulse clearly confirms the appearance of the
subcycle peaks in the experiment while the more densely spaced ATI peaks are not
resolved.

From the measured interferogram at fixed ', P.pz; '/ / cos2.#˛.pz/=2/, it is
possible to extract the phase-difference #˛.pz/ accumulated by two wavepackets
that are released within one optical cycle of the two-color pulse. By using the
semiclassical connection [29] between the momentum pz and the time of birth of
the wavepacket, the phase difference #˛.pz/ can be expressed as a function of the
time delay between the emission of the two wavepackets within the same cycle;
see Fig. 6.8. Using the relation p D �A.tb/, with A.t/ the laser vector potential,
that we used above in Sect. 6.3.1 allows tb to be determined by inversion. However,
this approximation neglects the force of the Coulomb binding potential on released
wavepackets and only considers the force of the laser electric field.

The mapping of pz onto #t strongly depends on '. Figure 6.12 visualizes the
dependence of momentum to subcycle time-mapping on the shape of the sculpted
two-color pulse. A maximum range of momenta is covered by a pulse with '
around �=2 giving rise to subcycle time slits 50 as .#t . 1 fs. Note that time
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Fig. 6.12 Dependence of momentum to subcycle time-mapping on the shape of a sculpted two-
color pulse. Difference #t in attoseconds between the release times of two wavepackets (encoded
in gray scale) as a function of momentum at which they interfere for different relative phases ' of
the two-color pulse used in the experiments. The white area indicates momenta where either no or
only one of the two packets reaches this momentum. The largest range of pz and #t appears for a
sculpted laser field with ' D �=2

scales below �50 as are effectively inaccessible since ionization is suppressed
at small fields. Moreover, the useful time window is limited to reasonably high
momenta &0:3 au or #t . 0:8 fs due to the failure of the SFA for small momenta,
for which the influence of the Coulomb potential and low-energy resonances
becomes increasingly important. For the present two-color sculpted pulse, delay
times between 50 as .#t . 800 as can be probed with an estimated precision of
less than 10 as at the largest delay times.

The such obtained phase-difference #˛.#t/ contains contributions due to the
interaction with the laser field and with the Coulomb potential. The contribution
of the laser field is the well-known Volkov phase and that due to the Coulomb
field is the Coulomb eikonal phase [30]. If both of them are subtracted from the
measured phase #˛.#t/, we are left with the subcycle phase evolution of the
bound state#˛B.#t/. Thus, our work shows that measurement of subcycle electron
wavepacket interference patterns can serve as a tool to measure the dynamics of the
valence electron cloud in atoms and molecules, complementary to high-harmonic
spectroscopy [12, 13, 15, 51] and single attosecond pulse spectroscopy [52, 53].

6.5 Conclusion

We generated cycle-sculpted two-color waveforms to experimentally drive elec-
tronic wavepackets emitted by strong-field ionization from helium, neon, and argon
gas atoms and analyzed their momentum spectra measured by the COLTRIMS
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technique. Varying the relative phase ' of the two colors allowed us to sculpt the
ionizing field and hence to control the emission times and motion of the interfering
wavepackets on an attosecond timescale. Using semiclassical calculations, we inves-
tigated the influence of the ionic Coulomb field onto the motion of the wavepackets
and identified regimes where the widely used strong-field approximation leads
to severe errors in the interpretation of typical probe signals such as electron
momenta or emission times of photons. We further showed that the measured
electron momentum spectra contain interference patterns created by pairs of electron
wavepackets that are released with delays smaller than the laser oscillation period.
Our cycle-sculpted laser field allowed us to experimentally distinguish these
subcycle structures from interference fringes generated by wavepackets that are
released during different cycles, which are observed as ATI peaks in photoelectron
energy spectra spaced by the laser photon energy „!. We argue that the measured
subcycle interferograms can be used to extract the subcycle phase evolution of the
laser-driven complex bound-state wavefunction.
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S. Tschuch, C.D. Schröter, D. Bauer, J. Ullrich, A. Rudenko, O. Herrwerth, T. Uphues,
M. Schultze, E. Goulielmakis, M. Uiberacker, M. Lezius, M. Kling, Phys. Rev. Lett. 103(5),
053001 (2009). DOI 10.1103/PhysRevLett.103.053001. URL http://link.aps.org/doi/10.1103/
PhysRevLett.103.053001

27. D. Schumacher, F. Weihe, H. Muller, P. Bucksbaum, Phys. Rev. Lett. 73(10), 13441347 (1994).
DOI doi/10.1103/PhysRevLett.73.1344. URL http://link.aps.org/doi/10.1103/PhysRevLett.73.
1344

http://www.ncbi.nlm.nih.gov/pubmed/16513942
http://www.ncbi.nlm.nih.gov/pubmed/19626004
http://www.ncbi.nlm.nih.gov/pubmed/19626004
http://www.nature.com/doifinder/10.1038/nphys1511
http://www.nature.com/doifinder/10.1038/nature09185
http://www.nature.com/doifinder/10.1038/nature09185
http://link.aps.org/doi/10.1103/PhysRevLett.104.213601
http://link.aps.org/doi/10.1103/PhysRevLett.104.213601
http://link.aps.org/doi/10.1103/PhysRevLett.89.173001
http://link.aps.org/doi/10.1103/PhysRevLett.89.173001
http://www.nature.com/doifinder/10.1038/nphys290
http://link.aps.org/doi/10.1103/PhysRevLett.90.073902
http://link.aps.org/doi/10.1103/PhysRevLett.80.5508
http://link.aps.org/doi/10.1103/PhysRevLett.105.053001
http://link.aps.org/doi/10.1103/PhysRevLett.105.053001
http://www.opticsinfobase.org/abstract.cfm?URI=ol-21-12-884
http://www.opticsinfobase.org/abstract.cfm?URI=ol-21-12-884
http://ieeexplore.ieee.org/lpdocs/epic03/wrapper.htm?arnumber=686734
http://ieeexplore.ieee.org/lpdocs/epic03/wrapper.htm?arnumber=686734
http://link.aps.org/doi/10.1103/PhysRevLett.42.1127
http://link.aps.org/doi/10.1103/PhysRevLett.42.1127
http://link.aps.org/doi/10.1103/PhysRevA.81.021403
http://link.aps.org/doi/10.1103/PhysRevA.81.021403
http://link.aps.org/doi/10.1103/PhysRevA.74.063407
http://link.aps.org/doi/10.1103/PhysRevLett.103.053001
http://link.aps.org/doi/10.1103/PhysRevLett.103.053001
http://link.aps.org/doi/10.1103/PhysRevLett.73.1344
http://link.aps.org/doi/10.1103/PhysRevLett.73.1344


6 Field-Control of Wavepacket Motion 143

28. H. Muller, P. Bucksbaum, D. Schumacher, A. Zavriyev, J. Phys. B Atom. Mol. Opt. Phys. 23,
2761 (1990). DOI 10.1088/0953-4075/23/16/018. URL http://iopscience.iop.org/0953-4075/
23/16/018

29. M. Lewenstein, K. Kulander, K. Schafer, P. Bucksbaum, Phys. Rev. A 51(2), 1495 (1995). DOI
10.1103/PhysRevA.51.1495. URL http://link.aps.org/doi/10.1103/PhysRevA.51.1495
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Böcking, Phys. Rep. 330(2–3), 95 (2000). DOI 10.1016/S0370-1573(99)00109-X. URL http://
linkinghub.elsevier.com/retrieve/pii/S037015739900109X

41. R. Moshammer, B. Feuerstein, W. Schmitt, A. Dorn, C. Schröter, J. Ullrich, H. Rottke,
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Chapter 7
Characterization of Femtosecond Laser
Filament-Induced Plasma and Its Application
to Atmospheric Sensing

HuaiLiang Xu, Ya Cheng, ZhiZhan Xu, and See Leang Chin

Abstract In this chapter, we demonstrate experimental characterizations of plasma
of different phase targets induced by femtosecond laser filamentation using optical
emission spectroscopy and present an interesting phenomenon of lasing actions
occurring in the plasma column in air due to two different mechanisms, i.e., ampli-
fied spontaneous emission and self-generated harmonic seeding lasing. Several
examples in terms of sensing of atmospheric constituents of interest based on
characteristic filament-induced plasma are then given.

7.1 Introduction

The ability to measure atmospheric species over a long distance is of essential
importance in dealing with a variety of environmental issues from global warming
and stratospheric ozone depletion to early warning of biological and nuclear power
plant’s leak that threatens public and defense security. To date, because of the
capacity of nonintrusiveness, online and real-time sample analysis, various laser-
based spectroscopic techniques such as Fourier transform infrared spectroscopy,
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differential absorption light detection and ranging (DIAL), and laser-induced
fluorescence spectroscopy have attracted great interest; they have demonstrated their
versatility in monitoring remote targets including gases, aerosols, and solids with the
detection sensitivity in the ppm-ppb levels, depending on the detection distance and
the sensed species [1]. Nevertheless, most of the laser remote sensing techniques
generally require laser sources to be tuned to a special wavelength for one species at
a time. For example, in the case of DIAL, one wavelength is set to an on-resonance
absorption peak of the target species under study, while a second wavelength is set
to off-resonance of the species. The difference in the backward signals gives the
information on the concentration of the species along the optical path. Therefore,
sensing more than one species of interest in the atmosphere basically requires
multiple laser sources to cover wide spectral range [2].

The ideal situation in the field of laser remote sensing would be that one coherent
light source could do all the tasks with the ability to monitor a very broad range of
constituents in the atmosphere. The possibility to perform multielemental material
analysis with only one laser source could be achieved using the techniques such
as laser-induced breakdown spectroscopy (LIBS) and laser photofragmentation
spectroscopy (PFS), which are based on the spectral detection of optical emissions
from laser-induced plasma. When a pulsed laser with sufficient energy is tightly
focused and interacts with a sample, a plasma volume is produced that gives
characteristic optical emissions. The properties of the plasma and the material
compounds can be determined from the measured emission spectra. The key aspect
of such techniques applied to the field of remote sensing is to ensure that sufficiently
high laser intensities are delivered to a remote distance to induce a plasma
breakdown or photofragmentation of the sample resulting in characteristic optical
emissions. Clearly, because of diffraction, it is difficult to project the nanosecond
laser pulses with high intensities onto a remote sample, leading to limited operation
ranges of the LIBS or PF techniques using nanosecond laser systems.

Advances in high-power femtosecond laser technologies make it possible to use
only one laser source for simultaneously sensing multipollutants in the kilometer
range [3, 4]. When femtosecond laser pulses with the power beyond a threshold
value (critical power) propagate in air, due to the optical Kerr effect the laser
beam self-focuses, leading to multiphoton/tunnel ionization of air molecules. This
produces a plasma that defocuses the laser beam. The dynamic balance between
Kerr self-focusing and defocusing in air limits the laser intensity to about 5 �
1013 W=cm2 (intensity clamping) in the focal spot when the 800-nm laser pulses are
employed and leaves a long weak plasma column in the laser propagation path, a so-
called filament [2,5–7]. Femtosecond filamentation has been shown to reach remote
distances as far as a few kilometers. Filaments can propagate through an adverse
atmospheric condition such as fog and clouds better than normal nonfilamenting
laser beam due to the energy reservoir surrounding the filament cores [8–11]. A
very-low-energy fluctuation and an excellent mode quality inside the filament core
can be achieved due to intensity clamping and self-filtering in the filamentation
process [12]. In particular, the high clamped intensity inside the filament core can
induce all matters in the path of filament fragmentation, resulting in characteristic



7 Characterization of Femtosecond Laser Filament-Induced Plasma 147

optical emissions from the excited fragments. Such properties of the filaments make
them well suited for atmospheric sensing [13].

The filament-induced plasmas have some very unique properties. For example,
they are much longer than the Rayleigh length and could be extended up to hundreds
of meters. The high clamped intensity inside the filament core leads to a stable
signal at different locations of the interaction of filament with materials. So far,
many methods such as optical interferometry [14], plasma conductivity [15, 16],
and longitudinal diffraction [17] have been utilized to characterize the physical
parameters of the plasma induced by femtosecond laser filamentation, but here, we
will only focus on the characterization of the filament-induced plasma by optical
emission spectroscopy performed in our previous studies.

In this chapter, we will first briefly introduce the principle of the optical emission
spectroscopy for characterizing the plasma. It is followed by our representative
results on the characterization of filament-induced plasma of solid targets as well
as that in air at atmospheric pressure. We will then give our attention to remote
lasing actions occurring in the plasma column. Finally, several examples in terms
of atmospheric sensing based on filament-induced nonlinear spectroscopy are
overviewed

7.2 Optical Emission Spectroscopy for Characterizing
Filamentation-Induced Plasma

The optical emission spectroscopy of laser induced-plasma is a convenient and reli-
able measurement technique [18]. Although the physical properties of laser-induced
plasma are strongly dependent on experimental conditions, the physics behind
the characterization of laser-induced plasma by optical emission spectroscopy is
universal. That is, laser-induced plasma is treated as a spectroscopic source that
emits different spectral lines/bands and continuum radiation. By analyzing these
optical emissions, one can obtain characteristic physical parameters such as the
electron density and temperature and consequently characterizing the laser-induced
plasma.

The principles of the optical emission spectroscopy for characterizing laser-
induced plasma have been reviewed extensively, e.g., in [18, 19]. In this method,
the plasma should hold the condition of local thermodynamic equilibrium (LTE),
which can be judged by the McWhirter criterion [20]

Ne .cm�3/ 	 Ncr D 1:6 � 1012
p
T .#E/3; (7.1)

where Ncr is the lower limit of the electron density (Ne/; #E, in eV, is the energy
difference; and T , in ıK , the plasma temperature. When the plasma satisfies the
LTE condition, an analysis of the line intensity versus the energy of the upper level
of the transition can be performed to determine the plasma temperature since the
population density of the excited electronic state can be described by the well-known
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Boltzmann distribution. The line intensity related to the plasma temperature (T ) can
be expressed as

Iki D 1

4�

hc

�

N0

U.T /
gkAki exp

�
�Ek
kT

	
; (7.2)

where U.T / is the partition function of the species, N0 the number density of the
species, Ek the excitation energy, gk the statistical weight of the upper level k, Iki

and Aki are the intensity and probability for the transition from the upper level k to
the lower level i , and �, h, and c are the transition wavelength, Planck’s constant,
and light speed, respectively. Logarithmizing (7.2) yields

ln

�
�Iki

gkAki

	
/ � 1

kT
Ek: (7.3)

Thus, from the slope�1=kT of the so-called Boltzmann plot, ln.�Iki=gkAki/ versus
Ek , the plasma temperature T can be obtained.

On the other hand, the analysis of the spectral line width can determine the
electron density, which is based on the Stark effect in the plasma. The collisions
of the emitting particles with electrons and ions in the plasma results in Stark line
broadening with the full width half maximum (FWHM) (#�1=2) expressed as

#�1=2 D 2!
�
Ne

1016

	
C 3:5A

�
Ne

1016

	5=4 �
1 � 3

4
N

�1=3
D

�
!; (7.4)

where Ne is the electron density, ! is the parameter representing the contribution
from electron impact, A is the parameter representing the contribution from the
collision with ions, and ND is the number of particles in the Debye sphere, which
can be estimated by ND D 1:72 � 109 T 3=2N�1=2

e [18]. The first term in (7.4) refers
to broadening due to the electron impact, whereas the second term provides the
correction originating from the collision with ions.

In addition, the electron density may be determined from the Stark shift of
the spectral lines, and the plasma temperature may be obtained from the Saha–
Bolzmann equation if the spectral lines selected are from successive ionization
stages of the same element. The readers are referred to [18–20] for more discussions
about this technique.

7.3 Physical Properties of Filamentation Induced Plasma
of Solid Targets

In this section, we will focus on the characterization of plasma produced by the
interaction of femtosecond laser filament with a lead solid target [21] and discuss
the advantages of filament-induced breakdown spectroscopy (FIBS) for remote
sensing.
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Fig. 7.1 (a) Spectrum of the filament-induced lead plasma with a delay time of 40 ns (dotted) and
multi-peak Lorentzian fitting (solid lines) and (b) Partial energy diagram of Pb I and corresponding
transition wavelengths

Figure 7.1a shows the emission spectrum of filament-induced lead plasma in the
region of 350–380 nm. The spectral lines were assigned to atomic Pb transitions
(Fig. 7.1b) [22]. In this measurement, the laser pulses were focused using a fused
silica lens (f D 500 cm) in air to generate a single filament. The laser pulse had
an energy of 5 mJ and a pulse duration of about 42 fs. The pulse spectrum was
centered at 800 nm. The lead sample was fixed on a rotating stage and placed 4 m
away from the lens. This is roughly at the central part of the filament [2]. The FIBS
spectrum was obtained by a 0.5-m spectrometer (Acton Research Corp., SpectraPro-
500i) equipped with a gated intensified charge-coupled device (ICCD, Princeton
instruments Pi-Max 512). The spectrum was recorded with an ICCD gate width of
20 ns and a delay time of 40 ns with respect to the interaction time of filament with
the target.

According to (7.3), the plasma temperature was estimated from the emission
intensities of three lead (Pb I) lines at 357.27, 363.96, and 373.99 nm. The
corresponding transition probabilities ofAki (106 s�1/D 95:3, 30.8, and 53.3 and the
statistical weights of the upper states of gkD 3, 3, and 5, were adopted, respectively
[23]. Figure 7.2a shows, as an example, the Boltzmann plots for a time delay of
40 ns, giving rise to a temperature of 6,421 K according to the slope obtained
from the linear fitting. The plasma temperatures for the early stage emission of
the plasma, with delay time less than 100 ns, were shown in Fig. 7.2b. To check
whether the filament-induced plasma holds the LTE condition, we substituted the
highest temperature of 6,794 K obtained for a delay time of 20 ns and the energy
difference of #E D 3:47 eV for the 7s 1P1 ! 6p21D2 transition at 357.27 nm into
(7.1); Ncr was determined to be the order of �1015 cm�3, which is much smaller
than Ne � 1017cm�3 obtained here (see below), and thus the condition of LTE was
justified.
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Fig. 7.2 (a) Typical Boltzmann plot obtained with a delay time of 40 ns and (b) the plasma
temperature as a function of the delay time

The electron density of the plasma was estimated from (7.4). For the spectral
line at 373.99 nm, the values of ! and A are ! D 0:014 nm and A D 0:0082 nm,
respectively [24]. With these values, the broadening originating from the collision
with ions was estimated to be negligible as the plasma temperature of T D 6; 500K,
and the electron density of Ne D 1018 cm�3 was adopted; thus, this contribution
could be neglected, and thus (7.4) becomes

#�1=2 Š 2!
�
Ne

1016

	
: (7.5)

Using (7.5), the electron density of Ne � 8 � 1017 cm�3 was obtained for a 20-ns
time delay with respect to the laser pulse arriving on the target and a 20-ns gate
width. By setting the gate width to 20 ns and changing the time delay, the temporal
behavior of the electron density was obtained and shown in Fig. 7.3.

The electron density determines the signal strength, and the plasma tempera-
ture determines the continuum emissions. The above-determined temperature is
two times smaller than that obtained in a typical ns-LIBS experiment on lead
(�13; 000K, averaged without any temporal resolution), using an ArF excimer laser
at 193 nm [25], and the measured electron density is similar to those produced in
ns-LIBS (1018 cm�3), typically with the energy of > 50mJ (see e.g. [26]), which
is much larger than that (5 mJ) used in this work. Therefore, the measured high
electron density (�8 � 1017 cm�3) and low plasma temperature (�6; 700K) would
give rise to a high signal-to-noise ratio even in the early stage of the plasma, making
this technique of FIBS even more appealing.

However, in the filament-induced breakdown spectra, one source that affects
the signal-to-noise ratio is the white light produced during the filamentation
process in air, as shown in Fig. 7.4. These spectra were recorded with the sample
located at (a) 480 cm, (b) 420 cm, (c) 320 cm and (d) 280 cm away from the
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focusing lens (the filament started at a fixed distance around 2.5 m away from
the focusing lens) and a time delay of �3 ns with respect to the laser arriving
time on the target. It can be seen from Fig. 7.4 that the white light continuum
was much weaker if the sample was placed in the front part (Fig. 7.4d), close
to the starting point, of the filament. This can be explained by the fact that the
white light spectral width is linearly proportional to the propagation distance [27].
During the filamentation process, self-phase modulation (SPM) occurs inside the
filament, leading to a strong spectral broadening of the femtosecond pulse from
the ultraviolet (UV) to the infrared (IR) (supercontinuum) [28, 29]. Therefore,
when the filament hits the sample surface, the white light in the filament would
be scattered back to the detection system. This backscattered white light, however,
can be easily eliminated by well controlling the interaction position of the filament
with the sample. In particular, when compared to conventional ns-LIBS [30,31], the
continuum emission associated with the plasma itself, i.e., free–free or free–bound
transitions that result from collisions between electrons and ambient gas species
and electron–ion recombination in the plasma, is much weaker because of the short
pulse duration and the relatively low plasma temperature. This property of FIBS is
very favorable for practical, remote applications because the detection window can
be opened much earlier than in classical ns-LIBS, making even nongating technique
feasible [32].

7.4 Physical Properties of the Plasma Filament in Air

The characterization of the long plasma filament by the optical emission spec-
troscopy was also demonstrated in air [33]. Figure 7.5 shows a typical spectrum
of the atomic oxygen line emissions in the spectral range of 776.5–778.5nm. The
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Fig. 7.5 The spectrum of atomic oxygen lines in the plasma filament
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spectral lines at 777.19 nm, 777.42 nm, and 777.54 nm were assigned to the atomic
transitions 2s22p3.4S0/3s–2s22p3.4S0/3p, where Jk D 3, 2, and 1, respectively [34].
The intensity ratio of the individual peaks is close to 7:5:3, which is given by the
ratio of the statistical weights of the upper levels of the transitions [35]. In this
measurement, the laser pulses were focused in the ambient air to generate a single
filament by a lens with f D 100 cm. The laser pulse had an energy of 2 mJ and
a pulse duration of about 42 fs. The pulse spectrum was centered at 805 nm. The
spectrum was recorded with an ICCD gate width of 20 ns and a delay time of 0 ns
with respect to the laser arrival.

To determine the electron density, the contributions from the collision with ions
represented by the second term of (7.4) were first estimated with the values of A D
0:035 [18], ! D 0:0166 nm [33], and the plasma parameters of Ne � 1016 cm�3
and T D 5; 800K (see later). The broadening ascribable to the collision with ions
was only � 0:01 nm, which is much less than the measured spectral line widths
(�0:1–0:2 nm). Therefore, the second term of (7.4) was negligible, and (7.5) was
used to directly determine the plasma density with the value of ! D 0:0166 nm
adopted. As an example, the spectral lines in Fig. 7.5 were fitted well to the
convolutions of a Lorentzian profile corresponding to the Stark broadening and a
Gaussian profile corresponding to the instrumental broadening (0.03 nm, fixed).

In Fig. 7.6a, the longitudinal electron density distribution of femtosecond laser
plasma filament is shown. It can be seen that the electron densities are in the
order of 1016 cm�3, which were good agreement with the measurement by other
methods [36]. The plasma density of � 2:2 � 1016 cm�3 was about two orders of
magnitude higher than the critical density of Ncr� 1014 cm�3 for LTE, when the
energy difference (#E D 1:59 eV) of the atomic oxygen triplet and the plasma
temperature of 5,800 K (see later) were adopted in (7.1). This justifies the condition
of LTE.

The electron density recorded in Fig. 7.6a was over a range of about 7 cm and
the plasma column was stable within a region of about 4 cm in the case of the
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f D 100-cm lens. This behavior was explained by intensity clamping [37, 38], and
the observed self-stabilization is fundamental to the filamentation process [39]. The
measurements of the electron densities as a function of the laser energy under dif-
ferent focusing conditions were also performed, as shown in Fig. 7.6b. In the case of
the shorter focal lengths (f D 30 and 50 cm), increasing the input laser energy, the
plasma density increases rapidly until the slope tends toward a constant at high laser
energy. This latter effect is again due to intensity clamping, which leads to saturation
of the laser intensity and therefore the plasma density. The characteristic energy of
about 0.5 mJ, indicated by the change of the slope in the plasma density, corresponds
to a power of about 10 GW, which is the critical power for self-focusing measured
in air [40]. The steep rise below the critical power results from the highly nonlinear
dependence of the plasma density on the laser intensity before intensity clamping
occurs [36]. This can be observed for the focal lengths of f D 30 and 50 cm. In the
case of the f D 100 and 150-cm lens, the signal-to-noise ratio below the critical
power was not sufficient to detect. The increase of the electron density with shorter
focal length agrees with earlier measurements using nitrogen fluorescence calibrated
by longitudinal diffraction [36].

The plasma temperature was determined using two argon lines at 696.54 and
430.01 nm by mixing 25% argon and 75% air at atmospheric pressure. It was
assumed that the plasma temperature in the mixture was not significantly different
from that in pure air. According to (7.3), the plasma temperature was estimated
to be 5,819 K, which was averaged over the whole length of the plasma filament.
No significant change of the plasma temperature was observed along the plasma
column. This plasma temperature is relatively low compared to that in a typical
nanosecond laser-induced air plasma, i.e., 2–3 � 104 K, measured within 
 100 ns
after the laser arrival [35]. This plasma temperature in the order of �5 � 103 K,
together with the relatively small electron density of �1016 cm�3, gives rise to a
good signal-to-noise ratio signal.

7.5 Lasing Actions Occurring in the Plasma Filament in Air

An interesting phenomenon, i.e., amplified spontaneous emissions (ASE) along
the direction of the plasma filament that could be important in applications such
as remote sensing, was observed in 2003 by detecting the backscattering nitrogen
fluorescence [41]. The experiments were carried out by using a femtosecond laser
system characterized with a pulse duration of 42 fs and an energy of up to 20 mJ at a
repetition rate of 10 Hz (Fig. 7.7a). The laser pulses were focused in air by a 100 cm
lens to generate a single plasma filament with a length of a few centimeters that was
determined by the input laser energy. The nitrogen fluorescence was observed in the
backward direction. With such conditions, the backscattered fluorescence intensity
of N2 at 357 nm was found to increase exponentially with a gain coefficient of
0:3 cm�1, as the plasma filament length increases (Fig. 7.7b) Other fluorescence
lines of the second positive band from nitrogen molecules showed similar gain.
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a b

Fig. 7.7 (a) The experimental setup. L: focusing lens with f D 100 cm; M1, M2: dielectric
mirrors for 800 nm for 45 degree incident angle; M3: dielectric mirror for 800 nm for 0 degree
incidence angle; F: interference filter. The distance between M2 and the beam dump is around 2 m.
(b) The experimental data (dots) and the fitted gain curve (solid line)

Fig. 7.8 (a) Typical spectrum of nitrogen molecules excited by 1900 nm laser pulses recorded in
forward directions. Inset in (a): polarization property of remote laser at �391 nm. (b) the laser
peaks at 471, 428, 391, 357, and 330 nm achieved with different pump wavelengths of 1415, 2050,
1920, 1760, and 1682 nm, respectively.

In addition, the fluorescence signal of N2
C at 391 nm was measured, by which a gain

coefficient of 0:34 cm�1 was obtained. The mechanisms of the population inversion
for the ASE emissions are not totally clear yet, but they were tentatively ascribed
to the recombination of free electrons with ions in the plasma. Similar ASE lasing
action in air was also demonstrated for atomic oxygen line at 845 nm pumped by
a 226-nm, 100-ps laser pulses by a group in the USA [42]. In this circumstance,
population inversion for the 3p3P–3s3S transition was ascribed to resonant two-
photon excitation of atomic oxygen fragment in the plasma.

Recently, we demonstrated a totally different remote lasing scheme in air, which
achieved a self-harmonic-seeded switchable multiwavelength laser in air driven by
intense mid-infrared femtosecond laser pulses [43]. As shown in Fig. 7.8a, a strong,
narrow-bandwidth emission at 391 nm appears on top of the spectrum of the 5th
harmonic, whose intensity is nearly 2 � 3 orders of magnitude higher than that of
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the fluorescence lines at 357 nm and 337 nm from neutral molecular nitrogen. The
forward-direction spectrum was obtained with the laser pulses at 1,900 nm, 500�J,
and 200 fs. The lasing action was confirmed by the measurement of the polarization
of the emission at 391 nm using a Glan-Taylor polarizer. As shown in the inset of
Fig. 7.8a, the strong emission at 391 nm is nearly perfectly linearly polarized in the
direction parallel to that of the pump pulse. This provides strong evidence on the
harmonic-seeded lasing action at 391 nm because both spontaneous emission and
ASE will show isotropic polarization. Moreover, the seeding effect cannot take place
in the side and backward directions as the 5th harmonic beam always follows the
laser propagation in the forward direction; the backward and side emissions spectra
do not show any lasing peak as the 391 nm and will appear similar to each other with
comparable fluorescence line intensities [44]. This is indeed what we have observed.
We also examined the gain of the line at 391 nm, and as a result a gain coefficient
of 5:02 cm�1 was obtained. This value is about one order of magnitude larger than
those obtained in the ASE cases.

By tuning the pump mid-infrared femtosecond laser pulses, the lasing actions
at different wavelengths were obtained, as shown in Fig. 7.8b. All the lasing wave-
lengths were assigned to the first negative band of N2

C. The population inversion
occurring at an ultrafast time-scale in the multi-wavelength remote lasing actions
was ascribed to direct formation of excited molecular nitrogen ions by strong-field
ionization of inner-valence electrons, which is fundamentally different from the
previously reported pumping mechanisms based either on electron recombination of
ionized molecular nitrogen or on resonant two-photon excitation of atomic oxygen
fragments resulting from resonant two-photon dissociation of molecular oxygen.

7.6 Application to Atmospheric Sensing

In this section, we will give several representative examples carried out in recent
studies for sensing the samples in different phases including gases, vapors, aerosols
and solids using filament-induced nonlinear spectroscopy [4, 13].

For gas, vapor and aerosol samples in air, the filamentation of femtosecond
laser pulses would induce fragmentation in all these matters in air, resulting in the
characteristic fluorescence emissions from the excited fragments along the plasma
filament. In Fig. 7.9, a backward fluorescence spectrum of methane (CH4) mixed
with air at atmospheric pressure was demonstrated [45]. In this measurement, the
concentration of CH4 was 26% (volume=volume). The laser pulses with an energy
of 5 mJ were focused into a 4.2-m-long tube by a BK 7 lens (f D 1m). The
fluorescence from dissociated CH radicals was used to quantitatively analyze the
concentration of CH4 and its remote detection limit. The dissociation mechanism
of CH4 was theoretically ascribed to the neutral dissociation through superexcited
states created by multiphoton/tunnel excitation [46]. So far, the fluorescence from
the gas samples such as ethanol vapor and smoke (from burning mosquito coils
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in air) as well as water aerosols containing multiple solutes (NaCl, PbCl2, CuCl2
and FeCl2/ [47–50] was recorded. In particular, a simultaneous detection and
identification of methane and acetylene mixed with air at atmospheric pressure were
also performed using the filament-induced nonlinear spectroscopy [51]. A genetic
algorithm has been used to identify the unknown spectra with the premise that a
spectral database including the spectral signatures and the strengths of the signals
of the corresponding trace species is built. A good agreement between calculation
and experiment for the observed species was obtained (Fig. 7.10). Concentration
measurements demonstrate that the detection limits could reach about 1 ppm and
300 ppb for CH4 and C2H2, respectively. Very interestingly, we found recently an
exponential growth of the backscattered fluorescence from CH radicals emitted
from the mixture of hydrocarbon molecules with air at atmospheric pressure
(i.e., 2% methane, acetylene, or ethylene) as a function of filament length, indicating
that the fluorescence has been amplified through ASE as it propagates along the
filament [52].

For the detection of solid samples, we have experimentally shown the remarkably
distinct spectra of egg white and yeast powders using time-resolved FIBS [53].
In particular, we demonstrated the feasibility of remote detection and differenti-
ation of some very similar agriculture-related bioaerosols, namely barley, corn,
and wheat grain dusts, using this technique [54]. The signals were detected in
Lidar configuration. All the species showed identical spectra, namely, those from
molecular C2 and CN bands, as well as atomic Si, C, Mg, Al, Na, Ca, Mn, Fe,
Sr, and K lines. These identical spectral bands and lines reveal similar chemical
compositions; however, the relative intensities of the spectra are different showing
different element abundances from these three biotargets. The intensity ratios of
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Fig. 7.10 Experimental and fitted filament-induced fluorescence spectra of a mixture of C2H2

(1316 ppm), CH4 (5263 ppm) and air at atmospheric pressure. The inset shows the experimental
and fitted spectra in a higher resolution

different elemental lines were used to distinguish these three samples. We have
also demonstrated that the usage of a simple telescope as sending optics (see
[55]) could greatly improve the performance of remote FIBS of metallic targets
(aluminum) [32]. In this case, because the filaments are short, white light continuum
inside remote FIBS spectrum is negligible, realizing nongated R-FIBS.

7.7 Summary

In this chapter, we gave an analysis of plasma characteristics of different phase
targets when interacting with femtosecond laser filaments by using optical emis-
sion spectroscopy. By measuring the widths and strengths of spectral lines, we
determined the electron temperature and plasma density of the plasma plume of
lead and the plasma filament of air induced by femtosecond laser filamentation. It
was shown that the plasma spectra are very clean with a relatively high signal-to-
noise ratio because of the low plasma temperature and high plasma density. We also
presented the lasing actions occurring in the plasma column in air and discussed the
feasibility of remote sensing of pollutants in the atmosphere by the demonstrations
of several experimental examples based on filament-induced nonlinear spectroscopy
and lasing behaviors.
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4. S.L. Chin, H.L. Xu, Q. Luo, F. Théberge, W. Liu, J.F. Daigle, Y. Kamali, P.T. Simard,

J. Bernhardt, S.A. Hosseini, M. Sharifi, G. Méjean, A. Azarm, C. Marceau, O. Kosareva,
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L. Wöste, J.-P. Wolf, Appl. Phys. B 80, 785 (2005)

10. S.L. Chin, A. Talebpour, J. Yang, S. Petit, V.P. Kandidov, O.G. Kosareva, M.P. Tamarov, Appl.
Phys. B 74, 67 (2002)
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Chapter 8
Cascaded Laser Wakefield Acceleration Scheme
for Monoenergetic High-Energy Electron Beam
Generation

Jiansheng Liu, Wentao Wang, Haiyang Lu, Changquan Xia, Mingwei Liu,
Wang Cheng, Aihua Deng, Wentao Li, Hui Zhang, Jiancai Xu, Xiaoyan Liang,
Yuxin Leng, Xiaoming Lu, Cheng Wang, Jianzhou Wang, Baifei Shen,
Kazuhisa Nakajima, Ruxin Li, and Zhizhan Xu

Abstract Cascaded laser wakefield acceleration (LWFA) of electrons is promising
for producing monoenergetic electron beams well beyond 1 GeV by separating
and controlling electron injection and postacceleration in two LWFA stages. We
have demonstrated that electrons with Maxwellian spectra generated from the first
LWFA assisted by tunnel-ionization-induced injection were seeded into the second
LWFA and then accelerated to be a 0.8 GeV quasi-monoenergetic electron beam.
Further acceleration toward multi-GeV may be fulfilled with a long plasma channel.
Optical guiding of intense femtosecond laser pulses for powers up to 160 TW
over a 4-cm long ablative capillary discharge plasma channel and laser wakefield
acceleration of electrons well beyond 1 GeV were experimentally demonstrated.
By employing an oxygen-containing ablative capillary, electron beams with energies
extending up to 1.8 GeV were generated by using 130 TW, 55 fs laser pulses.
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8.1 Introduction

Laser wakefield accelerators (LWFAs) offer great potentials to produce high-energy
electron beams (e-beams) on a much smaller scale than the conventional radiofre-
quency accelerators [1–4]. GeV-class monoenergetic e-beams (MEBs) have been
generated via a centimeter-scale gas-filled capillary discharge waveguide LWFA
[5, 6]. However, the demand of higher energy MEBs could not be fulfilled with
the present single-staged LWFA. The cascaded LWFA is promising for generating
multi-GeV MEBs, where the electron injection and acceleration can be indepen-
dently controlled in different stages.

LWFAs via self-injection in the “bubble” regime have a limited energy gain up
to 1 GeV due to the required high electron density [7–11]. Experimental results and
numerical simulations indicate that the plasma density less than 2 � 1018 cm�3 is
required to produce multi-GeV e-beams: due to that, a long dephasing length can
be maintained and the instability due to relativistic self-focusing can be minimized
[12]. However, in this low density case, electrons are difficult to be self-trapped into
the plasma wake for a controllable acceleration. External injection relying on tunnel
ionization is effective for the low electron density LWFA and has been recently
demonstrated to generate e-beams with energies well beyond 1 GeV [13]. The
advantage of ionization-induced injection is to decrease the required laser intensity
and electron densities [14, 15].

In the ionization-induced injection, targets composed of the mixture of helium
and a small amount of higher Z gas (such as nitrogen, oxygen and argon) were
used. The helium atoms and outer electrons of the high Z atoms are ionized by
the leading part of the laser pulse. The ponderomotive force of the laser pulse
drives the ionized electrons to form a plasma wake. The inner-shell electrons are
ionized at the peak of the laser pulse and slip backward relative to the plasma
wake. Some of these electrons acquire enough energy through the longitudinal
electric field acceleration and are then trapped. Thus, the critical laser intensity
for ionization-induced injection is determined by the threshold for ionizing the
inner-shell electrons of high Z atoms. For example, a laser intensity higher than
1:8 � 1019 W=cm2, which corresponds to a normalized vector potential of aD 2:9,
is required to produce O7C ions [13]. However, due to the continuous injection
before the pump depletion of driving laser pulses, the accelerated e-beams are far
from a mono-energetic distribution [13–15]. If the trapped electrons assisted by the
tunnelionization in the first stage can be seeded into the second plasma wave for
further acceleration, electron energies can be easily scaled up to multi-GeV with a
narrow energy spread.
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8.2 A Cascaded Laser Wakefield Accelerator
Using Ionization-Induced Injection

The cascaded two-stage LWFA provides a reliable route to obtain multi-GeV
MEBs. The ability to stage multi-LWFAs together is very important for eventually
implementing 10 GeV and higher energy laser accelerators, whereby the electrons
are repeatedly accelerated by the laser wakefields in a manner similar to the con-
ventional accelerators. Previous proof-of-principle staged acceleration experiments
have been demonstrated by the external injection of e-beams from a conventional
accelerator into a plasma wave [16–18]. A very low acceleration gradient of
2.8 GV/m was obtained. Several injection scenarios have been designed and ana-
lyzed for cascaded LWFAs [19]. A staged all-optical LWFA in the self-modulated
regime was demonstrated, however, with the e-beam output of continuous spectrum
and�20MeV maximum energy [20]. Some proposals of two-stage acceleration via
density-gradient or tunnel-ionization injection have been suggested [11, 15, 21, 22]
but not yet been demonstrated experimentally until the very recent breakthroughs
[23, 24].

Here we report on the generation of near-GeV, quasi-monoenergetic e-beams
from an all-optical cascaded LWFA. The cascaded LWFA has two LWFAs where
two gas cells (GCs) were employed, the first GC filled with a He/O2 mixture in the
first LWFA while the second one filled with only pure He gas in the second one.
The first LWFA was used to generate high-energy electron source due to tunnel-
ionization-induced injection. The generated electrons with a Maxwellian spectrum
(almost 100% energy spread) were then seeded into the second low-density LWFA.
The second LWFA with 3-mm-thick GC was used to accelerate the seeded electrons
from the first LWFA to be a collimated quasi-monoenergetic e-beam with energy
of 0.8 GeV, corresponding to an acceleration gradient of 187 GV/m. As a result of
the two GCs, the separation of the electron injection and acceleration was realized
experimentally.

8.2.1 Experimental Setup

To realize a cascaded LWFA, we separated the electron injector and accelerator
by using two GCs filled with He/O2 mixture and pure He gas flows, respectively.
The schematic of the experimental setup for the all-optical cascaded LWFA assisted
by tunnel-ionization-induced injection is shown in Fig. 8.1. The first GC was
1-mm thick and consisted of 6% O2 gas and 94% He gas; the second GC with
variable thickness from 1 to 3 mm was filled with pure He gas. The separation
between the walls of the two cells was 0.5 mm. Each GC was machined with an
outlet, which could minimize the counterflow of the forgoing gas flow. The inset
in Fig. 8.1 shows the detailed structure of the two GCs. The experiments were
performed on the Femtosecond Petawatt Laser Facility [25]. The 40-fs, 800-nm
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Fig. 8.1 Schematic of experimental setup for the all-optical cascaded LWFA assisted by tunnel-
ionization-induced injection. The laser was focused using an f/20 off-axis parabola onto the target,
which consisted of two GCs filled with He/O2 mixture and pure He gas flow by using two pulsed
gas jets, respectively. The first GC consisted of a mixture of 6% O2 gas and 94% He gas and
the thickness was 1 mm. The thickness of the second cell was variable from 1 mm to 3 mm,
respectively

laser pulses with powers up to 60 TW were focused by an f=20 off-axis parabola
into the GC with a beam radius w0� 16�m at 1=e2 of the peak intensity. The
produced e-beams were deflected by a 0.55 Tesla dipole magnet and measured by a
Lanex phosphor screen imaged onto an intensified charge-coupled device (ICCD),
which was cross-calibrated by using a calibrated imaging plate to measure the
charge of the e-beams [26]. A 100-�m-thick glass plate was used to send the
transmitted light from the GCs to the forward imaging system for alignment and
to a spectrometer for transmitted laser spectra measurements. The plasma densities
were �5:7 � 1018 cm�3 in the first GC and �2:5 � 1018 cm�3 in the second one,
respectively.

8.2.2 Quasi-Monoenergetic e-Beam Generation from the
Cascaded LWFA

Figure 8.2 shows the single-shot e-beam spectra from the first LWFA at different
focal positions with laser powers of 50–60 TW (peak intensities of 0.93–1.1 �
1019 Wcm�2/. The backing pressure of the gas jet was 0.7 bar, corresponding to
an electron density of, ne � 5:7� 1018 cm�3 which was measured via a Michelson-
type interferometer [27]. As the focal spot was moved from zD 0 (the front wall of
the first GC) to zD 1:2mm, the cutoff energies of e-beams with Maxwellian spectra
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Fig. 8.2 Single-shot e-beam spectra from the first LWFA. Raw e-beam spectra (left) recorded
by the phosphor screen and an ICCD camera system, and spectra in units of charge per relative
energy spread (right) at different focal positions: (a) The focal position z D 0 (the front wall
of the first GC) and the laser power on the target was 53 TW. (b) z D 0:6mm, 58 TW. (c) z D
1:2mm, 60 TW. The electron density was �5:7�1018 cm�3. Limited by the exit size of the magnet,
only e-beams with energy higher than 27.5 MeV were measured. The generated e-beams have
Maxwellian spectra (almost 100% energy spread)

(almost 100% energy spread) decreased from 80 MeV to 50 MeV, and the beam
divergence increased slightly from 5 mrad to 8 mrad. The total charges (TCs) of the
e-beams with energy >27:5MeV were 25 pC, 56 pC, and 4.6 pC for Fig. 8.2a–c,
respectively. When the first GC was filled with pure He gas, no matter with or
without the second one, no electron was observed at backing pressures <1:2 bar
(ne� 7:4 � 1018cm�3/. As a result, the possibilities of self-injection and density-
gradient injection were excluded. We inferred that the ionization-induced injection
occurred after the effective laser intensity increased beyond 1:8 � 1019 Wcm�2 for
the generation of OC7 by tunnel ionization [12] due to the self-focusing of the laser
beam inside the gas mixture. As the focal spot was moved deeper into the GC, the
ionization-induced injection would be postponed, which led to the difference in the
TC and the cutoff energy of the e-beams. The first LWFA was used as an electron
injector for seeding the second LWFA.

Taking into account the measured Rayleigh range of the focused laser beam as
short as �1mm, we focused the laser beam at the position zD 1:2mm in order
to realize a good self-guiding of laser pulses in the second LWFA and the matching



166 J. Liu et al.

Fig. 8.3 Single-shot e-beam spectra from the cascaded LWFA with 1-mm-thick second GC. Raw
electron spectra (left) and spectra in units of charge per relative energy spread (right) at different
laser powers on the target: (a) 48 TW and (b) 60 TW. The focal position was z D 1:2mm. The
electron density was �2:5 � 1018 cm�3 in the second gas flow. The vertical error bar (˙11%)
arose from the uncertainty in the response of the phosphor screen to electrons. The horizontal
error bar was owing to the uncertainty in entrance angle of e-beams along the energy dispersion
axis. For the 83 MeV (110 MeV) electron beam, this gave an uncertainty in peak energy of
˙1.2% (˙1.6%)

between the laser and the second plasma wave [28]. Figure 8.3 shows the single-shot
e-beam spectra from the cascaded LWFA with 1-mm-thick second GC at different
laser powers. The backing pressure of the second gas jet was 0.5 bar, corresponding
to ne � 2:5 � 1018 cm�3. As shown in Fig. 8.3a, b, e-beams with peak energy of 83
(110) MeV, 9% (27%) energy spread, and 2.6 (7.5) mrad divergence were generated
by using 48 (60) TW laser pulses, respectively. The quasi-monoenergetic e-beam at
110 MeV, which was more than doubled of the cutoff energy as shown in Fig. 8.2c,
had a charge of �5:6 pC. It was higher than the measured TC of 4.6 pC obtained
in the first LWFA. The TC from the cascaded LWFA was �87 pC in this case. This
result indicated that a great amount of trapped electrons with energies <27:5MeV
in the first LWFA were seeded into the second one for further acceleration. The
e-beams with almost 100% energy spread were accelerated to be collimated e-beams
by the second LWFA. The maximum acceleration gradient of the second LWFA was
estimated to be �100GV=m.
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In the experiments, no electron with energy >27:5MeV was observed by
focusing the laser beam at zD 1:2mm when the first gas jet was off or filled
with pure He gas at the same electron density as that of He/O2 mixture. It is
reasonable since the electron density used in the second GC was not high enough
for electron self-injection [9, 10]. It was confirmed that the observed high-energy,
quasi-monoenergetic e-beams were owing to the post-acceleration in the second
LWFA of the e-beams generated via the ionization-induced injection in the first
LWFA. Electron injection and efficient acceleration were separately realized.

8.2.3 GeV-Class Quasi-Monoenergetic e-Beam Generation
from the Cascaded LWFA with 3-mm-Thick Second
Gas Cell

By increasing the acceleration length in the second LWFA larger energy gains were
obtained. Figure 8.4 shows single-shot e-beam spectra from the cascaded LWFA
with the thickness of the second GC increased to 3 mm. The plasma densities in
the first GC and in the second one were �5:7� 1018 cm�3 and �2:5� 1018 cm�3
respectively. By using 50 (48) TW laser pulses, respectively, the e-beams with peak
energy of 185 (216) MeV, 20% (19%) energy spread, 4.4 (6) mrad divergence, and
�10 (23) pC charge were generated shown in Fig. 8.4a, b. The maximum energy
of the e-beams extended up to �0.9 GeV as shown in the insets of Fig. 8.4a, b.
However, as shown in Fig. 8.4c, a collimated quasi-monoenergetic e-beam peaked at
0.8 GeV was observed with 25% energy spread, 2.6 mrad divergence, and �3:7 pC
charge at 45 TW laser power, in addition to the generation of the e-beam with
continuum spectrum around 200 MeV. The energy spread at 0.8 GeV might actually
be less (a few percent) as the energy resolution was limited to 25%. Since the uncer-
tainty in the entrance angle of e-beams along the energy dispersion axis was limited
to be ˙3mrad, the resulted uncertainty in peak energy for 0.216 GeV (0.8 GeV)
e-beams was estimated to be C4:5%, �3:1% (C19:1%, �10:7%). Considering an
effective acceleration length of �4mm, the highest acceleration gradient in the
second LWFA was estimated to be 187 GV/m. It was close to 70% of 262 GV/m
estimated by Lu’s Model [27]: EmaxDE0pa0 with E0.V=m/D 96pne.cm�3/,
where a0 was the normalized vector potential.

In order to obtain the maximum acceleration gradient in the second LWFA,
electrons should be seeded close to the bubble base. Because the bubble radius
of the second plasma wave was larger owing to a lower electron density, lower-
energy electrons were generated in the first LWFA and lagged more behind the
laser pulse. These lower-energy electrons were favorable for seeding the second
LWFA and postacceleration. This might explain the 0.8 GeV quasi-monoenergetic
e-beam generated at a relatively low laser power. Another advantage by focusing
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Fig. 8.4 Single-shot e-beam spectra from the cascaded LWFA with 3-mm-thick second GC.
Raw electron spectra (left) and spectra in units of charge per relative energy spread (right) at
different laser powers on the target: (a) 50 TW, (b) 48 TW, and (c) 45 TW. The electron densities
were �5:7 � 1018 cm�3 and �2:5 � 1018 cm�3 for the first and second gas flow, respectively.
A collimated quasi-monoenergetic e-beam at 0.8 GeV was observed with 25% energy spread,
2.6 mrad divergence and �3:7 pC charge at 45 TW laser power, in addition to the generation of the
e-beam with continuum spectrum around 200 MeV. The energy spread at 0.8 GeV might actually
be less (a few percent) as the energy resolution was limited to 25%. For the 0.216 GeV (0.8 GeV)
electron beam, the uncertainty in peak energy is C4:5%, �3:1% (C19:1%, �10:7%)

the laser pulse close to the second GC was to produce low-energy e-beams in the
first LWFA for the optimization of seeding besides the self-guiding in the second
LWFA. Properly controlling and optimizing the injection phase of electrons into
the second LWFA by manipulating the laser and the plasma parameters can ensure
the stability of e-beams generation. We unambiguously demonstrated for the first
time that by using the cascaded LWFA, low-energy e-beams with Maxwellian
spectra from an electron injector were postaccelerated to be high-energy, quasi-
monoenergetic e-beams. The cascaded LWFA scheme developed here can be scaled
up to the generation of 10 GeV e-beams in a straightforward way by using a long
preformed plasma channel as the second LWFA.
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8.3 Cascaded Laser Wakefield Acceleration of Electron
Beams Beyond 1 GeV from an Ablative Capillary
Discharge Waveguide

Plasma waveguides preformed by gas-filled or ablative capillary discharges can
guide the laser pulse over a much longer distance [5, 7, 29–33] than in the self-
guided regime. A quasi-monoenergetic e-beam up to 1 GeV energy was produced
by channeling a 40 TW laser pulse in a 3.3-cm-long gas filled capillary discharge
waveguide [5]. A meter-scale plasma channel was also proposed to support the
LWFA operating at a density of 1:2 � 1017 cm�3 for generating 10 GeV MEBs by
using petawatt-class driving laser pulses [28].

We report a 4-cm-long ablative capillary discharge waveguide cascaded LWFA
well beyond 1 GeV assisted by ionization-induced injection, where the capillary
had a cascaded structure of 2-cm-long acrylic resin (C:O:H D 4:2:7) capillary con-
necting with 2-cm-long polyethylene capillary(C:O:H D 1:0:2). By comparing the
experiments using polyethylene capillary and the capillary with oxygen-containing
acrylic resin at plasma densities of 1–3�1018 cm�3, the experimental results suggest
that a small amount of oxygen from the ablation of the oxygen-containing capillary
wall is in charge of the electron injection, i.e., arising from the ionization of oxygen
K-shell electrons. The e-beams with energies up to 1.8 GeV are obtained via the
130 TW, 55 fs driving laser pulses. Optical guiding of 160 TW ultraintense laser
pulses is also demonstrated over the entire plasma channel. The results show that it
is applicable by using ablative capillary waveguides to produce multi-GeV e-beams.
And this cascaded LWFA have proved that ionization-induced injection had some
advantages in improving charge of the electron injection, so it could make full use
of the acceleration stage to accelerate the e-beams.

8.3.1 Experimental Setup

The experiments were performed at the Femtosecond Petawatt Laser Facility [25].
In the experiments, only 100–160 TW laser pulses were used. The laser pulse
duration is 55 fs (full width at half-maximum, FWHM) with the central wavelength
at 800 nm. The experimental setup is shown in Fig. 8.5 where the laser beam was
focused by an f=10 off-axis parabolic mirror into the entrance of an ablative
capillary. The vacuum spot size w0 was measured to be �13�m at 1=e2 of
the peak intensity, corresponding to a Rayleigh length of 0.7 mm. The fractional
laser energy contained within the laser spot was measured to be about 55%. The
produced e-beams exiting the capillary were deflected by a 10-cm-long 0.55-Tesla
dipole magnets and detected by an imaging plate (IP), which was covered by a
100-�m-thick aluminum foil to avoid the exposure from the laser pulse and X-rays.
The imaging plate was calibrated to measure the charge of the e-beams [26].
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Fig. 8.5 Schematic experimental setup of the ablative capillary discharge waveguide LWFA

A 1-mm-thick glass plate was used to send the transmitted light to the forward
imaging system for capillary alignment.

The capillary discharge was triggered several hundred nanoseconds before the
driving laser pulse arrived, by focusing a 40 mJ, 532 nm Nd: YAG laser pulse
onto the tip of a copper needle with the assistance of the transverse ignition
method [33]. This arrangement has an advantage of providing a stable control of
the discharge initiation with timing jitters less than 10 ns. The arrangement of the
ablative capillary discharge circuit and the diagnostics of the electron densities in
terms of the spectral broadening of H’ line were described in details in [33].

8.3.2 Optical Guiding for the Laser from an Ablative Capillary
Discharge Waveguide

Optical guiding is important for electron acceleration because the laser intensity
will decrease rapidly during the propagation if a proper guiding of laser pulses is
not existed. The structure of the capillary had some advantages in ensuring a longer
waveguide [29–33].

Figure 8.6a depicts the temporal evolution of the on-axis electron density,
discharge current, and the trigger laser pulse of the discharged ablative capillary
made of polyethylene. The inner diameter of the capillary was 0.5 mm, and the
voltage applied to the capillary electrodes was 20 kV. The maximum on-axis density
was increased to 2:5 � 1018 cm�3 when the time delay relative to the onset of
the discharge current was around 410 ns. The measured radial distribution of the
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electron density at the time delay of 350 ns is shown in Fig. 8.6b, with a parabolic
profile favorable for optical guiding.

In the first instance, we performed the optical guiding experiments at the
Femtosecond Petawatt Laser Facility operated in the 10-Hz mode to confirm
the channel structure. The intensity of the driving laser pulse at the focus was
�2 � 1015 W=cm2. Therefore, the relativistic self-focusing effect can be negligible
and only the preformed channel contributed to the guiding of the driving laser pulse.
Figure 8.7a describes the measured beam patterns of the transmitted laser pulses at
the exit when the driving laser pulses were focused into the entrance of the discharge
capillary at different time delays from 260 to 440 ns. It can be seen that the spot size
of the transmitted laser beam at the exit was approximately equal to the initial spot
size at the capillary entrance when the time delay was in the range of 320–380 ns,
which indicates the realization of a good linear optical guiding of the laser beam in
the plasma channel. This agrees with the measured electron density profile shown
in Fig. 8.6b. Furthermore, the nonlinear optical guiding of the driving laser pulses
with much higher peak power was also observed at the time delay of 350 ns, as
shown in Fig. 8.7b, c, for which the input laser peak powers are 160 TW and 78 TW,
respectively. As a result, the nonlinear wakefield for electron acceleration over the
entire capillary can be excited by using a 100 TW-level laser pulses.

8.3.3 Cascaded Laser Wakefield Acceleration of Electron
Beams Beyond 1 GeV from an Ablative Capillary
Discharge Waveguide

Because of the low plasma density inside ablative capillary discharge waveguides,
it is difficult for the self-injection to take place, and the production of the e-beams
is therefore unstable. However, the advantage of low plasma density is that



172 J. Liu et al.

Fig. 8.7 (a) Measured beam patterns of the transmitted laser pulses at the exit when the driving
laser pulses at intensities of �2 � 1015W cm�2 were focused into the entrance of the discharge
capillary at different time delays from 260 ns to 440 ns. (b)–(c) Measured beam patterns of the
transmitted laser pulses at the exit at the time delay of 350 ns for input laser powers of 160 TW and
78 TW, respectively

electrons can be accelerated to very high energy after they are properly injected.
We performed an experiment for comparison by applying two kinds of capillaries
made of different materials. One is 4-cm-long capillary made of polyethylene
(C:O:HD 1:0:2), while the other is 2-cm-long acrylic resin (C:O:HD 4:2:7) cap-
illary connecting with 2-cm-long polyethylene capillary.

With the 4-cm-long polyethylene capillary, no electrons were measured when
the driving laser powers (on target) varied from 80 to 130 TW and the time delay
was scanned in a large range. This is due to the very low electron density in the
plasma channel and the self-injection is difficult to occur at this level of driving
laser power. This result was quite similar to the experiment reported in [30], where
no accelerated electrons were observed for a polyethylene capillary. However, the
results were much different for capillaries with oxygen-containing acrylic resin, as
shown in Fig. 8.8.

Figure 8.8a, c depict the measured single-shot e-beam energy spectra from an
ablative capillary discharge waveguide LWFA. The on-target laser power was
120 TW, and the focal size was estimated to be 21�m in diameter, corresponding
to a peak laser intensity of 1:9 � 1019 Wcm�2. It was higher than the threshold
intensity for the ionization of K-shell electrons of oxygen to produce O7C ions. The
time delay between the driving laser pulse and the onset of the discharge current was
410 ns. The discharge voltage applied on the capillary was 23 kV. The corresponding
plasma density in the capillary was 2:8�1018 cm�3. It can be seen that the maximum
energy of e-beam is up to 1.8 GeV. The uncertainty of the maximum energy at
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Fig. 8.8 Measured single-shot e-beam energy spectra from an ablative capillary discharge
waveguide LWFA at different laser powers on the target. (a)–(b) Raw data recorded by the imaging
plate. (c)–(d) Integrated spectra in units of charge per relative energy spread. The laser power on
the target were 120 TW (left) and 130 TW (right). The electron densities were 2:8 � 1018 cm�3

(left) and 3:1 � 1018 cm�3 (right). The time delays of the driving laser pulse relative to the onset
of the discharge current were 410 ns (left) and 490 ns (right), respectively

1.8 GeV was estimated to be in the range of 1.2–3.6 GeV considering the divergence
angle (4.8 mrad) of the high-energy part of the e-beam. The measured total charge
of the e-beam with energies higher than 33 MeV was 0.7 pC.

A higher plasma density of 3:1 � 1018 cm�3 was achieved by increasing the
time delay of the driving laser pulse to 490 ns, and the e-beam with a higher
charge of 1.8 pC was observed as shown in Fig. 8.8b, d. The measured maximum
energy of generated e-beam also extended up to 1.8 GeV, with a similar uncertainty
of 1.2–3.3 GeV (divergence angle 4.5 mrad). The laser power on the target was
130 TW, corresponding to a peak laser intensity of 2�1019 Wcm�2. The increase in
the e-beam charge in this case can be partly attributed to the higher plasma density
in the capillary waveguide.

The above results suggested that the ionization-induced injection owing to the
K-shell electrons of oxygen was responsible for the electron injection into the
wakefield [13] and the generation of high-energy MEBs in the case of applying
oxygen-containing acrylic resin capillary [31,32]. And ionization-induced injection
had some advantages in improving charge of the electron injection and in ensuring
an earlier electron injection. So the cascaded LWFA could make full use of the
acceleration stage to accelerate the e-beams. Since the dephasing length at the
electron density of 3:1�1018 cm�3 was estimated to beLdpD�p

3=�2� 1:3 cm [34],
which was shorter than the length of the capillary, the generated e-beams had a
continuum distribution with 100% energy spread as well as a large divergence
angle. Optimizing the capillary length and the inner diameter of the capillary would
improve the energy spread and the divergence of the generated e-beams.
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8.4 Summary

We have demonstrated an all-optical cascaded laser wakefield accelerator (LWFA)
using ionization-induced injection. Electron injection and acceleration were
successfully separated and controlled in different LWFA stages. Electrons with
Maxwellian spectra generated from the first LWFA using tunnel-ionization-induced
injection, were seeded into the second LWFA and accelerated to be a quasi-
monoenergetic e-beam with energy of 0.8 GeV, corresponding to an acceleration
gradient of 187 GV/m. We have shown the possibility of further acceleration toward
multi-GeV by employing a plasma channel. Optical guiding of intense femtosecond
laser pulses for powers up to 160 TW over a 4-cm ablative capillary discharge
plasma channel and laser wakefield acceleration of electrons well beyond 1 GeV
were experimentally demonstrated. By employing an oxygen-containing ablative
capillary, e-beams with energies extending up to 1.8 GeV were generated by using
130 TW, 55 fs laser pulses.

A possible geometry for the future experiment is that the second stage of the
cascaded LWFA uses the ablative capillary to improve the output electron energy.
The ablative capillary discharge plasma channel can offer long acceleration length
which can be extended to several centimeters even 10 cm, and the e-beams seeded
into the second LWFA can be accelerated to be 10 GeV class mono-energetic
e-beams.
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Chapter 9
Laser Radiation Pressure Accelerator
for Quasi-Monoenergetic Proton Generation
and Its Medical Implications

C. S. Liu, X. Shao, T. C. Liu, J. J. Su, M. Q. He, B. Eliasson, V. K. Tripathi,
G. Dudnikova, R. Z. Sagdeev, S. Wilks, C. D. Chen, and Z. M. Sheng

Abstract Laser radiation pressure acceleration (RPA) of ultrathin foils of sub-
wavelength thickness provides an efficient means of quasi-monoenergetic proton
generation. With an optimal foil thickness, the ponderomotive force of the intense
short-pulse laser beam pushes the electrons to the edge of the foil, while balancing
the electric field due to charge separation. The electron and proton layers form a
self-organized plasma double layer and are accelerated by the radiation pressure
of the laser, the so-called light sail. However, the Rayleigh–Taylor instability can
limit the acceleration and broaden the energy of the proton beam. Two-dimensional
particle-in-cell (PIC) simulations have shown that the formation of finger-like
structures due to the nonlinear evolution of the Rayleigh–Taylor instability limits
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the acceleration and leads to a leakage of radiation through the target by self-
induced transparency. We here review the physics of quasi-monoenergetic proton
generation by RPA and recent advances in the studies of energy scaling of RPA,
and discuss the RPA of multi-ion and gas targets. The scheme for generating
quasi-monoenergetic protons with RPA has the potential of leading to table-top
accelerators as sources for producing monoenergetic 50–250 MeV protons. We
also discuss potential medical implications, such as particle therapy for cancer
treatment, using quasi-monoenergetic proton beams generated from RPA. Compact
monoenergetic ion sources also have applications in many other areas such as high-
energy particle physics, space electronics radiation testing, and fast ignition in laser
fusion.

9.1 Introduction

Compact laser-driven accelerators are an attractive alternative for high-quality
monoenergetic proton and ion generation in comparison to conventional RF accel-
erator because the electric fields for particle acceleration can reach the order of
tens GV per cm, which allows reduction of the system size. Laser acceleration of
electrons by plasma wakefield was first pointed out by Tajima and Dawson [1], and
has become a great success with the experimental production of mono-energetic
electrons by laser wakefield acceleration [2–4] and obtaining quasi-monoenergetic
electrons close to 1 GeV [5, 6]. More recently, the actively studied scheme of laser
radiation pressure acceleration (RPA) of ultrathin target shows promising aspect
of efficient quasi-monoenergetic proton generation [7–16]. In the RPA scheme, a
circularly polarized, high power, short pulse laser is focused on an ultrathin target
(thickness < �), which leads to the acceleration of the most of the foil-trapping
protons in it, the “light sail.” Instead of striving to increase the peak proton energy
with a broad energy spectrum using long-pulse laser on a thick target such as the
scheme of target normal sheath acceleration (TNSA), the RPA focuses more on
increasing the efficiency of acceleration and producing monoenergetic protons.

In this chapter, we review the physics of the laser RPA scheme for generating
quasi-monoenergetic protons and carbon ions with potential medical applica-
tions such as particle therapy, and present our recent studies of energy scaling
of RPA. We also discuss the RPA of multi-ion and gas targets. We focus on
the development of laser proton accelerators in the intermediate energy range
of few hundred MeV specifically for particle cancer therapy as an immedi-
ate goal. First, it is possibly achievable with existing commercially available
technology to build a laser RPA-based compact source of high-quality protons
(high enough flux, low divergence, nearly monoenergetic and tunable) of energies
50–250 MeV suitable for widespread dissemination for cancer therapy. The poten-
tial of compact accelerators can radically enhance the availability of proton therapy
device and make it as widespread as MRI machines.
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9.1.1 Brief Introduction on Particle Therapy for Cancer
Treatment

Proton therapy for cancer treatment is a growing industry and rapidly gaining
market shares that has been traditionally served by chemotherapy and conventional
radiation therapies such as X-ray and gamma ray therapy. The key feature of the
interaction of energetic protons with tissue is the Bragg peak with abrupt absorption
and deposition of energy at a specific location and only small amount of energy
absorbed elsewhere. This enables precise targeting of the cancer by proton, leading
to humane treatment of cancers with minimum damage to the surrounding tissue.
Several kinds of cancers can be treated effectively with relatively few side effects
for the patients, thus making proton therapy a preferred oncology, particularly in
pediatric cases. In proton cancer therapy, protons with energies 50–250 MeV are
needed. The proton energy is required to be tunable and nearly monoenergetic so
that it can target precisely the tumor location. The particle flux for medical treatment
is around 109–1011 particles per second. Typically, cyclotron-based proton therapy
centers cost about $150 million and occupy a large real estate. Due to the large size
and cost of the current systems, access is limited to a few locations with a capacity
of treating only about 6,000 patients per year in the USA, which is less than 3%
of the estimated annual demand of 250,000 patients. Though the number of proton
therapy centers is increasing, the low-cost compact laser-driven proton accelerators,
when realized, would be an attractive alternative for proton cancer therapy.

9.1.2 Schemes for Laser Proton Acceleration

The acceleration of ions by laser irradiation of foils has been pursued actively
using experiments, theory and simulations. There are mainly two mechanisms for
proton acceleration with laser irradiation on a foil: target normal sheath acceleration
(TNSA) and radiation pressure acceleration (RPA).

9.1.2.1 Target Normal Sheath Acceleration

In previous studies of the generation of highly energetic ion beams from laser-
plasma interactions, foil targets with thicknesses ranging from a few to several
tens of laser wavelengths were used and TNSA was the predominant mechanism
leading to the production of multi-tens MeV ion beams [17–25]. In TNSA, protons
are accelerated by the electric field created by the hot electrons heated by the laser.
However, in most cases, the resulting ion energy spectrum is broad and only few
protons reach the maximum energy (Fig. 9.1a). In addition, the efficiency of energy
conversion to energetic protons is low. Therefore, as pointed out by Ma et al. [34],
TNSA is not suitable for direct use in radiotherapy and other applications requiring
monoenergetic protons.
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Fig. 9.1 (a) Measured proton energy spectra from ultra-high intensity laser interaction with target
foils using TNSA scheme (from Ref. [33]). The proton flux from the heated target (gray lines),
measured at both the front (broken lines) and rear (solid lines) of the Fe target foil, is reduced by
about 2 orders of magnitude compared to the unheated target (black lines). (b) 2D PIC simulation
of proton energy spectra produced with RPA of a thin foil [30]

9.1.2.2 Radiation Pressure Acceleration

In RPA, or “light sail,” the whole foil is accelerated by the radiation pressure-
trapping protons in it. RPA is a more efficient acceleration process for producing
high-energy monoenergetic protons, suitable for many applications requiring that
the accelerated protons have a good beam quality and a narrow energy spectrum.
We have studied and developed theory and simulation of the RPA of quasi-
monoenergetic protons [7, 13, 15, 30]. Figure 9.1b shows the modeled energy
spectrum of protons produced from RPA of a thin target. Recent simulations of the
RPA scheme focused on case studies of obtaining � GeV protons with high power
(�10 of petawatt) laser irradiated on single-species ion target [26, 27] and on the
acceleration of minority protons with RPA of multi-species (carbon and proton) thin
foil targets [28]. Experiments by [10] demonstrated promising aspects of efficient
laser acceleration of ultrathin targets.

9.2 Quasi-Monoenergetic Proton Generation with RPA

9.2.1 Criteria for RPA

In RPA, high-intensity circularly polarized laser light with a high contrast ratio
accelerates the ultrathin foil with radiation pressure, and the foil has a definite,
optimal thickness. It must be sufficiently thin so that
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(a) The ponderomotive force of the laser radiation accelerating the electrons in the
foil is balanced by the electric force due to ions left behind at the outer edge of
the thin foil.

(b) The mass of the thin foil must be sufficiently light so that nearly the whole foil
is accelerated by the laser radiation pressure in the short duration of the order
of ion plasma period. In an accelerated frame, protons are subject to both the
electric force of the electron layer accelerating them forward, and the inertial
force pulling them back. The balance of these two opposing forces forms a trap
for the ions in real and phase spaces.

(c) These stably trapped protons and electron layers form a self-organized double
layer. The laser radiation pressure accelerates this double layer as a whole.

This accelerating double layer, although stable in one dimension, is unstable in two
or three dimensions due to the Rayleigh–Taylor instability.

9.2.2 Underlying Theory of the RPA in One-Dimension

Here, we present the theory of RPA of ultra-thin targets. In the RPA, the thickness of
the foil is such that the electrons pushed by the ponderomotive force of the circularly
polarized laser light reach the rear end of the target, where they are stopped by the
static electric field of the ions, as suggested first in 1D simulations by [16]. Thus
the target forms a self-organized double layer. The whole foil, now in the form
of a polarized and overdensed plasma, is accelerated by the radiation pressure of
the laser. A theory for this accelerated plasma double layer was developed by us
[13, 15, 29] to explain the origin of accelerated ions first seen in numerical
simulations [16].

9.2.2.1 Effects of Circular Polarization on the Stability and Efficiency
of RPA

For efficient acceleration of an ultrathin target, circularly polarized laser is essential.
With a linearly polarized laser, electrons move along the radiation electric field
and can gain large transverse momentum and be heated; thus consequently the
acceleration of protons along the laser propagation direction becomes less efficient.
On the other hand, circularly polarized laser has only zero frequency components of
ponderomotive force and suppresses the second harmonic component, driving the
foil as a light sail. Therefore, the stability and efficiency of RPA is increased with
circularly polarized laser.



182 C. S. Liu et al.

9.2.2.2 Optimal Thickness of the Ultra-thin Target for Light Sail and the
Formation of a Self-Organized Double Layer

During the RPA of an ultrathin foil, the laser ponderomotive force sweeps all
electrons in the foil forward until the electrostatic force on the electrons due to the
ions left behind balances the ponderomotive force on the electrons at a distance D.
These electrons form a charged layer and their electrostatic force now accelerates
the ions left behind. When the thickness of the target, �, is equal to this distance
of maximum charge separation, we obtain optimal thickness DD�s , at which the
electrons are pushed to the rear end of the target and the space charge force balances
the ponderomotive force eEsDFP .�s/ on the electrons. In the large amplitude
limit of the normalized laser amplitude a0D ejEj=.m!c/ >> 1, we obtain the
thickness

�s Š 4�

�L

�
c

!p

	2
a0 D �L

�

�
!

!p

	2
a0 (9.1)

To avoid wave tunneling, it is required that �s >c=!p or 2a0!=!p > 1. For a0D 5
and !2p=!

2D 10, the optimum foil thickness is DD�sD 0:16�L, which compares
well with the value of DD 0:2�L considered in the simulation of Yan et al.
[16]. In their simulation, they found that with the target thickness DD 0:2�L, the
acceleration produces protons with maximum energy gain and minimum energy
spread.

If the thickness of the thin foil, D, is equal to the optimal thickness, a compressed
electron layer will be formed at the rear surface, whose electric field will attract
the ions to within its skin depth. These ions will be pulled back by the inertial
force of their acceleration. Together with the electron sheath, they form a double
layer, which is accelerated by the radiation pressure. The ions experience an inertial
force—mdV=dt due to the acceleration of the target by the ponderomotive force,
which tends to confine them by reflecting them back to the rear surface. These ions
can now be stably trapped in the well formed by the combined forces of the electron
sheath and the inertial force of the accelerated frame. It is clear that target thickness
DD�s where electron experiences force balance is important for the double layer
formation. This corresponds to the maximum electrostatic field for ion accelerations
considered by [16].

9.2.2.3 Light Sail of the Target as a Whole

The electron–ion double layer is accelerated as a whole by the laser radiation
pressure. The time development of the energy of the accelerated protons in terms
of the laser parameters can be obtained from simple arguments based on energy
conservation [13]. As the ion–electron double layer is accelerated by the radiation
force, the laser reflectivity jRj2 becomes less than 1 and the radiation force on the
double layer per unit area becomes F D .I0=c/.1C jRj2/, where Io is the incident
laser intensity. If the velocity of the double layer is Vf , the work done by the
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Fig. 9.2 The effective potential (a), the electron (b) and ion (c) phase space density distribution
function for target thickness D 0:2�, illustrating the importance of trapping ions in the thin double
layer to obtain monoenergetic ions. [7]

ponderomotive force per unit area per second is FVf and we can obtain the radiation
force as

F D .2I0=c/.1 � Vf =c/=.1C Vf =c/ (9.2)

The equation of motion of the foil is

d.�f Vf /

dt
D 2I0

min0�sc

1 � Vf =c
1C Vf =c (9.3)

where �f D .1�V 2
f =c

2/�1=2 andmin0�s is the mass of the double layer. Equation
(9.3) has been analytically solved by [15] and others to obtain ion energy:

"i .t/ D .�f � 1/mic
2 D ..1 � V 2

f =c
2/�1=2 � 1/mic

2 (9.4)

In the limit of t=TL << 1, the ion energy varies with time as "i .t/ / t , and in
the limit t=TL >> 1, it varies as "i .t/ / t1=3. The time for acceleration is limited
by the laser pulse length or the duration for the double layer to maintain its stable
overdense properties.

Eliasson et al. [7] performed one-dimensional Vlasov simulations and validated
the above theory of RPA of ultrathin foil. Figure 9.2 illustrates the potential trap (left
panel) in the form a self-organized double layer from the 1D Vlasov simulation. The
trapping of ions and formation of double layer can be inferred from the electron and
ion phase space density distributions. The theoretical analysis shows that the critical
parameter for double layer-trapped monoenergetic ion acceleration is the thickness
D of the thin foil. With the laser amplitude a0 D 5, and !2p=!

2 D 10, the optimum
foil thickness is � � 0:2�L [7]. The stable trapping of ions with optimal thickness
is shown in Fig. 9.2. The ion energy evolution given by (9.3) and (9.4) agrees well
with the results of 1D PIC simulations [16] for similar parameters. The ion energy
increases nearly linearly with time up to t=TL � 100 and later increases slowly
as t1=3.
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9.2.3 Rayleigh–Taylor Instability-Induced Transparency
and Particle Energy Spectrum Broadening

The Rayleigh–Taylor instability (RTI) of an accelerating thin foil, particularly the
nonlinear stage of its development can limit the acceleration achieved by RPA and
undesirably broaden the proton beam’s energy spectrum so that fewer protons carry
the desired energy.

The RTI of a thin foil has recently been studied by Pegararo and Bulanov [35]. It
is one of the most important instabilities when a heavy fluid is supported by lighter
fluid, arising due to the interchange of the fluids. In the case of RPA, the lighter
fluid is the laser radiation and heavy fluid is the overdensed plasma foil. The usual
nonlinear development of the RTI is to generate fingers of high and low densities at
the most unstable mode with wavelength comparable to the laser wavelength. In the
nonrelativistic limit, the fastest growing mode (x1 / exp.t=�// has wavelength
l comparable to the laser wavelength and growth rate

p
g=�, where g is the

acceleration �1020 m=s2. For ultrarelativistic limit, the growth of the amplitude of
perturbation is x1 / exp. 3

p
t=�r / [35].

During the growth of the RTI, small ripples on the surface of the double
layer grow exponentially and these fine structures in the transverse direction
perpendicular to laser propagation are converted to large amplitude perturbations
with wider transverse periodical structures, in the form of density blobs. During
the development of the RTI, the filamentation of the plasma density will produce
regions of low-density plasma, transparent to laser radiation. The laser can no longer
be reflected effectively by the plasma mirror, and the acceleration stops.

The 2D PIC simulations by [30] confirm that the RTI can destroy the electron
layer and widen the energy spectrum of ions. For effective acceleration and produc-
tion of monoenergetic particles, it is important to maintain the target density as over-
dense (density above the critical density). During the acceleration, the RTI develops
and forms interleaving high-density blobs and low-density regions as shown in
Fig. 9.3b, f. The density difference between the high-and low-density regions grows
very rapidly and filaments, or fingerlike structures, can be further developed. Once
the density of the low-density region of the foil is below critical density (evolution
shown in 1st column of Fig. 9.3), the laser light can penetrate that region (evolution
shown in 3rd column of Fig. 9.3), the target will be heated, and the particle energy
spread will be significantly increased (evolution shown in 4th column of Fig. 9.3).
This leads to a leakage of radiation through the target by self-induced transparency,
preventing the production and maintenance of monoenergetic protons.

9.2.4 Energy Scaling of RPA Generation of
Quasi-Monoenergetic Protons

A direct consequence of the RTI-induced transparency and the broadening of the
proton energy spectra is the limitation on the achievable quasi-monoenergetic proton
energy or brightness of the particle beam for a given laser power. By defining
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Fig. 9.3 2D PIC simulation of the evolution of averaged Electron density transverse to laser beam
(panels in 1st column), Electron density map (panels in 2nd column), electromagnetic field energy
density (panels in 3rd column) and energy spectrum of the protons (panels in 4th column) during
three instants. Top, middle, and bottom rows are at t D 18 TL, 19:5 TL, and 21 TL respectively. The
red vertical dashed line in panels of 1st column shows the critical density value. In the simulation,
the domain is 16�L � 24�L and divided into Nx � Ny D 1024 � 1536 grids and the normalized
incident laser amplitude is 25, corresponding to 2 petawatt laser power [30]

quasi-monoenergetic particle as particles having energy spread of half-maximum
particle flux within 20% of the energy of peak flux, [30] studied the scaling of quasi-
monoenergetic proton energy vs normalized incident laser amplitude (Fig. 9.4).
In this study, it was found that the foil density changes linearly with incident laser
amplitude when the foil thickness was chosen to be the optimal thickness (9.1). The
attainable quasi-monoenergetic ion energy is

Enon-rel � 2
�
�
me

mi

a0ts

TL

	2
mic

2 (9.5)



186 C. S. Liu et al.

Fig. 9.4 Scaling of quasi-monoenergetic proton energy vs. normalized incident laser amplitude
as obtained from PIC simulation (blue dot) and theory (blue dashed curve). Green dots indicate
the time when the proton spectra start to broaden and deviate from our definition of quasi-
monoenergetic. For normalized laser amplitude � 15, the laser power is around 1 PetaWatt [30]

for �a0ts=TL <<mi=me, and

Enon-rel �
�
3�

2

me

mi

a0ts

TL

	1=3
mic

2 (9.6)

for �a0ts=TL >>mi=me, where ts is the occurrence time of maximum quasi-
monoenergetic ion energy. The scaling indicates that with flat ultra-thin targets
of optimal thickness, the quasi-monoenergetic proton energy can be as high as
250 MeV for a0 D 25 corresponding to 2 petawatt laser power. Also, the quasi-
monoenergetic proton energy is adjustable by changing the incident laser power.
However, this scaling is difficult to obtain in real applications since the manufac-
turing of solid targets made of pure hydrogen is a challenging task. Particle energy
that spreads less than 10% of the peak flux energy is also more desirable and sub-
petawatt lasers are more realistic for commercialization and for maintaining high
repetition rates. Therefore, there are needs for research on laser proton accelerator
using practical targets and on suppressing and remediate the RTI.

9.2.5 Promising Experimental Evidence of the RPA of an
Ultra-Thin Carbon Target

Due to the stringent requirement on laser quality (high contrast ratio etc.), there
have been few experiments to date to demonstrate RPA. Recent experiments
by [10] demonstrated that laser RPA of a thin foil might be a promising way of
obtaining quasi-monoenergetic ion beams. With 30 TW laser and peak intensity
of 5 � 1019 W=cm2 irradiated on a diamond-like carbon (DLC) foil of thickness
5.3 nm, [10] obtained a quasi-monoenergetic carbon C6C ion beam with a distinct
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peak energy around 30 MeV and an energy spread �20MeV. In comparison with
the conventional TNSA scheme with laser irradiation on thick target [18], the
conversion efficiency is estimated to increase more than 40 times in the RPA scheme
of circularly polarized laser irradiation on ultrathin foil. Although the ion beam
energy obtained in this experiment is relatively low and the beam quality is still
far from monoenergetic, the experiment does provide promising aspects of RPA of
ultrathin targets.

9.3 Other Forms of RPA

9.3.1 Multi-Ion Target Acceleration with RPA

For effective RPA, it might appear most efficient to use the lightest element
hydrogen for the target material, as it has minimum mass and therefore is easy
to accelerate for a given laser power. However, it is impractical to make pure
hydrogen thin targets. On the contrary, multi-ion targets consisting of carbon ions
and protons are easily available and can be made ultrathin. In fact the recently
reported experiment for quasi-monoenergetic carbon acceleration used diamond-
like carbon (DLC) foil [10] of thickness 5.3 nm with about 10% hydrogen impurity.
Carbon ions and protons are considered of complementary values for hadron therapy
of cancer. The energy requirement for carbon ion therapy is 400 MeV–5 GeV and is
50–250 MeV for proton therapy [31].

For targets with two ion species, it is possible to form self organized triple layers
of electrons and two different ion species and the electron back flow to neutralize
the heavier layer. Figure 9.5 shows simulation results of the RPA acceleration of
an ultra-thin C2H4 film. The simulation box is 16�L � 24�L, and the fully-ionized
C2H4 foil is placed at 4 < x=�L 4:2 with thickness = 0.2 �L. The incident circularly
polarized laser is of Gaussian shape with waist size 8�L in the y direction and
normalized peak amplitude of the a0 D 25. With carbons providing more electrons
and the carbon layer being left behind, it is possible to delay the electron layer from
becoming transparent and to accelerate the proton layer by the laser for a longer
time, thereby obtaining quasi-monoenergetic protons with higher energy. It can be
seen in Fig. 9.5 that the proton layer remains monoenergetic (panel c) while the car-
bon layer starts to be torn apart due to the RTI. It is expected that with the decrease
of hydrogen concentration in the target, the effects of Coulomb explosion due to the
repulsion force between the carbon ions and the proton layer becomes important.

9.3.2 RPA of Gas Target

Recently, there has been a great interest in both experiments and modeling of laser
proton acceleration with hydrogen gas targets for energetic proton generation [32].
The laser proton acceleration of gas targets is attractive since hydrogen gas is readily
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Fig. 9.5 2D PIC simulation of laser-particle acceleration of a C2H4 foil. (a, b) The Carbon ion
energy spectrum and density plot at time t D 14:5 laser wave period, respectively; (c, d) The
corresponding Proton energy spectrum and density plot at the same time instant, respectively. The
energy spectrum is recorded within a window of width 2�L in y direction and full extend in x
direction for histogram in cyan color; and within a window of width 2�L in y direction and 0:5�L
width around the location of maximum number of particles in x direction for histogram in blue
color [30]

available and the laser can be CO2 laser which is of low cost and long duration and
can deliver substantial amounts of energy for proton acceleration.

Here, we present a scheme of laser thin gas target acceleration for quasi-
monoenergetic proton generation. The scheme uses gas targets of thickness about
several laser wavelengths with the gas density spatial distribution being Gaussian- or
square sine-shaped. For thin gas targets (a few laser wavelength), the laser radiation
pressure can compress the spatially distributed proton gas into a thin layer of sub-
wavelength thickness. The compressed thin layer of proton is over-dense and can
therefore be accelerated by the laser RPA until the development of the RTI destroys
the opacity of the compressed layer. An example of RPA of a gas target is shown
below.

A PIC simulation of laser RPA of a gas target was performed using circularly
polarized laser of normalized amplitude �a0 D 5 and a hydrogen gas target of
thickness �2:5 laser wavelength with a peak density 20 times the critical density.
The PIC simulation domain is within 0
x=�L
 30 and 0
y=�L
 10. The
gaseous plasma is initially located at 6 
 x=�L 
 8:5 with initial spatial density
profile proportional to n0 sin2Œ.x=�L � 6/�=2:5� and n0D 20nc . The incident
circularly polarized laser is a plane wave in transverse direction and the time
profile of its amplitude is of 10 TL in rising, 280 TL flat, and 10 TL falling time,
respectively. The rising and falling time slope is of square sine shape. Figure 9.6
shows the simulation results of the evolution of the electron, and proton density
distributions and the proton energy spectrum.

The simulation demonstrates several key physical processes involved in the
laser-thin gas target acceleration, where quasi-monoenergetic protons are obtained.
During the first 40–70 laser wave periods, we observed a shock formation.
A compressed plasma layer is formed with an enhanced density as high as 60 times
the critical density within a region of sub-wavelength scale. The laser radiation
pressure is able to accelerate the density peak formed around the shock. This is
shown in the first three rows of Fig. 9.6, where the compressed electron-ion layer
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Fig. 9.6 2D PIC simulation results of the evolution of the Electron density distribution (the first
column), Ion density distribution (the second column) and Ion energy spectrum (the third column).
From the top row to the bottom row, the time instants are t D 60 TL, 100 TL, 130 TL, and 160 TL,
respectively [36]

travels a distance of 7�L over a time of 130 TL and the quasi-monoenergetic
protons gain energy of about 6 MeV. The quasi-monoenergetic property of the
proton beam is finally destroyed due to the RTI and the target becomes broadened
and transparent with laser light leaking through the low-density region formed on
the target (Fig. 9.6j, k). The proton energy can reach as high as 10 MeV at t D 160TL
(Fig. 9.6l).

Figure 9.7 shows the dependence of the energy of the quasi-monoenergetic
protons on the gas target peak density and the incident laser energy in laser-thin gas
target acceleration. The simulations use the same spatial profiles of the gas target
densities as that in Fig. 9.6. Changing the incident laser amplitude from a0 D 5 to
a0 D 10 increases the energy of quasi-monoenergetic proton from about 10 MeV
to 16 MeV (see lines a and b in Fig. 9.7). Further increase of the peak gas density
from n0D 20 nc to n0D 30 nc also helps to further increases the energy of the
quasi-monoenergetic protons to 22 MeV (see lines b and c in Fig. 9.7).
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Fig. 9.7 The proton energy spectrum obtained with different incident laser and plasma parameters.
The simulation parameter of line (a) (red line) is normalized laser amplitude a D 5, gas target
thickness ls D 2:5 �L, peak gas target density n0 D 20 nc . line (b) (blue line) is a D 10,
ls D 2:5�L, n0 D 20 nc , and line (c) (black line) is a D 10, ls D 2:5�L, n0 D 30 nc [36]

9.4 Medical Implications of Quasi-Monoenergetic Proton
Beam Generated from RPA: Laser-Proton Cancer
Therapy with the RPA-Based Laser Proton Accelerator

Conventional cyclotron or synchrotron accelerator-based particle therapy usually
requires a particle beam transport system and gantry to steer the particle beam
toward the targeted area for treatment. This adds a substantial amount of cost and
reduces the flexibility of the conventional proton therapy facility. With the concept
of compact laser-proton accelerators, it is feasible that the proton delivery system
can have mirrors to steer the laser into the treatment room and the laser strikes onto
the target foil right above the patient. Additional subsystems for filtering, monitoring
and steering of the proton beam produced from the RPA are needed to make the
particle beam ready for patient treatment, but it will be much less demanding in
comparison to the conventional systems. It is worth investigating whether systems
based on laser-proton accelerators can significantly simplify the overall design as
well as reduce the cost.

To assess the feasibility of laser-proton cancer therapy with the RPA-based laser-
proton accelerator, we need to determine the flux abundance and quality of the
proton beam obtained from the laser-proton accelerator and its interactions with
human tissues. Therefore, simulations are carried out to model the interaction of
protons with water and determine the radiation dosage deposition for particle beams
produced from a PIC simulation of laser RPA of ultrathin target.
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In the PIC simulation, the incident laser with 1-�m wavelength has an intensity
of Gaussian shape with the peak amplitude a0 D 15 along the central axis and the
target is a proton target with optimal thickness (9.1). Figure 9.8a shows the overall
spatial distribution of the electron and ion density at t D 17 TL produced from the
PIC simulation as well as the zoom-in view of the proton beam within 2�m from
the center axis. The protons within this window have an energy spectrum shown
in Fig. 9.8b with the peak flux at energy 87 MeV and the energy spread of half
maximal flux � 10% of the peak flux energy. It is seen from Fig. 9.8a that the
spatial distribution of energetic protons appears as density blobs with interweaving
high and low density regions in y direction and the periodicity is about equal
to the laser wavelength. This is due to the development of the RTI as discussed
in Sect. 9.2.3 and it contributes to the broadening of the proton energy spectrum
(Fig. 9.8b).The proton beam within the sampling window (2�m around the center
axis) is fed to a Monte-Carlo code for radiation dosage calculations resulting from
proton-water interactions.

We used the SRIM (the Stopping and Range of Ions in Matter Model, www.
SRIM.org) code to calculate the depth and lateral dose distribution of protons
energized by laser radiation pressure. SRIM uses a Monte Carlo method to calculate
the spatial dosage deposition in matter for protons of a given energy. The overall
dosage deposition map from the proton beam is derived by superposing the radiation
dosage contributed from each particle fed from the PIC simulation. The results are
shown in Fig. 9.9. Figure 9.9a compares the dosage distribution vs. the penetration
depth for monoenergetic 87 MeV protons and that for the protons obtained from
the PIC simulation (Fig. 9.8b). It can be seen from Fig. 9.9a that protons produced
by laser thin foil interaction give high energies “exit” dose and the entrance dose
is not too much different from monoenergetic beams. The relatively longitudinal
depth width for effective dosage deposition might be useful for limiting the usage of
rang modulator in the particle therapy to alter the particle energy and adapt to finite
longitudinal size of the tumor.

Next, we estimate the amount of radiation dosage deposition and check whether
it is sufficient for the proton therapy. The PIC simulation indicates that quasi-
monoenergetic proton beams of peak flux energy � 87MeV with 10% energy
spread can be obtained. The corresponding laser power is � 1 PW and the energy
delivered by the laser to the target is � 25 Joule over � 17 laser periods. The
RPA produces proton beams of energy � 0:3 Joule. Within the narrow energy
range of 86–90 MeV around the peak flux energy, the total energy of available
protons is �0:06 Joule. The simulations of the interaction of the focused beam with
water show that the radiation energy deposited at the dosage peak is about 17%
of the total deposited energy, which corresponds to � 0:01 Joule particle beam
energy deposited at the Bragg peak of the tissue. This amounts to about 20 Gy
(Gy = J/kg) radiation dosage deposition, which is sufficient in comparison with the
usual requirement of 2 � 5Gy for normal particle radiation therapy.

The energetic protons fed directly from the laser RPA accelerator are distributed
within a hole of 4-�m diameter. That transverse motion of the proton beam from the
RPA splits the beam into several bunches and the radiation energy deposition also
splits into bunches in mm scale (see Fig. 9.9b). Due to the small beam size (� 4�m)

www.SRIM.org
www.SRIM.org
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Fig. 9.8 (a) Left panels: ion and Electron density maps taken at t D 17 laser periods from the
simulation of laser RPA of an ultra-thin target. Right panels show the zoom-in view of the proton
and Electron density within 2�m from the center, i.e. between 10 and 14�m along y. (b) Energy
spectrum obtained for the protons within the 2�m-radius window around the x axis from the 2D
PIC simulation
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Fig. 9.9 (a) Blue line is the Energy deposition of protons from the simulation of laser thin foil
acceleration. Red line is the Energy deposition of same number of monoenergetic 87 MeV protons.
(b) Energy dosage contour of proton beam entering a water phantom right after it is produced from
RPA laser proton accelerator. (c) Dose distribution after the proton beam passed through bending
magnet and energy selection slit. The selected energy range is from 86 to 90 MeV

at the entrance, the entrance energy dosage is the highest, which will damage
the healthy tissue and is not good for proton therapy. Therefore, the proton beam
obtained from laser RPA cannot be directly used for proton therapy. Additional
systems for filtering, monitoring and steering the proton beam produced from the
RPA are needed. For example, by using bending magnet and energy selection
slit, the proton beam can be filtered to contain protons with energies from 86 to
90 MeV and the entry diameter is broadened to � 2 mm. The profile of radiation
energy deposition for this filtered proton beam is shown in Fig. 9.9c and it can be
seen that the radiation dosage deposition is greatly improved and more targeted.
Further integrated research is needed to investigate the capability, limitation and
improvement on laser-proton accelerator and system design for enabling laser
proton cancer therapy.

9.5 Summary

In this paper, we have reviewed the physics of quasi-monoenergetic proton genera-
tion by RPA and recent advances in the studies of energy scaling of RPA, as well as
RPA of multi-ion and gas targets. The scheme for generating quasi-monoenergetic
protons with RPA has the potential of leading to table-top accelerators as sources
of monoenergetic 50–250 MeV protons. We have also discussed the potential of
medical implications, such as particle therapy for cancer treatment, using quasi-
monoenergetic proton beam generated from RPA. Although the laser RPA shows
promising aspects such as being able to deliver sufficient dosage and simplify
system design for applying it in particle therapy, further studies to profile and
improve the quality of the particle beam generated from laser RPA and integrate
research involving physicists in experiment and radiation therapy are needed.
Compact monoenergetic ion sources have also applications in high energy particle
physics, space electronics radiation testing, and fast ignition in laser fusion.
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High-order harmonic generation (HHG), 2, 3,

5, 30
High-peak-power, 117
Holographic, 69

Imaging, 49, 67
Infrared pulses, 1, 4
Inner-shell excited, 113
Intensity clamping, 146, 154
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Interference, 135
patterns, 135
stabilization, 80, 82, 83, 93

Interference structures, 122
intercycle, 135
subcycle, 137

Interferogram, 137, 139
Interferometric polarization gating (IPG), 112
Ionic states, 38
Ionization enhancement, 88
Ionization-induced injection, 162, 165, 167,

169, 173, 174
Ionization probability, 83, 86, 89
Ionization probability density, 81
Isolated attosecond pulses, 102
Isolated pulses, 98
Issues, M-XFROG, 64

Keldysh parameter, 4, 8
Kinetic energy release (KER), 21

Landau–Zener model, 19
quasistatic states, 19

Laserfield
cycle asymmetry, 123

Laser-induced breakdown spectroscopy
(LIBS), 146, 150

Laser-induced electron diffraction (LIED), 38,
44

Laser-induced electron recollision (LIERC), 44
Laser-induced molecular potentials (LIMPs),

30
Laser-induced plasma, 146, 147
Laser photofragmentation spectroscopy (PFS),

146
Laser pulse

multicycle, 138
single-cycle, 138

Laser wakefield acceleration, 178
Limitations, 58
Localized states, 12
Local thermodynamic equilibrium (LTE), 147,

149
Long trajectory, 110
Loose focusing, 100
Low-energy resonances, 137
Lowest unoccupied molecular orbital (LUMO),

33

Measurement, 64
Models, 122

quantum mechanical, 122
semiclassical, 122

Modulation, 54
Molecular-alignment-based cross-correlation

frequency-resolved optical gating
(M-XFROG), 74

advantages, 66
concerns, 64
efficiency, 65
reliability, 65
response, 65
sensitivity, 65

Molecular high order harmonic generation
(MHOHG), 30

Momentum spectra, 122
Monochromatic, 69
Monte Carlo code, 191
Monte Carlo method, 191
Multiphoton

dynamic resonance, 83
ionization, 31
regime, 4, 8
resonant absorption, 93

Neutral dissociation, 93
Nitrogen molecules, 86, 89
Nonlinear nonperturbative phenomenon, 37
Nonlinear nonperturbative time-dependent

density functional theory (TDDFT),
42

Non-linear XUV processes, 98
Nonsequential double ionization (NSDI), 38
Nonsymmetric molecules, 33

!=2!, 123
Optical emission spectroscopy, 147, 152
Optical parametric amplifier (OPA), 62

Parallel alignment, 67
Particle-in-cell (PIC), 177
Perpendicular, 67
Phase-difference, 137, 140
Phase-matching, 59, 60, 106
Photoelectron angular distributions (MFPADs),

15
molecular-frame, 15

Photofragmentation (PF), 146
Plasma temperature, 147, 148
Polarizability, 49
Polarization, 16, 21, 48

parallel, 21
perpendicular, 21

Polarization-gating, 60
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Ponderomotive force, 177, 181, 182
Population trapping, 80, 82, 84, 85, 90, 92
Principle, ultrafast molecular gating, 49
Proton kinetic energy, 18

KER probabilities, 18
Proton therapy, 178, 179, 187, 190, 191, 193

cyclotron accelerator-based, 179, 190
synchrotron accelerator-based, 190

Pulse duration, 108
Pulse metrology, 103
Pump-probe schemes, 3, 4, 8

APTCIR, 8
CEP-locked-IR, 12
EUV-IR, 12
one-color schemes, 5
SAPCIR, 8
two-color IR fields, 5
two-color IR pulses, 7
two-color schemes, 3
XUV pump–IR probe, 17

Radiation pressure acceleration (RPA),
177–180

Radiation therapy, 179
gamma ray, 179
X-ray, 179

Raman couplings, 116, 117
Ramsey fringes, 116
Rayleigh range, 106
Rayleigh–Taylor instability (RTI), 177, 181,

184
Recollision physics, 30
Reconstruction of attosecond beating

by interference of two-photon
transitions (RABITT), 99

Refractive index, 53
Relative phases, 135
Remote sensing, 146, 148, 154
Research infrastructures, 118
Resonant two-photon excitation, 155, 156
Retrieval, 57, 62
Revivals, 47, 51
Rotational, 49, 73
Rotational wave packet’s, 89
Rovibrational, 51
Rydberg states, 80, 81, 91, 92

Schrödinger equation, 8, 10, 11, 13, 23, 50
Second order IVAC, 98
Self-phase modulation (SPM), 152
Semiclassical calculations, 141
Sensitivity, 59

Sequential double ionization (SDI), 113
Shock, 188
Simultaneous measurement, pulses, 64
Spatiotemporal, 54, 68, 74
Spatiotemporal distribution, 105
Spectrogram, 57
Split mirror, 105
Stark broadening, 153
Stark line roadening, 148
Stark shift, 148
The Stopping and Range of Ions in Matter

Model (SRIM), 191
Streaking, 6, 7
Strong-field approximation (SFA), 5, 122
Structured continuum, 115
Subcycle duration, 121
Subcycle interference fringes, 135
Supercontinuum, 63, 73, 152
Super-excited states, 80, 93
Symmetric molecules, 34

Target normal sheath acceleration (TNSA),
178–180

Terahertz (THz) pulses, 91
Time-dependent Schrödinger equation

(TDSE), 33
Time-mapping, 139
Time-phase, 72
Time-resolved Coulomb explosion imaging

(CEI), 41
Tomography, 72
Trajectory, 133

direct, 133
recolliding, 133

Transmission, 53
Tunneling theory, 129
Tunnel-ionization-induced injection, 163, 174
Tunnelling ionization, 30
Two-color sculpted laser fields, 122
Two-color sculpted pulse, 140
Two-XUV-photon ionization, 112

Ultra-broadband, 103
Ultraviolet (UV), 62

Valence electron cloud, 140
dynamics, 140

Vibronic states, 11
Vlasov simulations, 183

Water aerosols, 157
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Wavepacket dynamics, 116
Wavepackets, 49, 135
Wave plate, 68
Weak field, 52, 60, 68

White light continuum, 152

XUV-pump-XUV-probe, 99
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