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Mobile Applications Improve Quality of Life
on Citizens with Disorientation: The ‘NeverLost
App’ Paradigm

Sotirios Fotiou and Panayiotis Vlamos

Abstract Mobile technology has been evolved as an important tool in healthcare.
Mobile applications are being designed in order to assist patients in their everyday
life and also to play a vital role on the improvement of their everyday activities and
quality of life. Meanwhile students use advanced techniques in order to design and
implement high quality applications that aim to introduce them to the advantages
of the mobile technology. In this paper we present the steps for the creation of the
application NeverLost that was inspired, designed, created and tested by students of
the Secondary Education. NeverLost is an Android application that helps individuals
(mainly children) with disabilities, as well as older patients with lack of orientation
manage their day-to-day activities. A research of the general benefits that students
using this app is presented, as well as their future proposals for the evolution of the
app in other aspects of healthcare and quality of life of senior citizens or patients
with neurodegenerative diseases.

Keywords Collaborative learning • Mobile application • Team-based learning •
Group work • Assistive technology • Mobility • Disorientation • Assistive sys-
tems • Alarm systems • Assisted living

1 Introduction

New technology combining the use of computers, smartphones, wearable devices
etc. is being used the last years for the improvement of the quality of life of citizens
as well as monitoring their health on their everyday activities. Also an increased
number of patients are being monitored and being helped in their every day needs
or difficulties.
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According to official data in 2014 almost 22% of the global population used a
smartphone while the prediction for the year 2019 is at 34%. To date, it is estimated
that there are roughly 2 billion smartphone users in the market, with this number
to increase another 12% in 2016 to top 2.16 billion people globally. That means
that for the first time more than a third of the world’s population will all posses a
smartphone device.

The increasing number of smartphone devices can be attributed to a number of
factors. Technological innovation, improved usability and accessibility of the users,
but for many the growth has been heavily attributed to a decrease in price. The same
time the penetration of the smartphone in the age of 13–17 years old is 18%, at the
age of 65C 38% with the highest penetration at the ages of 25–34 years old with a
62% [1].

Simultaneously with the increase at the usage of smartphones in our society,
a large number of universities and schools introduce application development
to their students. As Powell and Wimmer [2] mentions on his work, teaching
programming and mobile application development can be a great challenge for
teachers; however, teaching an interdisciplinary class with students from different
levels strengthens this challenge. To encompass a broad range of students, many
teachers tried to improve their lessons and methods by introducing group/team
programming in their classes. The study of Powell and Wimmer [2] was conducted
to understand what is the opinion of the students’ regarding the effectiveness of
their group/team experience and whether or not they learned better by developing
a mobile application. The results were favorable towards using group work for
mobile application development learning, productivity, enjoyment and confidence
of quality.

In their research [3] indicated that Mobile-learning (M-learning) is a promising
pedagogical technology that can be employed in higher educational studies. Gen-
erally, mobile technology helps students to be more aware in the new technology,
to be able to make conversations, to join social media, or even to find answers to
their questions. The students can also collaborate better, share their knowledge, and
as a result to leverage their learning outcomes. In particular, M-learning can help
students with disabilities and motivate them to be part of classes remotely with the
use of their mobile devices.

Mobile learning can be applied in all stages of education and can be used from
standard schools to special education schools. In their work [4] state that education
is one of the fields that information and communication technologies (ICTs) are
considered very important underlining their use in primary education where is
thought significant for this crucial age. Also equal opportunities and advantages in
computer technology use should be provided for all individuals forming the society
[5].

Lombardi [6] states that learning by doing is generally considered the most
effective way of learning. The Internet and a variety of emerging technologies
such as telecommunications, audiovisual and underwriting technologies now make
it possible to provide students with authentic learning experiences ranging from
experimentation to real world problem solving.
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A successful solution used to attract students in computer science is the
introduction of programming through educational environments that promote game
programming, thus arousing the pupils’ imagination [7].

Extensive surveys and studies have shown that students learn more effectively
when they actively participate in the process of learning. Regardless of cognitive
object, students who work in small groups, they tend to learn more and retain the
knowledge longer time than other forms of teaching. Additionally, students who
work together in groups seem to be more satisfied with the teaching [8–10].

As Cohen noted [11] on his research that many advantages also exist in the coex-
istence of normally developing children with children with pervasive developmental
disorders. Normally developing children can “act” as teachers or even be excellent
role models. If a child is learning by observing other children then it can learn in
many different ways of acting and doing things from his fellow students. According
to a study by Gresham and MacMillan [12], Preschool children with disabilities
experienced higher rates of social interaction when working in an integration class
rather than in a separate class. Also another study [13] showed that autistic behavior
can be reduced when they are present typically developing children of the same age.
Children with disabilities working in a regular classroom, will not be confronted
with the stigma to be isolated in the special education structures, and thus problems
of fallen morale and low self-confidence can be eliminated.

The joint interaction activities of general education students and students with
disabilities can install bridges between the two school communities on a sustainable
basis. Recent studies on the use of ICTs in special education claim that can provide
children with many different opportunities for rich learning activities that are close
to their age and also they have positive effects when taking into consideration their
learning difficulties [14]. Additionally, [14] states that ICT can play a main role
in achieving the goals of the curriculum in all areas and subjects if the provided
developmentally appropriate software tools are inserted in suitable educational
scenarios.

According to Sharples et al. [15], the implementation to any educational technol-
ogy should consist of three parts: the learner, the educator and the technology itself.
This is what the project NeverLost tried to create. The coexistence and harmonic
cooperation of the involved parties on the project.

2 Comparison Study

There are numerous applications available in the google play store or presented in
articles that aim to help seniors with dementia or disorientation. The most of them
on their approached use location based services LBS to track people with Mild
cognitive impairment (MCI). The applications use the characteristics of the mobile
phone in order to monitor the route of the patient and to notify the caregivers if the
patient deviates from a predicted route. Using this approach applications with the
names OutCare [16] and iRoute [17] was designed.
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Application LaCaSa uses a more complex system that applies Markov models
on persons with MCI and using context information, like current location, noise
or known locations using device’s wi-fi connectivity decides if the patient is
wandering [18]. In the same approach using GPS data Lin et al. [19] and Robinson
et al. [20] with OAED and KITE systems respectively they try to facilitate the
communication between persons with MCI and their caregivers. Both of them they
seem to use effective and efficient methods in detecting wandering behaviors. Also
the iWander project introduced by Sposaro et al. [21] presents an application capable
of determining if the person is wandering depending on device’s GPS sensor. The
use of additional data like the time of the day, the weather condition and safe zones
helps to navigate the patient to a safe location, notify the caregivers, or even call
911.

In contrast with all previous mentioned applications, NeverLost app uniqueness
was that it was designed and implemented not by university students but by
secondary education students and also the fact that the main purpose of the design
was the simplicity of the use of the application with just two clicks. Trying to
use bioethics and the independence of the persons with MCI or the children with
disabilities, NeverLost app is easily accessible only when the person want it. This
was one of the points that the students wanted to follow on their initial approach on
this special issue.

3 Project Implementation

The main difficulty of the teachers that designed the project was the initial stimulus
of the children towards working for a common good. The stimulus thought came
unexpectedly easily. The students see other children or seniors nearby their homes,
finding hard to do some activities that the most of the “normal” people think that
are easy. During the first approach for the project, the students with the use of the
brainstorming technique they came up with the idea of creating a mobile application,
in order to help other children with special needs in their need for help.

Students were already introduced to the design of two simple applications for
mobiles using Android with the use of the software App Inventor. The choice of
App Inventor promotes a new era of personal mobile computing in which people
are empowered to design, create, and use personally meaningful mobile technology
solutions for their daily lives, in endlessly unique situations. App Inventor’s
intuitive programming metaphor and incremental development capabilities allow
the developer to focus on the logic for programming an app rather than the syntax
of the coding language, fostering digital literacy for all [26]. The above mentioned
features made us decide to introduce App Inventor for Computer Science teaching
in Secondary Education, with results that surprised even ourselves.

The goal of cooperation between different stages of the typical Secondary
education was achieved easily due to the need of different ages, programming skills
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and syllabus. In total 90 students from 4 different schools (1 gymnasium, 2 high
schools and 1 vocational school) covering all stages of typical secondary education
in Greece worked as a team.

The cooperation of students of the typical education with students of the special
education was thought the biggest challenge of all. Since the students in typical
school had the idea of helping the kids with special needs at their local special school
it was the turn of these kids to give the answers that rose from the initial proposal of
the project. So the students at the gymnasium wrote the questions and the students
at the special school gave the answers to their teacher. Questions like, if they own
a smartphone, if they know how to use it or make simple tasks, if their parents are
using smartphone technology, or what they do on their free time, were answered and
gave the necessary stimulus to us all for the completion of this ambitious project.

Students during the implementation of the application faced real problems that
come up when any project is assigned to a team, and gained valuable experience on
how they should organise the project, the implementation steps and the communi-
cation with other groups (which were responsible for the remaining pieces of the
development process).

The logic of App Inventor showed that it pushes the students to understand the
essence of programming and logic to solve problems without stress or errors of syn-
tax of the programming language. Throughout the development of the application
the students could by using their mobile phones to proceed with direct control of
the code (blocks) accelerating process of development and implementation of the
application. The involvement of teachers in the process was minimal with selective
interventions as appropriate.

4 Results

The result of the student collaboration was the creation of an application for use by
children of Special Gymnasium and their parents. The name given to the application
is NeverLost, and their goal was to create an application that a child with special
needs (or any other child with similar difficulties) can use in the event that was in
danger (lost) and want call for help of his parents. Their main goal was the simplicity
of the application and what was achieved was that the user needs not to make more
than two clicks in order to seek for help. In a stressful situation a child in panic can
use the application and call for help without having to search the directory (contacts)
or the need to write a message. The design includes five buttons on the home screen,
named as: Make a call, Send Message, See your location, Send your location with
SMS and Send your location on a map. The naming of the buttons focused on the
simplicity and clarity of the available functions (Fig. 1).

The most demanding part of students’ work from a programming point of view,
was the function of the button “Send your location on Map” which uses latitude and
longitude values in order to create a message (hyperlink) that will show his guard
the exact geographical point that he is via the use of Google maps.
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Fig. 1 The graphical user interface of the application

Students also created social media accounts and were responsible for the
promotion of the application in order to be a useful tool for as many children and
families as possible.

A promotional video was directed and created by the students, a web page for
the app was made, a press release was written and the final publish of the App on
Google Play Store took place. All parts of the project gave students a feeling of
completion that they never met before.

The result was that the application was awarded in a world contest by the
Computing Science Teachers Association by the Education Business Awards in
Greece—Innovation in Teaching and by many different public bodies. Thought all
of the participants in the project strongly believe that their biggest award was the
eyes of the children of the special school when we presented the application in a
special ceremony. Also the parents of the children with special needs were happy
because as they said it was the first time that their children were in the same project
with regular kids and that the application was something that they always wanted
for their children safety.



Mobile Applications Improve Quality of Life on Citizens with Disorientation:. . . 7

5 Connection with Neurodegenerative Diseases

The outdoor or the social activities are cognitively demanding and they require
emotional support. Alzheimer’s disease which is the most frequent cause of
dementia, early effects the skills of the patient for spatial orientation while at the
same time it impedes his planning and error compensation ability [22, 23]. As
Koldrack et al. [22, 23] also mentions, people with dementia slowly limit their
life-space and variety of activities since they care more about their security. The
best thing is to provide appropriate guidance when the patient will be disorientated
in order to avoid dangers, while at the same time not, complicating his normal
mobility. The best outcome will have the result of maintaining a person’s life-space,
his activity spectrum and why not his cognitive health.

Quite a lot of the projects which students designed to date to help patients with
dementia exist. As Yamagata et al. [24] states, the use of service-learning courses,
help the students to develop an easy-to-use application for mobile devices to help
older adults with disabilities to use the technology more effectively. A student
application called Candoo utilizes Google’s voice recognition and synthesis engine
to navigate the web, provide the weather, and supply pill reminder alerts. Another
application allows families to electronically send photographs, video clips, and
favorite music from anywhere to loved ones for enjoyment. Such mobile apps could
allow dementia persons to become less stressed and be able stay alone in their homes
more time, while also providing awareness and positive change of attitude by those
the previous generations towards the elderly [24].

Students at the end of NeverLost project were asked two questions and they had
45 min to think and write an answer. The first question was designed to ascertain
the level of satisfaction of each student by his participation in the final result, the
overall degree of success of the project, and whether they consider that received
considerable knowledge useful for their future. The results were quite positive. All
of the 90 students (100% of total) were happy with the final result, they thought that
the knowledge they gained will be useful in their future academic life and they were
feeling great with their involvement in the project.

The second question was designed to study how they thought a probable
development of the project, or what else they would like to do the next school year.
The majority of the answers (90%) described a project that will make an application
for seniors that face problems with lack of orientation. On our questions why they
proposed an application with these characteristics, the answer was that some of them
have their grandparents living in their house and that they face these problems daily,
while the rest of the students have noticed on the TV many notices for elderly people
who are lost and sought from their own relatives, so they think that an evolvement
of NeverLost could help these people.
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6 Conclusion

The main goal of this study is to present the way that a project—even at low grade
education—can introduce the students in creations with the aim of offering for the
common good. NeverLost app has shown that students want to cooperate and to
create in order to be able to help their fellow human beings facing difficult situations.

Also the introduction and use of new programming tools with the use of mobile
devices (being used everyday by most of the students) has significant effects on the
final product of the students.

Regarding the use of M-learning in education future aim is to include on projects
students and teachers from primary, secondary and higher education in a project
that will be able to break into smaller pieces suitable for every stage, syllabus
and special characteristics of the cooperative groups. Consequently, other surveys
can be conducted for examining the student’s and educator’s attitudes and ways of
interaction on large projects.

As a future direction, we intent to improve the application with our students in
order to be applicable for seniors with Alzheimer disease or other neurodegenerative
diseases that causes disorientation problems. Its main characteristics will be the
simplicity of its use, the connectivity of the application with wearable devices and
also the necessity of the automatic notification of the caregivers. Since, care-giving
for a dementia patient is associated with increased risk of psychological and physical
health problems [25] tools that promote patient safety and as a result peace of mind
for caregivers they are necessary more than ever. Especially nowadays that most of
the houses and people living in, are connected to the internet and most of them can
use low cost electronic mobile devices daily.

Finally due the large number of units monitoring the position of citizens
nowadays, a survey of the quality characteristics of the different technologies used
by each device—with the purpose of use in health applications and the quality of
life of patients—would be of particular interest.
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Performance Management in Healthcare
Organizations: Concept and Practicum

Panagiotis E. Dimitropoulos

Abstract Organizational performance can create and sustain competitive advan-
tages for corporations and even improve their sustainability and future prospects.
Health care organizations present a sector where performance management is
structured by multiple dimensions. The scope of this study is to analyze the
issue of performance management in healthcare organizations and specifically the
implementation of the Balanced Scorecard (BSC) methodology on organizations
providing health services. The study provides a discussion on the BSC development
process, the steps that management has to take in order to prepare the imple-
mentation of the BSC and finally discusses a practical example of a scorecard
with specific strategic goals and performance indicators. Managers of healthcare
organizations and specifically those providing services to the elderly and the general
population could use the propositions of the study as a roadmap for processing,
analyzing, evaluating and implementing the balanced scorecard approach in their
organizations’ daily operations. BSC methodology can give an advantage in terms
of enhanced stakeholder management and preservation within a highly volatile and
competitive economic environment.

Keywords Performance management • Balanced scorecard • Healthcare organi-
zations • Performance measurement • Health system

1 Introduction

Organizational performance has gained significant interest from both academics
and practitioners, since it can create and sustain competitive advantages for
corporations and even improve their sustainability and future prospects [1, 2].
Despite the fact that performance management was initially developed for
profit organizations, it was soon adopted by several not-for-profit organizations
including public organizations such as municipalities, hospitals, universities
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and other forms of public organizations. The reason for the implementation of
performance management mechanisms on the public services sector was the fact
that organizational success is a multi-dimensional concept that the classic financial
performance measures could not grasp [3].

Health care organizations present a sector where performance management
is structured by multiple dimensions since they have many stakeholders with
conflicting or overlapping interests [3]. Practically there is a separation between
the consumers of the health services (patients), the ones who pay the services
(taxpayers) and the providers of the services (hospitals etc.) [3]. Moreover, health
care organizations face an even greater pressure to implement effective management
tools nowadays since the state’s budgets have been significantly diminishing creat-
ing serious hurdles to health care organizations on their daily operations [4]. Con-
sequently, the implementation of performance management mechanisms on health
care organizations can provide significant assistance on tracking non-value creating
activities, control expenses and enhance the efficient utilization of scarce resources.

The balanced scorecard methodology is a performance management system
that has been implemented by several public organizations worldwide [5–7]. The
balanced scorecard is focused on the effective performance measurement and the
evaluation of successful implementation of organization’s strategy through balanc-
ing financial and non-financial aspects of the organization [4, 8–10]. Several public
organizations have employed the balanced scorecard and achieved an improvement
on their daily operations, performance and sustainability. An increased number of
researchers provide evidence on the above-mentioned argument in the healthcare
sector [11, 12]. Application of the balanced scorecard on health care organizations
in UK, Sweden, Greece and Canada have provided significant results on the
improvement of financial performance, customer satisfaction and the creation of
health equity across a national system of health services [3, 4, 13].

Under this framework the scope of this study is to propose specific steps that
need to be taken for the preparation of the BSC methodology and to propose an
indicative scorecard on a healthcare organization, based on previous studies on the
field. Also our goal is to derive useful policy implications for health managers and
public authorities for improving health services. The rest of the study is organized as
follows: The second section describes in brief the various financial and non-financial
performance measures evidenced in the literature. The third section describes the
necessary steps for the preparation of the balanced scorecard and provides an
indicative scorecard with strategic goals and performance indicators. The fourth
section concludes the papers offering useful policy implications.

2 Performance Management Mechanisms

Previous studies have examined the effectiveness of financial and non-financial per-
formance measures, in an effort to provide evidence on the appropriateness of these
two categories in specific sectors and strategic contents. Several academics have
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argued that the traditional performance mechanisms are narrow and short-term ori-
ented, while on the contrary non-financial performance measures incorporate strate-
gic priorities such as customer-focus, improvement of processes and are more flex-
ible to business environment changes and adapt effectively to corporate needs and
thus can provide significant strategic advantages to the organization [14]. Under this
framework, several quality management tools have been developed for supporting
the decision making process within organizations [15]. Those mechanisms include
the business excellence model, Investor in People, benchmarking, balanced score-
card, ISO 9000 and charter mark. In accordance, the “performance prism” is a model
adopting a stakeholder view of performance measurement [15] and has indicated
that the application of the performance prism in a British charity assisted managers
to identify the main drivers of performance in line with stakeholders needs [16].

Moreover, additional performance management frameworks are the integrated
reporting framework (IR) which main focus in on value creation over time and can
be utilized by non-profit organizations and the Business Process Re-Engineering
method which was implemented by a public hospital in Sweden [17] with positive
performance results. In addition, the Skandia navigator is another performance
management mechanism with the scope to create business value and competitive
advantage through the improvement of human capital, intangible assets and other
organizational abilities [18]. However, the most famous model for non-financial
performance management is the balanced scorecard [6, 7]. The balanced scorecard
(BSC) has an advantage related to the previously mentioned methods which allow
organizations to assess both their financial and non-financial performances under
four main pillars that are structurally connected.

The BSC approach has been incorporated in day-to-day operation of many
public and non-for-profit organizations during the last two decades and the main
reasons for this shift are the new perspective of the state on strategic management
and sustainability, the constrained resources towards public organizations and the
increased demand for accountability on behalf of the stakeholders. The reason for
the appropriateness of the BSC method for health organizations is the fact that
it simultaneously links financial performance measures with customer focus, the
improvement of internal processes and the enhancement of innovation and learning.
Consequently, the present study aims to provide a significant assistance to managers
in the process of the BSC development and implementation.

3 Building the BSC Methodology

The development process of BSC can be performed within seven basic steps. At
first, the board of the organization may decide to create a preparation committee
including a relative small number of employees (three to five if appropriate in order
to facilitate communication and coherence among the team) and their main duty
will be to take the necessary actions in order to facilitate the implementation of BSC
method. In order to assist the committee’s member achieving the required goal, they
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must receive additional training on the BSC and to do so they must participate in
seminars related to performance management and BSC implementation in particu-
lar. Since the effective implementation of the BSC method is proper training this step
can be the cornerstone for success and has to be taken into serious consideration.

The next step is to determine the organization’s mission, philosophy, strategic
goals and perform a SWAT analysis. These details can form the raw material for the
creation of the BSC, and further assist on the determination of the performance
criteria and indicators in each pillar. On this stage the collection of appropriate
data is another significant step towards BSC success. Data elements must include
details on patient and caregiver characteristics (client income, level of disability,
demographic information, current living situation etc), health care coverage (ability
to cover local demand), relations with suppliers and partners (public insurance
funds, private health care organizations and other institutions), long-term financial
viability (operating performance, solvency) and change and innovation (innovative
medical services, ability to adapt to changes etc.) [4, 13].

The following step is to set specific and clear objectives and ensure continuous
connection of these objectives with the performance measurement indicators that
have been set in the previous step. The sixth step is to integrate the BSC process
in all divisions of the health organization. On this step we have to keep in
mind that flexibility could be a significant ally on effective implementation of
the BSC method. This means that each department must have the ability to
modify the BSC goals and indicators based on their distinctive features but the
departments’ goals must be aligned with the organization’s general strategic plan.
The final steps included the collection and analysis of performance results (after the
implementation of the BSC) and this feedback can help towards the formulation and
implementation of future strategies in the organization. Finally, a periodic review for
the appropriateness of the selected performance metrics is needed in order to adjust
the performance indicators towards the goals if it is deemed necessary.

Based on the above discussion, the basic pillars of the scorecard refer to the
growth improvement, innovation and customer loyalty and retention as the key
elements of a scorecard within a health service organization. Those pillars include
financial and non-financial performance indicators on specific strategic goals.
Additionally, the scorecard perspectives (pillars) in a health service organization
must include performance indicators regarding the return on taxpayer’s utilization
of resources, cost savings, (productivity of personnel etc.), the quality of the services
(customer perspective), the improvement of internal management processes and the
incorporation of improvements, innovations and new technologies (learning and
growth perspective) [4]. Therefore, a potential balanced scorecard of a health care
organization can take the following form as depicted in Table 1.

The financial objectives of the scorecard are focused on the financial performance
and long-term viability of the organization [4]. Specifically the balanced scorecard
can included strategic goals regarding the enhancement of revenues, the control of
expenses within budgetary constraints which is more crucial for the health organi-
zations of the public sector where resources are even scarcer and the settlement of
debt obligations within acceptable levels. Regarding the customer perspective, the
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balanced scorecard sets objectives regarding the quality of the services provided
to the public and the effectiveness of those services including the satisfaction of
the patients, the waiting time for both hospitalized and mainly non-hospitalized
customers, the duration of hospitalization and the number of cases needed to be
transferred to other hospitals due to lack of the required know-how. These strategic
goals are strongly related to the main objectives of the health organization and
are also closely linked to the financial perspective of the scorecard. For instance
customer satisfaction is closely related to bed occupation and this fact contributes
to enhanced revenues and improved facilities utilization. Therefore, all pillars of
the scorecard are interlinked suggesting that focusing on one or two pillars and
neglecting others will not contribute to the overall success of the organization.

Moreover, the internal processes pillar is focused on the employee satisfaction
and resource utilization. In the service sector, employees are the key mechanism
for achieving strategic goals and implementing performance measurement models,
since they actually affect almost all pillars of the BSC [19, 20]. This pillar
focuses on employees’ absenteeism and satisfaction as the main drivers of services
quality. Also includes performance indicators on bed occupancy as an indication
of resources utilization. These two strategic goals are closely connected to the
quality of the services and cost control of the organization. Finally, the last pillar is
dedicated to the learning and growth. This pillar focuses on the continuous training
and development of staff (administrative, nursing and medical) by allowing them
to participate in seminars, conferences and educational programs. Also includes
indicators on the introduction and investment in new technologies, treatments and
innovations and collaborations with third parties. The success on the strategic goals
of this pillar will contribute to the future sustainability of the organization.

A projection of the potential benefits of BSC implementation would be the
control of expenses within budgetary constraints and an increase of revenues
and at the same time achieve high levels of customer satisfaction from health
services and improving internal operations. The most important outcome from this
procedure is that the management of health organizations may gain significant
insight on how their most important stakeholder (patients-customers) perceive
the quality of services and infrastructure and even highlights areas for potential
improvement. For instance, a customer satisfaction survey may be carried out for
specific health services indicating the level of satisfaction rate. This outcome will
point that the BSC method is a useful performance tool for health organizations and
contributes towards success in various levels (financial, organizational and customer
satisfaction).s

In addition, staff will improve its skills and abilities by participating in training
seminars which will have a significant impact on both the quality of health services
and improvement of the internal operations. In general, the implementation of
the balanced scorecard on a health care organization may set the basis for an
effective performance management of the industry which can enhance its future
sustainability. This fact may corroborate arguments that in the services sector,
employees are the key mechanism for success since they actually affect almost all
pillars of the BSC [21, 22].
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4 Concluding Remarks

Modern health organizations have been developed in multileveled organizations
facing significant pressures from several stakeholders like the state, patients, etc. In
addition, the establishment of a managerial performance system within public health
organizations, (which could satisfy the needs of citizens and other state authorities),
is even more important today in order to sustain an adequate level of service
quality. Especially in Greece (and other states with significant financial problems),
public health organizations operate within a volatile financial environment yielding
more pressure on managers to balance financial outcomes while at the same time
sustain and even improve the quality of health services within budgetary constraints.
Consequently, public health organizations (and even private health organizations)
need to advance their thinking and strategic planning from a plain administrative
process towards a responsible performance-based management approach.

The scope of this study is to demonstrate the process of the development
of the most popular performance management approach, the balanced scorecard,
within a health service organization. Despite the fact that some of those goals and
performance indicators are developed for the public health organizations, the same
principles could be applied for private (for-profit) health organizations. Managers
of private and public health organizations could use the propositions of the study
as a roadmap for discussing, analyzing, evaluating and implementing the balanced
scorecard approach in the organizations’ day-to-day operations. Additionally, the
specifics of the BSC development process could be proved useful for managers
regarding the steps and actions that they should take in order to prepare and
implement the scorecard. Moreover, the strategic goals and performance indicators
presented in Table 1 can also be used as a guide for setting relative goals and
metrics for health organizations that wish to implement the BSC method or any
other performance management methodology.

The organization’s staff is the most significant factor for the successful appli-
cation of a performance-based management methodology and requires further
training and devotion towards this goal. The main reasons for the unsuccessful
implementation of the BSC are the lack of dedication on behalf of the senior
management team and inadequate training of the staff. The present study can
provide the motivation for managers to steadily incorporate the BSC method in
those health care organizations that their budgets are mainly funded by the state.
Good preparation, education and training are very important for the implementation
of BSC but the key is dedication towards performance management philosophy.
This methodology can definitely give an advantage on these organizations in terms
of enhanced stakeholder management and preservation within a highly volatile and
competitive economic environment [4].
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Abstract The surgery unit is a particularly labor-intensive environment in the
hospital. Studies reflect the correlation of labor risk factors for musculoskeletal
injuries among nurses but few have investigated the relationship to perioperative
nurses. The purpose of this study is the identification and definition of ergonomic
risk factors in the operating room and their connection with musculoskeletal
disorders in perioperative nurses in regional hospitals in Greece. Forty four Greek
perioperative nurses working in regional hospitals in southern Peloponnese partic-
ipated. Anonymous self-administered questionnaire was used to collect the data,
which consisted of three parts (investigating musculoskeletal symptoms, description
of work, psychometric evaluation). The analysis was done with the statistical
program SPSS.19. Symptoms of musculoskeletal problems emerged. Specifically,
54.4% in the lumbar, 47.7% in the neck, 45.5% in the shoulder, followed by smaller
percentages of the hip, knee, elbow and ankle. 6.8% of participants indicated no
musculoskeletal symptoms in the last year while 74.9% of those who had symptoms
presented them in two or more areas. Activities rated as a major problem among
others were the manual handling, tools with weight and vibration etc. 100% of
respondents agreed that the work in the surgery unit is demanding and has anxiety.
The lack of support from the government (81.8%), combined with the low perioper-
ative nurses (6.8%) having the opportunity to participate in administrative decisions
concerning them were related to problems in the organization and management of
work. Apart from engineers target factors, a main aim should be the organization of
work within the framework of a national policy based on European directives on the
protection and promotion of the health and safety of workers.
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1 Introduction

Studies conducted by the European Agency for Safety and Health at Work (OSHA)
highlight musculoskeletal disorders (MSDs) as the most common health problem
associated with the work in Europe [1, 2]. Risk factors related to musculoskeletal
disorders at work is the lack of time [3], lack of influence or control over the
job, the vibration [4], temperature [4, 5], the repetitiveness and pace of work, the
manual handling of loads [6–8], such as lifting, pushing, pulling [9], the awkward
postures and repetitive movements [6, 10], the lack of or poor communication, the
monotonous tasks and low support of the administration [10]. Prolonged standing
[4, 11–13] leads to back pain, venous blood concentration in the legs, pain, swelling
and fatigue [14].

Musculoskeletal injuries affect a large proportion of workers in hospitals [4,
15, 16]. Schall et al. [17] reviewed 36 nurses with no previous history of MSDs
assessing physical activity at work by using four sensors in an effort to investigate
the relationship of physical risk factors in the workplace with MSDs. A high
prevalence of musculoskeletal disorders among nurses internationally has been
reported with back pain as the most common symptom [18–22]. In Greece, in a
sample of 212 nurses and assistant nurses of the Social Insurance Institution, 33.5%
of the respondents reported having MSDs in the spine, particularly in loin, attributed
to the working conditions, while 78.8% felt pain during labor or afterwards [21].
In a similar study, 85% of nurses working in public general hospitals showed
musculoskeletal disorders during the last 6 months at the lumbar spine (62.73), and
the knee joints were found as the second frequency point of MSDs (40.75%) [20].

In China, 77.9% of nurses reported back pain [18] while in Turkey among
intensive care nurses, the number stands at 81.31% [19]. The Koreans nurses report
a high rate of musculoskeletal disorders (93.6%), in any area of their body [22].
A similar survey conducted in 15 hospitals in Italy found that 71% of healthcare
workers reported at least one musculoskeletal disorder related to work [23]. Because
of musculoskeletal pain experienced in neck, shoulder and back, a percentage of
nurses referred they were changing jobs [8].

The prevalence of musculoskeletal disorders (MSDs) presents an increasing
trend worldwide [24]. There is a relationship between type of work and specific
activities predisposing risk for developing MSDs, while the risk is higher in
developing countries than in developed [25]. Between healthcare providers and
especially the nurses, the prevalence of musculoskeletal disorders has been studied
in the literature. In recent years, some safe lifting rules [26, 27] and prevention of
musculoskeletal problems [28–30] were developed but in Greece special emphasis
has been given on ergonomic organization of work in the operating room in order to
reduce the movements of flexion, rotation and overweight [31]. Efforts were made
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by the Greek Institute of Hygiene and labor safety [32] as well as the Association
of Operating Room Nurses [33], but despite legislation [34], it is remarkable that in
the regional hospitals no organized services for Occupational Health had surveyed.

Among perioperative nurses (PN) and the association of labor risk factors for
MSDs, few studies have been conducted internationally [4] and in accordance with
the above, the investigation of them in Greek hospitals is of great importance for the
protection of health, the record frequency of occurrence and [35] of occupational
accidents involving them in order to determine the protective measures to be
taken.

The purpose of this study is the identification and definition of ergonomic
risk factors in the operating room and their connection with musculoskeletal
disorders among perioperative nurses in regional hospitals in Greece. An attempt
takes place to determine the size and characteristics of musculoskeletal com-
plaints of perioperative nurses, the frequency and results of their work-related to
musculoskeletal disorders due to prolonged standing, lifting, pushing and painful
positions.

2 Materials and Methods

In the current study, 44 perioperative nurses (9 men and 35 women) took part in
with a mean age of 42.7 years (SD˙ 5.5 years). Regional hospitals of the Southern
Peloponnese participated having three operating rooms. The response rate was about
98%, and all participants gave written consent. A self-administered questionnaire
was given to participants consisted of three parts (a) musculoskeletal symptoms
in nine areas of the body (neck, shoulders, upper back, elbow, wrist, low back,
hip, knee and ankle) (b) job description and activities on the work that contribute
to pain/injury and (c) classified/rated broad categories of factors. Finally, they
received and evaluated information with a psychometric questionnaire regarding the
organization and job satisfaction among perioperative nurses.

This is a prospective study (descriptive and correlation) conducted from October
2014 to November 2015. In order to conduct this study, extensive literature review
took place searching for relevant articles in Greek and English language.

2.1 Data Collection

For data collection an anonymous self-administered questionnaire was used con-
sisting of three parts, revised by Sheikhzadeh et al. [4]. Permission for the use of
this questionnaire was obtained and it was translated from the source language
(English) to the target language (Greek). Then it was given to be completed by
ten surgical nurses in order to identify its relevance to the perioperative nurses and
Greek surgical units. Specifically, they were requested to write down their comments
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regarding the content and the relevance of the questionnaire in the Greek reality. The
questionnaire was found quite satisfactory, based on the feedback of perioperative
nurses in the clarity of the questions/instructions, form and their response to the
Greek interface.

Initially perioperative nurses were asked to identify their own musculoskeletal
symptoms in nine areas of the body (neck, shoulders, upper back, elbow, wrist,
low back, hip, knee and ankle) and to make their labor agents who believe that
contribute to them. Questions concerning the job description were also included,
taking information about jobs and carrying out activities in various poses to assess
occupational risk factors. Four main representative categories that can contribute
to musculoskeletal disorders and work-related factors (environment, tools and
instruments, personal preferences, policies and procedures) were categorized and
ranked by perioperative nurses’ analogues with gravity. Finally, a psychometric
questionnaire was used including questions about the organization and job satis-
faction among perioperative nurses.

2.2 Data Analysis

The mean values (mean), standard deviations (Standard Deviation D SD), the
median (median) and interquartile ranges (interquartile range) were used for
the description of the quantitative variables. Absolute (N) and the relative (%)
frequencies used for the description of qualitative variables. The index Cronbach’s
a was used for checking the reliability of psychometric evaluation questionnaire.
The psychometric assessment questionnaire has four dimensions in which the
Cronbach’s a reliability index was high and above the acceptable limit of 0.7. For
the full questionnaire the Cronbach’s a coefficient was equal to 0.75. For analysis
SPSS 19.0 statistical program was used.

2.3 Ethical Considerations

Before conducting the study, permission from the Scientific and Administrative
Council in each hospital was requested and obtained. In the form of application,
the names of researchers who would take part in the survey, the purpose and form
of the study and how the output data will be used were mentioned ensuring the
anonymity of participants and the confidentiality of results. This study followed all
the fundamental principles of research. Specifically, all the information about the
participants was completely anonymous and confidential. Commitment given that
the information and the extracted data will be used solely for the purposes of this
study, and hospitals will not bear the financial burden.
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3 Results

3.1 Participant’s Characteristics

A total of 47 questionnaires were distributed of which 44 were completed giving a
response rate of approximately 94%. The sample consists of 44 perioperative nurses
(9 men and 35 women) in the majority right-handed 95.5%, with a mean age of
42.7 years (SD ˙ 5.5 years). The characteristics of the sample are presented in
Table 1.

In this study, an educational program relative to the subject of work has attended
50% but only 14% said that their education was enough to prepare them for their
work.

3.2 Levels of Difficulty Associated with Activities at Work

The difficulty levels which relate to activities at work of perioperative nursing are
presented in Table 2.

Employees rated difficulty from 0 to 10, and further the degree of difficulty
was categorized into moderate problem (score of 2–7) and a big problem (8–10).
The percentages indicate major problem presented in Fig. 1. What often reported
problems with “To work in the same position for long periods (standing, crouching,
sitting, kneeling)”, “Be still working when hurt” “to carry, to lift or move heavy
materials, tools or equipment,” “to work in odd/awkward position” and to use tools
(weight, vibration).

3.3 Musculoskeletal Symptoms

The proportion of workers with musculoskeletal symptoms in nine areas of the body
is shown in Table 3.

The workers percentages reported having musculoskeletal problems in the last
12 months (Fig. 2) was 54.5% for lumbar spine, 47.7% for neck, 45.5–31.8%
and shoulder to wrist. No musculoskeletal symptoms experienced in the last year
6.8%, while the last week 29.5%. Even a musculoskeletal symptom for the last year
showed 93.2 and 74.9% of respondents had symptoms in two or more regions of
their body.
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Table 1 Descriptive characteristics of the sample

N(%)

Sex
Men 9 (20.5)
Women 35 (79.5)

Age, mean (SD) 42.7 (5.5)
BMI, mean (SD) 24.7 (4.3)
BMI
Normal 20 (48.8)

Overweight 16 (39)
Obese 5 (12.2)

Exercise at your personal time?
No 20 (45.5)
Yes 24 (54.5)

If yes how many times a week, mean (SD) 3.3 (1)
Hand

Right handed 42 (95.5)
Left handed 2 (4.5)

Currently working as scrub nurse
No 13 (29.5)
Yes 31 (70.5)

How many years working as scrub nurse median (int. Range) 10 (1–20)
Currently working as a circulation nurse

No 17 (41.5)
Yes 24 (58.5)

How many years working as a circulation nurse, median (int. Range) 8 (0–20)
Currently working as Other operating room staff

No 29 (65.9)
Yes 15 (34.1)

How many years working as Other operating room staff, median (int. Range) 0 (0–3)
On average, how many hours of work per day, median (int. Range) 8 (8–8)
Have you attended a training program on the subject of your work?

No 22 (50)
Yes 22 (50)

If yes how many days educate, median (int. Range) 4.5 (1–30)
Was your education enough to prepare us for your work?

No 37 (86)
Yes 6 (14)



Musculoskeletal Problems Among Greek Perioperative Nurses in Regional. . . 27

T
ab

le
2

L
ev

el
s

of
di

ffi
cu

lt
y

as
so

ci
at

ed
w

it
h

ac
tiv

it
ie

s
at

w
or

k

N
o

pr
ob

le
m

(0
–1

)
Sm

al
lt

o
m

od
er

at
e

pr
ob

le
m

(2
–7

)
B

ig
pr

ob
le

m
(8

–1
0)

A
ve

ra
ge

(0
–1

0)
*

SD
N

(%
)

N
(%

)
N

(%
)

1.
Pe

rf
or

m
in

g
th

e
sa

m
e

m
ov

em
en

to
ve

r
an

d
ov

er
ag

ai
n

5.
7

3.
0

8
(1

8.
2)

21
(4

7.
7)

15
(3

4.
1)

2.
To

ru
n

a
ta

sk
ve

ry
qu

ic
kl

y
fo

r
sh

or
tp

er
io

ds
of

ti
m

e
(p

ul
li

ng
,

li
ft

in
g,

pu
ll

in
g,

pu
sh

in
g,

et
c.

)
6.

6
2.

4
2

(4
.5

)
21

(4
7.

7)
21

(4
7.

7)

3.
H

an
dl

e
or

m
ak

e
sm

al
lo

bj
ec

ts
(s

cr
ew

s,
et

c.
)

3.
8

3.
1

12
(2

7.
3)

23
(5

2.
3)

9
(2

0.
5)

4.
M

ak
e

en
ou

gh
br

ea
ks

du
ri

ng
yo

ur
w

or
k

da
y

6.
5

3.
6

7
(1

5.
9)

12
(2

7.
3)

25
(5

6.
8)

5.
W

or
k

in
od

d/
aw

kw
ar

d
po

si
ti

on
8.

1
3.

1
2

(4
.7

)
10

(2
3.

3)
31

(7
2.

1)
6.

W
or

k
in

th
e

sa
m

e
po

si
ti

on
fo

r
lo

ng
pe

ri
od

s
(s

ta
nd

in
g,

cr
ou

ch
in

g,
si

tt
in

g,
kn

ee
li

ng
,e

tc
.)

8.
5

1.
7

0
(0

)
6

(1
3.

6)
38

(8
6.

4)

7.
To

be
nd

or
ro

ta
te

yo
ur

w
ai

st
in

st
ra

ng
e

w
ay

s
7.

6
2.

0
0

(0
)

21
(4

7.
7)

23
(5

2.
3)

8.
W

or
k

ne
ar

yo
ur

ph
ys

ic
al

li
m

it
s

(f
or

ex
am

pl
e

w
he

n
yo

u
br

ea
th

le
ss

an
d

yo
ur

he
ar

tb
ea

ts
fa

st
er

)
7.

4
2.

4
1

(2
.3

)
19

(4
3.

2)
24

(5
4.

5)

9.
W

or
k

at
a

he
ig

ht
ab

ov
e

th
e

he
ad

an
d

aw
ay

fr
om

yo
ur

bo
dy

7.
3

2.
4

1
(2

.3
)

21
(4

7.
7)

22
(5

0)
10

.W
or

k
in

ho
t,

co
ld

,d
ry

or
w

et
(h

um
id

)
co

nd
it

io
ns

7.
6

2.
2

1
(2

.3
)

17
(3

8.
6)

26
(5

9.
1)

11
.T

o
co

nt
in

ue
to

w
or

k
w

he
n

it
hu

rt
s

8.
7

1.
7

0
(0

)
8

(1
8.

2)
36

(8
1.

8)
12

.C
ar

ry
in

g,
li

ft
in

g
or

m
ov

in
g

ho
us

e
he

av
y

m
at

er
ia

ls
,t

oo
ls

or
eq

ui
pm

en
t

8.
4

2.
0

0
(0

)
9

(2
0.

5)
35

(7
9.

5)

13
.W

or
ki

ng
ho

ur
s

(o
ve

rt
im

e,
cy

cl
ic

al
ti

m
e)

7.
9

2.
3

1
(2

.3
)

12
(2

7.
3)

31
(7

0.
5)

14
.U

se
to

ol
s

(w
ei

gh
t,

vi
br

at
io

n,
et

c.
)

7.
5

2.
4

2
(4

.5
)

12
(2

7.
3)

30
(6

8.
2)

* N
ot

e:
ra

ti
ng

ac
tiv

it
y

0
D

no
ta

ta
ll

di
ffi

cu
lt

to
10
D

ex
tr

em
el

y
di

ffi
cu

lt



28 H. Bakola et al.

Quest.14

% employees with great problem

Quest.13
Quest.12
Quest.11
Quest.10
Quest.9
Quest.8
Quest.7
Quest.6
Quest.5
Quest.4
Quest.3
Quest.2
Quest.1

0 20 40 60 80 100

Fig. 1 Percentage of workers who said they have a big problem with various activities at work

Table 3 Percentage of workers with musculoskeletal symptoms

During the
last 7 days
did you feel
pain or
discomfort

During the past
12 months have
you had any pain
or discomfort

During the
last 12 months
are absent
from work
due to this
situation

During the past
12 months visited a
doctor, chiropractor or
orthopedist because of
this situation

N (%) N (%) N (%) N (%)

Neck 13 (29.5) 21 (47.7) 2 (4.5) 11 (25)
Shoulder blade 14 (31.8) 20 (45.5) 0 (0) 6 (13.6)
Upper back 6 (13.6) 11 (25) 0 (0) 0 (0)
Elbow 5 (11.4) 10 (22.7) 0 (0) 5 (11.4)
Wrist 7 (15.9) 14 (31.8) 1 (2.3) 6 (13.6)
Low back 15 (34.1) 24 (54.5) 4 (9.1) 6 (13.6)
Hip/thigh 7 (15.9) 12 (27.3) 0 (0) 3 (6.8)
Knee 5 (11.4) 11 (25) 0 (0) 4 (9.1)
Ankle 1 (2.3) 3 (6.8) 0 (0) 0 (0)

54.5 47.7 45.5
31.8 27.3 25.0 25.0 22.7
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Fig. 2 Percentage of workers who said they have musculoskeletal problems in the last 12 months
in descending order
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3.4 Duties at Work-Related Musculoskeletal Disorders

Table 4 shows the responses of preoperative nurses about when carrying out
different tasks in the workplace. 34.1% said that more than 50% of working time
bend the body slightly forward, with hands above the knee or push/pull loads (carts,
drawers, tables).

Also, 20.5% said that more than 50% of working time turning the body (more
than 45) and curving sideways or carry items weighing 4.5–13.5 kg.

The classification and rating four representative categories that can contribute to
the work-related to musculoskeletal disorders is presented in Table 5.

In ranking and rating Environment and Personal preferences received the lowest
ratings which means receiving the highest importance, while the tools and instru-
ments as well as the policies and procedures of surgery received higher scores which
means receiving the lower gravity.

Table 4 Responses of employees on time performing various tasks in the workplace

>50% About 50% <50% When
N (%) N (%) N (%) N (%)

Bending the torso slightly
forward, with hands above
the knee

15 (34.1) 13 (29.5) 16 (36.4) 0 (0.0)

Bending the torso forward
slightly, hands below the
knee

2 (4.5) 5 (11.4) 23 (52.3) 14 (31.8)

Turning the body (more than
45) and curving sideways

9 (20.5) 12 (27.3) 23 (52.3) 0 (0.0)

Holding large and bulky
objects along hand

5 (11.4) 8 (18.2) 24 (54.5) 7 (15.9)

Transporting loads with one
hand

7 (15.9) 6 (13.6) 26 (59.1) 5 (11.4)

Holding objects that are
difficult to catch-unstable
without handles

2 (4.5) 6 (13.6) 29 (65.9) 7 (15.9)

Pushing/pulling loads (carts,
drawers, tables)

15 (34.1) 8 (18.2) 21 (47.7) 0 (0.0)

Transporting items weighing
4.5–13.5 kg

9 (20.5) 12 (27.3) 22 (50.0) 1 (2.3)

Transporting items weighing
over 13.5 kg

5 (11.4) 4 (9.1) 27 (61.4) 8 (18.2)

Sit 2 (4.5) 1 (2.3) 32 (72.7) 9 (20.5)
Kneeling or squatting to do 0 (0.0) 0 (0.0) 17 (38.6) 27 (61.4)
Doing work on slippery or
uneven surfaces

2 (4.5) 3 (6.8) 21 (47.7) 18 (40.9)

By working on overhead
surfaces

4 (9.1) 2 (4.5) 19 (43.2) 19 (43.2)



30 H. Bakola et al.

Table 5 Ranking and rating four representative categories that can contribute to the work-related
musculoskeletal disorders

Classification Score

Average (SD)
Median (Int.
Range) Average (SD)

Median (Int.
Range)

Environment 2 (1) 2 (1–2) 1.8 (1) 1 (1–2)
Temperature 1.9 (0.9) 2 (1–3)
Fitting surgery 2.2 (1) 2 (1–3)
Teamwork 2.1 (1) 2 (1–3)
Administrative
delay

3.5 (0.9) 4 (3–4)

Personal
preferences

2.1 (1.1) 2 (1–3) 1.8 (0.8) 2 (1–2)

Sitting/standing 1.5 (0.8) 1 (1–2)
Layout and size
of the operating
room

2.2 (0.8) 2 (1.5–3)

Team members 2.1 (0.8) 2 (2–3)
Tools and
instruments

2.5 (1.1) 3 (1.5–3) 2.3 (1) 2 (1–3)

The shape and
size of the handle

2.1 (0.8) 2 (2–2)

Requirements for
application of
force

1.4 (0.5) 1 (1–2)

Policies and
surgical
procedures

2.8 (1.2) 3 (2–4) 2.4 (1.2) 2 (1–4)

Position of
patient

2 (1) 2 (1–3)

Sitting/standing 1.9 (0.9) 2 (1–3)
Table height 2.2 (0.9) 2 (2–3)

Note: For classification: 1D Highest to 4D Lowest (ranked each category from the highest to the
lowest, depending on the severity) for the rating: 1D Highest to 4D Lowest (one or more charges
could be the same score)

About setting the temperature, surgery Fitting and Teamwork received a similar
score in the ranking and the Administrative delay was seen as less important. About
the User preferences Sitting/standing was considered the most important. Regarding
Tools and within the requirements in force application was considered as the most
important, with respect to policies and procedures in surgery Sitting/standing and
Patient Positioning considered as the most important.
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3.5 Psychometric Evaluation

Table 6 shows the responses of workers in the psychometric evaluation question-
naire questions. The psychometric assessment questionnaire has four dimensions.
The dimension Status of neurocognitive assessment questionnaire was found to have
an average value of 2.99 (SD˙ 0.51), the Administrative dimension had an average
value of 2.04 (SD ˙ 0.40), the Pay dimension averaged equal to 1.84 (SD ˙ 0.32)
and the Interaction dimension had an average value of 2.65 (SD˙ 0.46).

Within the dimension of “interaction” 79.5% responded with positive sign in
“There is good cooperation and teamwork among nurses in our department,” and
97.7% agree that “The teamwork in the operating room contribute to effective
delivery of necessary services,” while 72.7% disagree with “there is a ‘clear
hierarchy’ on my part. The staff rarely engages lower hierarchical levels.”

In the “management” dimension 100% of all respondents were in line with
the statement “The job of the surgery is demanding, complex and has anxiety.”
Respondents were split but the statement “The heads of nursing services generally
take into account the personal view of everyday problems and procedures” where
52.3% agreed with the 47.7 state that disagrees.

4 Discussion

This evaluation study of the MSD-related work, and the associated risk factors
among the perioperative nurses. The study found several important factors associ-
ated with MSDs among perioperative nurses which categorized and graduated. The
main categories were environment, personal preferences, tools and instruments and
policies and procedures. The prevalence of MSDs recorded in this study can hardly
be compared directly with those found in most studies of health professionals due
to its focus on the perioperative nurses and special operating room environment in
which they work.

However the results are broadly in line with similar studies of the entire nursing
staff, both in itself and in other European countries [3, 4, 6–14, 16, 18–22].

They emerged symptoms of musculoskeletal problems last 12 months 54.4% in
the region of the lumbar spine, neck 47.7%, 45.5% in the shoulder, wrist 31.8%,
27.3% at the hip, followed by a smaller percentage knee, elbow and ankle.

Musculoskeletal problems in the area of the lumbar occupy the first position in
most studies [1–4, 8, 10, 20, 21, 24] with the highest rate, followed by the shoulder
and back.

In agreement comes to the study of Sheikhzadeh et al. [4] conducted in surgery
American nurses and technicians in recording musculoskeletal symptoms in the last
12 months on the knee 24% and 25% respectively, while in the operating rooms of
Saudi Arabia in 48.41% of workers complained about back pain [36].



32 H. Bakola et al.

Table 6 Responses of workers to the psychometric evaluation questionnaire questions

Disagree/Strongly
disagree

Agree/Strongly
agree

N % N %

When working at the hospital, the time passes
quickly

12 27.3 32 72.7

Often bored because my work is monotonous 34 77.3 10 22.7
There is a large gap between the hospital
administration and the everyday problems of nursing
services

8 18.2 36 81.8

Given its output medics, the fee we receive is
proportional

43 97.7 1 2.3

It makes me proud/or talking to other people about
what I do in my work

8 18.2 36 81.8

There is no doubt in my mind that what I do in my
work is very important

1 2.3 43 97.7

I have several opportunities to take administrative
decisions for planning and political processes to
follow my department

30 68.2 14 31.8

An increase in fees for the nursing staff required at
this hospital

0 0.0 44 100.0

New employees of the department not feel “like
home”

18 40.9 26 59.1

There are many opportunities for nurses to
participate in administrative decisions

41 93.2 3 6.8

There are many opportunities for the promotion and
development of the nursing staff at the hospital

39 88.6 5 11.4

The rate of increase of the salaries of nurses/three is
not satisfactory today

2 4.5 42 95.5

What I do in my work adds something important 35 79.5 9 20.5
The nursing staff at the hospital creates many
quarrels and conflicts

20 45.5 24 54.5

Given the high cost of hospital care should be every
effort to keep the salaries of nursing staff there that is
about, or at least not increase significantly

40 90.9 4 9.1

Excluding myself, I have the impression that many
nurses/behavior shows in this hospital are dissatisfied
with their pay

10 22.7 34 77.3

There is good teamwork and collaboration between
nurses/three in our department

9 20.5 35 79.5

There is no doubt that the administrative staff of the
hospital care of its employees, including nurses/three

40 90.9 4 9.1

The nurses in my department does not hesitate to
gather and help one another when the going gets
tough

7 15.9 37 84.1

The heads of nursing services generally take into
account the personal view of everyday problems and
processes

23 52.3 21 47.7

The nurses in my department does not often act as
“one big happy family”

27 61.4 17 38.6

(continued)
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Table 6 (continued)

Disagree/Strongly
disagree

Agree/Strongly
agree

N % N %

There is a “clear hierarchy” on my part. The staff
rarely engages lower hierarchical levels

32 72.7 12 27.3

The nurses in my department are not as friendly and
familiar as I would like

32 72.7 12 27.3

Even if I could make more money working/or in
another hospital nursing position, I feel more
satisfied/I am here because of working conditions

22 50.0 22 50.0

My current salary is sufficient 37 84.1 7 15.9
If I had to decide again, I would choose the same
kind of work satisfactory

18 40.9 26 59.1

From what I hear from nurses/only three other
hospitals, we are paid well

40 90.9 4 9.1

The work in the operating room environment is
demanding, complex and has anxiety

0 0.0 44 100.0

There is sufficient information in the
decision-making result being more waiting periods

7 15.9 37 84.1

The atmosphere of the operating room is the
appropriate

26 59.1 18 40.9

There are several challenges and opportunities to
grow your business

27 61.4 17 38.6

The new ideas are not sufficiently supported 11 25.0 33 75.0
The natural conditions in the operating room as the
temperature, lights, sound, etc. are suitable

31 70.5 13 29.5

Always too cold in operating room 24 54.5 20 45.5
He has a lot of noise in the operating room 17 38.6 27 61.4
There are too many people in the operating room 16 36.4 28 63.6
There is a constant flow of people in and out of the
operating room

9 20.5 35 79.5

Teamwork in the operating room contribute to the
efficient delivery of the services required

1 2.3 43 97.7

There are conflicts and poor conflict management in
the operating room

12 27.3 32 72.7

After the surgical team members surgery, including
surgeon, thank each other for help in team

27 61.4 17 38.6

Listening to a simple “thank you” by the surgeon
after the successful surgery, make you feel full
member of the group of operating room

8 18.2 36 81.8

There is a fair distribution of work and compliance
with the rules

30 68.2 14 31.8
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The high benchmark MSDs in the neck (47.7%) of the perioperative nurses, could
be explained, among other things, with the rating and ranking of environmental
factors considered by participants particularly aggravating, research, ranking the
temperature as the most important with mean (SD) 1.9 (0.9), arguing that very
often the air conditioning was not working optimally blowing cold air onto them
in conjunction with the wrong mounting the operating table below the airflow.

The operating theaters require special ventilation system for the type of air, the
amount and the way it enters and circulates so as to prevent contamination of the
operated patients. The air in the operating room must be filtered enters from the
ceiling and its output be low near the floor [37].

For this population, the study found that the dimension of the administration
100% of respondents were in agreement with the statement “The job of the surgery
is demanding, complex and has anxiety.” The pressure and stress of work to keep the
surgery times, in a constantly changing environment, pushes perioperative nurses to
work faster and thus increase the mechanical load on the musculoskeletal system.

The large staff shortages intensify as a result of the economic crisis recruitment
for a long time, not replacing health professionals have frozen retiring.

Confirms the incrimination of organizational factors such as the lack of support
from the administration [5, 38], with 81.8% saying “a large gap between the hospital
administration and the everyday problems of nursing services,” thus reflecting the
weakness of administration to identify and take preventive and protective measures
for the PM. Obstacle is the minimal opportunity (6.8%) contribution of perioperative
nurses in administrative decisions concerning them.

Most occupational factors may be modified by the organization of work inter-
ventions and prevention in the workplace as opposed to personal/medical [38, 39].
The increase in staffing and in-service training but could significantly reduce the
risk of occurrence of PM in the operating room. Moreover, the existence of aids and
equipment, improvement of environmental conditions and the ergonomic design of
the site will have contributed significantly.

This study has strengths and limitations. The origin of the sample only from
regional hospitals, with up to three operating rooms, rather than tertiary hospitals of
the capital city, is one of the study’s limitations. Moreover, the population studied
did not include a significant proportion of men operating room nurses. The relatively
large sample size for this particular subgroup of nurses with a response rate of
98% across the Southern Peloponnese is a strong point of the study. The results
were in agreement with the respective study performed with a smaller number of
participants to surgery of USA [4]. However, further inquiries are recommended in
the Western world as well as between primary, secondary and tertiary hospitals.

5 Conclusion

In conclusion, the study showed the multi factorial origin of MSDs and highlighted
a number of factors related to work. The study confirms that in addition to the
reduction in engineering report, the organization of work should be an important
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target for the development of strategies for the prevention of musculoskeletal
disorders in perioperative nurses. Required to implement a national policy based
on European directives on the protection and promotion of the health and safety of
workers.
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Exploring the Notion of Context in Medical Data

Phivos Mylonas

Abstract Scientific and technological knowledge and skills are becoming crucial
for most data analysis activities. Two rather distinct, but at the same time collabo-
rating, domains are the ones of computer science and medicine; the former offers
significant aid towards a more efficient understanding of the latter’s research trends.
Still, the process of meaningfully analyzing and understanding medical information
and data is a tedious one, bound to several challenges. One of them is the efficient
utilization of contextual information in the process leading to optimized, context-
aware data analysis results. Nowadays, researchers are provided with tools and
opportunities to analytically study medical data, but at the same time significant and
rather complex computational challenges are yet to be tackled, among others due to
the humanistic nature and increased rate of new content and information production
imposed by related hardware and applications. So, the ultimate goal of this position
paper is to provide interested parties an overview of major contextual information
types to be identified within the medical data processing framework.

Keywords Context • Metadata • Medical data analysis • Knowledge manage-
ment

1 Introduction

Computer science and health care are two domains of great interest over the recent
years. The two diverse—at first glance—disciplines have merged and researchers
have been devising algorithms that search useful new patterns in data produced by
medical equipment and used in medical trainings and exams. In this process it is
rather true that researchers look for clinically useful correlations in the middle of
huge piles of information. At the intersection of medicine and computer science,
the notion of context plays a crucial role in disambiguating complex data and
clarifying underlying trends. Still, the capacity of contextual information to take
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multiple meanings is widely acknowledged, thus hindering the adoption of a single
unyielding definition that covers its usage within most medical data processing
efforts.

Under the broader scope of computer science, interest in contextual information
is of great importance in relevant fields like artificial intelligence, information search
and retrieval, as well as medical image and video analysis [1–3]. Still, effective
use of available contextual information within such structures remains an open
and challenging problem. After almost 50 years of informatics it is rather common
knowledge that information does not occur in isolation. In particular, when dealing
with human-produced or consumed information, a broader environment needs to be
taken into consideration, namely the so-called context [4]. The notion of context
is generally of great importance in the identification of the semantic meaning of
data, thus by definition plays a crucial role in the medical domain. Within the latter,
context is considered to be pivotal for correct diagnosis, accurate prognosis, and
appropriate treatment.

In principle, contextual information may be considered as any information
about the situation, circumstances and user state when a user is either producing
or consuming digital content items [4, 5]. In this framework, medical data are
fundamentally context-dependent, and cannot be properly interpreted outside of
their specific contexts [5]. Therefore their analysis based on data mining techniques
must incorporate contextual information in the process. In an early effort to identify
the information needs in clinical settings, Forsythe et al. [6] conducted a related
study. Still, the highly contextual nature of medical information is apparent in tasks
like data mining of electronic patient records [7]. The vast amount of patients’
data collected for screening, diagnosis and evaluation of treatment may and need
to be viewed as resources to be exploited in related data mining tasks, as it contains
valuable data and metadata. Aiming at extracting interesting information from large
collections of data, data mining has been widely used as an effective decision
making tool. Mining medical data datasets in the presence of context factors
may improve performance and efficacy of data mining by identifying underlying
unknown factors that are not easily detectable in the process of generating an
expected outcome. Still, context itself appears in various forms and modifications
and is not a single and uniform notion. Thus, researchers commonly emphasize
distinctions between different types of context. In this paper we shall provide an
overview on the definition of the basic aspects of context exploited within the
medical data processing systems and applications.

The structure of the rest of this paper is as follows: in Sect. 2 we explain in more
detail the motivation behind investigating context in the medical field. In Sect. 3
we provide a brief overview of an identifiable distinction of context in the medical
domain, whereas Sect. 4 is devoted to context in medical data processing and related
contextual approaches within the medical data analysis field. Section 5 deals with
context-aware medical applications and Sect. 6 tackles briefly approaches from the
electronic patient and health records domain. Section 7 discusses the utilization of
context within intelligent hospital applications, whereas Sect. 8 concludes this work
by briefly introducing our final comments on the topic.
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2 The Motivating Perception of Context

A fundamental problem tackled via access to and processing of contextual infor-
mation is the bridging of two fundamental gaps in the literature; the semantic and
sensory gap [8]. The semantic gap, an issue inherent in most computerized appli-
cations, is described as the gap between high-level semantic descriptions humans
ascribe to digital content like medical images and low-level features computers may
automatically parse. The sensory gap is described as the gap between an object and
the computer’s ability to sense and describe this object. At this point computational
systems may indeed be able to bridge both gaps under conditions, but only if
incorporating contextual knowledge in the process. With the advent of all kind of
new medical devices, applications and systems, new opportunities arise to infer the
necessary related semantics, whereas contextual metadata are capable of playing
the important role of the “semantic mediator”. Information from low-level sources,
such as sensors, acquired in mass quantities without any further interpretation, may
be meaningless, trivial, vulnerable to small changes, or uncertain, after all [9].
As a side-effect, limitation of low-level contextual cues when modeling human
interactions and behavior, risks reducing the usefulness of context-aware medical
applications. On top of that and as observed early enough by Schilit et al. [10],
context is considered to encompass a rich set of information, because other related
things of interest are also changing at the same time or pace.

As an additional motivation to this work, it is rather common knowledge that
context itself appears in various forms and modifications. Even semantically the
term context does not have a unique definition resulting sometimes in ambiguous
interpretations. The Merriam-Webster online dictionary1 defines context as “the
situation in which something happens: the group of conditions that exist where and
when something happens” or “the interrelated conditions in which something exists
or occurs”. The Free On-line Dictionary of Computing2 defines context as the thing
that “surrounds and gives meaning to something else”. Consequently, the term may
be used under various different meanings. In a previous work [11] we have identified
context as any information that might be used to specify the situation of an entity; the
latter being a person, a place or an object that is relevant to the interaction between
the user and the software system. In the medical framework this identification has
to be adjusted accordingly, to tackle the nature of medical data that focus heavily
on the temporal aspect of information (especially with respect to electronic medical
records and biomedical information systems).

1http://www.merriam-webster.com/dictionary/context.
2http://foldoc.org/context.

http://www.merriam-webster.com/dictionary/context
http://foldoc.org/context
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3 A Distinction of Context in the Medical Domain

According to the so far discussion the type of knowledge required for medical data
analysis is by definition thought to be context-sensitive. Consequently, to define
and identify the appropriate type of context to be utilized in the process is a
very important and complicated task. It is rather tempting to follow a breakdown
approach whose initial task would be the definition of the suitable aspect of context
at hand. As already introduced in our previous work in the multimedia domain [12],
we may identify two relevant types of context in medical data analysis:

a. the context of medical content analysis, and
b. the context of use.

The first type, i.e., the context of medical content analysis, refers to the context
exploited during preparatory medical content analysis tasks and aids the extraction
of semantic metadata. These may take the form of plain low-level semantic concepts
(such as the name of a patient), or composite ones (such as medical events like
an ischemic stroke and/or high-level concepts like the patient herself/himself). The
latter forms clearly a composite concept, since its instances are related to instances
of basic nature, like name, age, or gender. In the particular framework of medical
image analysis such interpretation maybe used to detect whether a picture or video
sequence represents a tumor or not; an obviously crucial decision with respect to
many applications.

When low-level visual features are employed to globally analyze medical
multimedia content and classify it in one of a number of pre-defined categories,
e.g., within a cancer staging system, we have the so-called “top-down” case of
classification. Quite on the contrary, the “bottom-up” approach that focuses on
local analysis to detect and recognize specific objects in limited regions of an
image, without explicit knowledge of the surrounding context, e.g., recognize the
presence of a growing tumor, characterizes the task of object detection/recognition.
Classical attempts worth mentioning in the area include Saber et al. [13], where
low-level color classification is utilized and Smith and Li [14] dealing with the
context of content-based image retrieval. Still and as depicted in [15], utilizing
context orientation information in generic object class detection algorithms should
in principle be avoided, due to the fact that such contextual information is not always
present especially in the case of medical images.

On the other hand, the context of use is focused on collecting and analyzing
detailed information about a computational system’s intended users, their tasks, as
well as the technical and environmental constraints present. In the medical domain
such data may be gathered using personalized interviews, site surveys, observational
studies, etc. Its main goals are to ensure that all factors relating to the use of a
medical application or system are identified before its design work starts and to
provide a basis for future usability tests [16]. As a result all information about
context of use is an essential input to the problem definition, goals, requirements,
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conceptual and detailed design, as well as the planning of other usability meth-
ods to follow and is heavily exploited by search/retrieval and personalization
applications [17].

4 Context in Medical Data Processing

In an effort to merge the two worlds of computer science and medicine a catego-
rization of health-care related context-aware applications according to subjective
criteria has been tried out almost a decade ago [3]. Among the first data-oriented
approaches we may identify the context modeling survey of Bolchini et al. [18]
or the classic work of Dojat and Pachet [19] defining an object-oriented context
model in the medical domain. In this early pioneer work, authors described two
types of contextual information, the so-called situational and set-of-beliefs. The
situational context provided three aspects, namely the patient one (in terms of her/his
patient’s history, the type of patient’s disorder and patient’s response to treatment),
the temporal one (in terms of the course of the patient’s disorder), and the clinical
one (in terms of specific clinical guidelines, expertise, and experience). The second
context type provided a set of underlying assumptions made by the clinicians, e.g.,
excluding a specific disorder based on the absence of specific symptoms. Other
early research efforts in the area include a fuzzy-based system to combine objective
biomechanical data with subjective medical data [20].

In [5], authors focus on five contextual dimensions, namely goal orientation,
interdependency of data, time sensitivity, source validity, and absent value seman-
tics. They demonstrate context-dependent modeling based on examples of clinical
data used for screening, diagnosis, and research of a serious respiratory disorder.
Furthermore, they present a conceptual framework for representation of related
contextual information. Transforming unstructured data into a readily accessible
format enables many different uses for contextual information, whereas defining
those use cases is critical to identifying appropriate text analytics tools [21]. In a
recent study, Massey et al. [22] addressed the text analytics challenge of medical
reports in a rule-based approach. Table 1 provides a detailed overview of the
discussed context research efforts by categorizing them according to their task
incorporated, illustrates their advantages and disadvantages and reasons on their
suitability within the broader research field.

5 Context-Aware Medical Applications

As expected, the majority of computational health-care initiatives focus on the
application domain. This remark coupled together with the fact that one of the major
domains in which context currently receives growing attention is the one of mobile
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Table 1 Context in medical data processing

Work Task(s) Description Pros Cons Dataset

[3] Context-aware
categorization,
trends

Survey,
overview

Pioneer work Outdated
(2007)

–

[18] Data-oriented
context
modeling,
features

Data-oriented
survey

Evaluation
framework,
comparison

Outdated
(2007)

–

[19] Medical context
representation

Object-
oriented
context model

Pioneer study,
definition of
situational &
set-of-beliefs
context

Outdated
(1995)

–

[20] Contextual
interpretation of
biomechanical
data

Fuzzy-based
system

Real-life
dataset,
mathematical
notation

Outdated
(2006)

96 fuzzy trees,
1330 rules

[5] Medical context
modeling

Five
contextual
dimensions,
fuzzy
approach

Conceptual
context
framework

Robustness of
conceptual
model

Several
real-life
datasets

[21] Contextual
organization of
medical data

Text analytics
and data
management
integration

Recent work
(2015)

Lack of
evaluation

–

[22] Medical reports
text analytics

Rule-based
approach

Applied
approach
(utilizing
commercial
software),
visualization

Evaluation
size and
comparison

Pathology
reports

computing, leads to interesting observations in the medical domain. But, first,
let us understand the impact of aforementioned tasks and position context-aware
medical applications in this framework. In principle, mobile computing involves two
pylons, namely computing and mobility. In computer applications, and as depicted
early enough in [23], context is acquired either explicitly by requiring the user to
specify it, or implicitly by monitoring user and computer-based activity. In mobile
computing on the other hand, application usage is set in different environments at
different times, constituting changing contexts that lie outside the human-computer
system in the environment. For acquisition of this kind of context there are two
possible options:

a. to prepare a so-called “smart environment”, which provides an infrastructure for
obtaining context and for providing context to mobile applications.

b. to embed sensors in mobile devices to acquire context related to the physical
environment.
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The second option does not rely on the underlying infrastructure and is applicable
to almost any type of environment. Still, a primary concern of context-awareness in
mobile computing is awareness of the physical environment surrounding a user and
their mobile device; early adopters go back to [24] by sensing locality of mobile
users to adapt applications to people’s whereabouts. In this framework only few
early efforts considered context beyond location and among these are context-aware
information capture and retrieval systems that use time in addition to location [25].

In principle, context awareness refers to the ability of systems to react based
on their environment. Devices and computer systems may have information about
the circumstances under which they are able to operate and based on rules, or an
intelligent stimulus, react accordingly. A good overview of the issues in the context-
awareness domain may be found in context-awareness computing surveys, like the
ones conducted by Chen and Kotz [26] and Korkeaaho [27]; in addition, most
of the general papers on context-awareness indicate health care as an important
and promising field of research. Thus, several research and applied approaches
attracted interest, such as the Vocera communication system [28], which forms a
communicator badge system for mobile users. It is a wearable badge with a push-
to-call button, a small text screen and versatile voice-dialing capabilities based on
speech recognition, whereas it is biometrically secured with speaker verification
and delivers information directly to the users. In a different approach, Munoz et
al. [29], tackle the idea of empowering mobile devices to recognize the context in
which hospital workers perform their tasks. In particular the authors propose an
extension of instant messaging to add context awareness as part of the message.
Contextual elements used include location, delivery timing, role reliance, artifacts,
location and state.

A context-aware data mining framework is proposed in [30], by which contexts
are automatically captured to maximize the adaptive capacity of data mining. In
this process contextual information may consist of any circumstantial factors of
the user and domain that may affect the data mining process. A platform for
performing proper medical content adaptation based on context-awareness is also
introduced in [31]. Proper coding and transmission of medical and physiological
data is coupled together with sensors used to determine the status of a patient being
monitored through a medical network. Additional contextual information regarding
the patient’s environment (e.g., location, data transmission device and underlying
network conditions, etc.) are represented through an ontological knowledge base
model. A similar model is followed in [32], where context is captured using an
ontology formally modeling the concepts within the health-care domain, together
with their relations and properties. More specifically, the authors introduce a self-
learning, probabilistic, ontology-based framework, which allows context-aware
applications to adapt their behavior at run-time. In [33] the authors present an
image search system that allows search by a multitude of image features, metadata
(demographics, patient’s medical history, clinical data) and context in the form of
an ontology towards efficient dementia diagnosis.

In search of applications and systems that would aid the improvement of people’s
quality of life, a new trend is the utilization of users’ biological signals via wearable
and even implantable wireless sensors that implement context-aware solutions, so
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as to adapt to changes in the users’ mood, mental states, biological signals and
environment. A recent survey on the issue is proposed by [34] and presents an
overview of context-aware solutions wrt body area networks. In a similar but more
specific sense, Miao et al. [35] propose a wearable, low power context-aware ECG
monitoring system integrated with built-in kinetic sensors utilizing a smartphones’
processing capabilities, in order to recognize physical activity and automatically
detect arrhythmias. Mitchell [36] describes the rapidly expanding capabilities of
modern smartphones that enable the creation of new classes of health- and wellness-
related applications by utilizing data collected from on-board sensors, web services,
social media and external biosensors and combined contextual information in the
sense of the context of the device, user, and environment.

On another approach, RecFit [37] takes into account contextual information
and suggests physical activities to users based on the users’ environmental and
behavioral context (e.g., their risk tolerance, their budget, their location, or even the
surrounding weather). The latter forms a rather novel approach in the sense that it
augments activities with metadata of ideal performance context (namely: popularity,
sociability, risk, location, expense, time, and weather).

Trying to combine two distinct trends, i.e., the Internet of Things [38] interrelated
computing devices world and the computationally rich health-care sector, [39]
introduce a new concept of smart health, which according to the authors forms
a context-aware complement of mobile health within smart cities and provide an
overview of the main fields of knowledge that are involved in the process of
building this new concept. In addition, Doukas et al. [40] investigate the potential of
Future Internet-based architectures for enabling context-aware content adaptation
and specialized delivery of health-related information in assistive environments.
Focusing on the concept of medical cyber-physical systems that enable automatic
medical device coordination for patient protection, Lia et al. [41] propose to
utilize contextual information to improve them and tackle their limited capabilities
detecting human errors that result into late device coordination in the case patients
have already developed adverse physiological reactions. Finally, following Table 2
presents the herein discussed context-aware medical applications according to their
type and illustrates each one’s main features.

6 Electronic Patient and Health Records

Electronic patient records (EPR) are considered to be the electronic upgraded
version of traditional paper-based patient records [42]. They typically contain a
patient’s medical history, including her/his diagnoses, medications, immunizations,
family medical history, etc., as well as her/his contact information. In the biomedical
sub-domain, the rapid adoption of such electronic patient and health records with
the parallel growth of narrative data in electronic form, along with the needs for
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Table 2 Context-aware wireless medical applications

Work Task(s) Description Pros Cons Dataset

[23] Context
definition

Wide notion of
context,
context
modeling

PDA
prototypes,
sensor-related
study

No strict
medical
impact

–

[24] Context-
awareness
definition

Indoor
context-aware
applications

Novel sensor
system

No strict
medical uti-
lization/impact

–

[25] Context in
wearable
computers

4 contextual
capabilities,
Contextual
Information
Service

Prototype
application

No medical
application

–

[26] Context-
awareness
computing
survey

Analysis of
types and
models of
context

Detailed
literature
analysis, point
of reference

Outdated
(2000), no
medical focus

–

[27] Context-
awareness
computing
survey

Focus on
temporal and
spatial context

Detailed
literature
analysis, point
of reference

Outdated
(2000), no
medical focus

–

[28] Mobile
pervasive
computing

Health care
wearable
context-aware
application

Pioneer mobile
real-life
application

Outdated
(2003)

–

[29] Context-aware
mobile
communication
in hospitals

Context-aware
mobile system

Mobile device
context
exploitation

Outdated
(2003)

–

[30] Context-aware
data mining
framework

Application
model

Use context to
maximize data
mining’s
adaptive
capacity

Outdated
(2003)

Public medical
datasets

[31] Medical content
adaptation,
semantics

Platform,
ontological
framework

Semantics
utilization,
sensors,
ontological
framework,
SWRL rules

No evaluation –

[32] Context
modeling

Self-learning,
probabilistic,
ontology-
based
framework

Ontology-
based context
model,
rule-based
context-aware
algorithms

– 5 data values,
C1000
instances SIRS
dataset

(continued)
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Table 2 (continued)

Work Task(s) Description Pros Cons Dataset

[33] Dementia
diagnosis

Image search
based on
ontologies and
contextual
information

Context-aware
medical image
retrieval

Focused on
dementia

Real-life
imaging data

[34] Context-aware
applications in
wireless body
area networks

Survey study Network-
oriented
approach

Medical and
non-medical
focus

–

[35] ECG
monitoring
system

Wearable
context-aware
ECG
monitoring
system

Smartphone
sensors
exploitation,
integrated
approach

– 1697, 2320 &
2006 physical
activities
samples (rest,
walking,
running,
respectively)

[36] Smartphone-
related medical
applications

Context and
bio-aware
mobile
applications

Implementation Weak
evaluation

Biosensors,
web services,
social media, 3
devices

[37] Physical
activity recom-
mendation

Environmental
and behavioral
context,
smartphone
application

Smartphone
application
prototype

Limited
dataset

137 physical
activities
database

[39] Intelligent smart
cities/health-
care

Smart-health
concept

Combination
model of
Internet of
Things and
health-care

No evaluation –

[40] Cognitive and
context-aware
assistive
environments

Context-aware
content
adaptation &
information
delivery

Future Internet
technologies
utilization

Qualitative
evaluation
only

–

[41] Medical
cyber-physical
systems

Contextual
information
utilization

Contextual
information
utilization,
prototype
system

No real-life
evaluation

Emulated
dataset

improved quality of care and reduced medical errors are both strong incentives for
the development of computational intelligent systems [43]. The huge potential for
medical research is also depicted in [44], where authors propose a dynamic consent
model based on contextual information such as time and metadata, although they
ultimately focus on the social means to maintain public trust. Temporal data mining
and exploitation of contextual information is also utilized in [45]. Authors claim that
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the developed method can be used to extract dose-dependent adverse drug reactions
information from already collected EPR data. Taking this a step further, mining of
electronic health records has the potential for establishing new patient-stratification
principles and for revealing unknown disease correlation as depicted in [46].

In general several methods have been employed in the biomedical literature to
extract facts from free text and fill out template slots. For instance, McNaught
et al. [47] describe a detailed review of information extraction techniques in the
biomedical domain; however, their review does not include the clinical field. In
[48] the author studies the ways contextual information in the form of linguistic
ethnography may enhance the understanding of EPRs in health care settings.
Another approach is pattern-matching, which exploits basic patterns over a variety
of contextual information structures, like text strings, tags, semantic pairs, and
even dictionary entries [49]. Its main disadvantage is its lack of generalization
ability, which limits their extension and adaptation to new domain features. Last
but not least, even knowledge-based approaches have been incorporated in the
task, by introducing ontology-driven information extraction in order to guide free-
text processing [50]. A summary of the aforementioned studies is provided in the
following Table 3.

7 Intelligent Hospital Applications

Considering this rather standalone health-care sector, there are also several stan-
dalone intelligent hospital applications worth mentioning herein. Being an ongoing
implementation field, there are currently a variety of software solutions, platforms
and systems enabling smart health-care activities and assisting health-care providers
diagnosing and deciding the correct course of actions. In this manner a context-
aware prototype is proposed in [51], which includes a context-aware hospital bed
with a built-in display that may be used by both patients (e.g., for entertainment) and
clinicians (e.g., for accessing medical data). Furthermore, the bed is able to identify
the nurse, the patient and the medicine tray, and displays relevant information
according to this context, such as a medicine schema or patient record. In another
work following a study of the needs of the Royal London Hospital, authors in [52]
proposed a variety of usage scenarios (i.e., remote consultation, tracking of patients
and equipment, notification of awareness and patient data) and have implemented an
experimental prototype. In MobileWARD [53] a prototype is introduced to support
morning procedure tasks in a hospital ward; the prototype is able to efficiently
display patients lists and information.

Effective critical care administration is a very important aspect in health-care.
Having the ultimate goal to improve communication capabilities in hospitals,
diverse communication mechanisms are also proposed in the literature and some
of them do realize the importance of context in the process, like the one introduced
in [54], where authors propose a flexible, automated and asynchronous context-
aware medical instant message middleware that supports message dispatching based
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Table 3 Electronic patient and health records

Work Task(s) Description Pros Cons Dataset

[42] Electronic
patient records
definition

Electronic
patient records
definition

Robust term
definition

No context
exploitation

–

[43] Electronic
health record
information
extraction

Survey study Review of
electronic
health records
info
extraction
techniques

Outdated
(2008)

–

[44] Electronic
patient records
management

Dynamic
consent model
based on
contextual
information

Utilized
dynamic
consent
model

Focus solely on
patient trust
issues

–

[45] Temporal data
mining of
EPRs

Temporal data
mining,
exploitation of
contextual
information

Real-life
evaluation,
novel
methodology

Focus solely on
limited medical
sub-domain

3394 &
43,528
patients
datasets

[46] Electronic
health records
mining

Overview of
related
techniques

High-level
approach

Weak
evaluation

–

[47] Biomedical
information
extraction

Review study Detailed
review,
in-depth
analysis

No clinical
field
discussion,
weak context

–

[48] EPRs
understanding

Context
utilization in
the form of
linguistic
information

Detailed
analysis and
investigation
of contextual
aspects

Weak
evaluation

Real-life
dataset

[49] Contextual
information
pattern-
matching

Contextual
data mining for
clinical texts

Integrated
system
architecture

Lack of
generalization
ability, small
dataset

351
documents,
4 topics

[50] Text mining
from
biomedical
reports

NLP-based
knowledge-
based
approach

Ontology-
driven
information
extraction

Knowledge
scalability
issues

5000 entries,
4000
concepts and
roles, 4973
documents

on context information, so as to improve in-hospital communications. A prototype
of this contextual messaging communication system has been implemented in a
real clinical setting for evaluation purposes. In an effort to apply context-aware
computing using service-oriented architecture in acquiring, analyzing and assisting
hospital personnel with necessary information for time-saving decision making,
[55] presents an implementation of a set of web services that can be consumed
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during an intensive care unit (ICU) treatment within a hospital use case scenario.
Finally, in [56] a tablet-based system prototype is proposed focused on ICU based
workflows that allows for ubiquitous patient monitoring and smart alert generation.
Interestingly enough the aforementioned prototype is supported by open source
software and hardware platforms. To the reader’s convenience following Table 4
provides a brief summary and categorization of the aforementioned research works.

8 Conclusion and Future Work

As discussed herein researchers from the fields of computer science and health-
care have developed different approaches to address the medical data processing
and related analytics challenges. In this position paper we attempted to summarize
briefly the ones that presented and discussed several types of contextual information;
the latter being suitable for utilization, exploitation and usage within the medical
data framework. Thus, we identified four distinct expressions of such context,
namely context in medical data analysis, the domain of context-aware applications,
contextual support to electronic patient and health records analysis, as well as
context exploitation within intelligent hospital applications. We observed and ana-
lyzed why such contextual information may be extremely helpful in computational
tasks relating to health-care activities, especially with respect to handling related

Table 4 Intelligent hospital applications

Work Task(s) Description Pros Cons

[51] Context-aware
hospital bed

Context-aware
prototype

Functionalities,
variety of users

Installation costs

[52] Context aware
application
middleware

Context-aware
experimental
hospital prototype

Context-sensitive
communications,
integrated platform

Evaluation

[53] Intelligent
hospital support

Mobile
context-aware
electronic patient
record prototype

Integrated system Weak real-life
evaluation (3 subjects)

[54] Hospital
middleware

Context-aware
medical instant
messaging
middleware

Improved
in-hospital
communications,
prototype real-life
evaluation

–

[55] Hospital
decision making

Service-oriented
architecture,
context-aware
computing

Context-aware
ICU web-services

Evaluation aspects

[56] ICU workflow
optimization

Tablet-based
system prototype

Ubiquitous patient
monitoring, open
source SW

–
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information search, retrieval and utilization problems. The main conclusion of this
survey is the fact that context plays a significant role in disambiguating medical
data and may be extremely helpful when processing them in the framework of EPRs
and/or medical applications.

Based on the aforementioned discussion and interpretation of each analyzed
context group, we hope that future useful research directions may be identified by
interested fellow researchers. According to the herein presented works tackling a
variety of context variations, we may identify a clear effort towards the bridging of
the semantics and sensory gaps dominating both computer science and medicine.
As a future plan, we intend to extend this survey work towards including a review
of additional health-care domains not tackled herein, like for instance health-care
big data analytics.
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vhMentor: An Ontology Supported Mobile
Agent System for Pervasive Health Care
Monitoring

Stella C. Christopoulou, Theodore Kotsilieris, Ioannis Anagnostopoulos,
Christos-Nikolaos Anagnostopoulos, and Phivos Mylonas

Abstract Healthcare provision is a set of activities that demands the collaboration
of several stakeholders (e.g. physicians, nurses, managers, patients etc.) who hold
distinct expertise and responsibilities. In addition, medical knowledge is diversely
located and often shared under no central coordination and supervision authority,
while medical data flows remain mostly passive regarding the way data is delivered
to both clinicians and patients. In this paper, we propose the implementation of a
virtual health Mentor (vhMentor) which stands as a dedicated ontology schema and
FIPA compliant agent system. Agent technology proves to be ideal for developing
healthcare applications due to its distributed operation over systems and data
sources of high heterogeneity. Agents are able to perform their tasks by acting pro-
actively in order to assist individuals to overcome limitations posed during accessing
medical data and executing non-automatic error-prone processes. vhMentor further
comprises the Jess rules engine in order to implement reasoning logic. Thus, on the
one hand vhMentor is a prototype that fills the gap between healthcare systems and
the care provision community, while on the other hand allows the blending of next
generation distributed services in healthcare domain.
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1 Introduction: Related Work

Healthcare provision is a set of activities that demands the collaboration of several
stakeholders (e.g. physicians, nurses, managers, patients etc.) who hold distinct
expertise and responsibilities. Also, medical knowledge is diversely located and
often shared under no central coordination authority to supervise.

Consequently, software modules and resources (i.e. hardware and human par-
ticipants) of medical information systems are usually spatially and functionally
distributed. Furthermore, data flow of medical systems across healthcare profes-
sionals, patients and other individuals (e.g. next of kin) remains quite passive,
while the automation gap of administrative and assistance processes is recog-
nized to be wide. In such an information intensive environment, we propose the
vhMentor system, an agent-based and ontology-supported solution that employs
software agents to process and monitor distributed medical data flows through
concrete ontology-driven knowledge sources and provide them upon request to the
end-users.

Accordingly, agent technology has proved to be ideal for developing healthcare
applications, mainly due to its intrinsic characteristics of distributed operation over
different systems and data sources of high heterogeneity. Agents are able to perform
their tasks under a cooperation scheme by acting pro-actively in order to: (a) assist
individuals to overcome burdens posed by complex decision-making and (b) access
medical data and non-automatic error-prone processes.

In a typical healthcare services provision scenario, patients are expected to
be hospitalized in several facilities that subsequently provokes the produced data
to be split across several diverse and non-integrated information systems. Orgun
and Vu propose a multi-agent system combined with an ontology that defines
and implements the HL7 vocabulary in order to facilitate patient data flow across
the resources of a healthcare organization [1]. Liu et al. introduce an alternate
integration approach, introduces the idea of a Virtual Integrated Medical information
System (VIMS) [2]. VIMS spins around a two layers integration scheme: (a) the
data layer employs mobile agents to acquire and transmit medical data, (b) the
application layer is used to process the data acquired from various sources (HISs,
medical devices etc.).

Another scenario of spatially distributed patient data is described by Martin-
Campillo et al. [3] where mobile agents are employed to query data from a Virtual
Electronic Patient Medical Record (VEPMR) that is developed over a distributed
medical database. Furthermore, on the basis of distributed e-health model, Pouyan,
Ekrami, and Taban propose a multi-agent system where each human actor, device,
software system and process is assigned to a mobile agent [4]. However, the
proposed solution fails to completely discard the client-server architecture of the
legacy information system.
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Moreover, the Java Agent DEvelopment Framework—JADE [5] has attracted
vast research community attention for its powerful task execution, composition and
interoperability model. JADE allows for the peer to peer agent communication
through an asynchronous message passing scheme while ad-hoc versions are
designed to facilitate the deployment of agents on various Java-oriented devices
such as Android. It is considered to be the most widespread and stable agent-
oriented framework in use today. Furthermore, noteworthy research has been
conducted on applying JADE framework in the field of health care. Su and Wu [6]
propose MADIP, a ubiquitous electronic health monitoring distributed information
infrastructure. MADIP is a multi-agent system where each agent corresponds to a
human actor in the real life process that allows for the automatic detection of patient
data abnormalities both from the physician’s and patient’s perspectives. Kim et al.
in [7] describe a context-aware healthcare system for effective management and
automated services. A distributed service that is named K4Care is fully developed
in JADE where agents are responsible to support knowledge and data dissemination
in one hand and process execution in the other hand [8]. Nguyen et al. propose an
agent-based application [9], MEDIMAS, that aims to overcome the inefficiencies
implied by legacy information systems (such as automation and mobility gap,
manual information search, error prone processes etc.). MEDIMAS takes advantage
of JADE mobile agents in order to enhance the operation of a legacy laboratory
information system through an ontology that acts as a knowledge broker among
the stakeholders. Mobile agents have also been applied in order to adopt medical
sensors in a distributed paradigm [10] and drug safety surveillance [11].

In this work, we propose vhMentor, an ontology supported and agent-based
system for healthcare data monitoring. Our objective is to propose a solution that
covers the automation gap and at the same time avoids error-prone processes through
a systematic and strategic approach of medical data delivery. Thus, we thoroughly
study the applicability and usefulness of jointly applying the ontology framework
and the mobile agent paradigm in the healthcare domain.

The rest of the paper is organized as follows. The next section introduces the
main features of the vhMentor framework. In subsequent sections we outline our
system’s architecture and functional specifications and then we describe a use case
scenario and system validation environment. The last section concludes our paper
with suggested future research directions.

2 The vhMentor Proposed Framework

vhMentor is an agent-based framework with ontology support based on the JADE
platform, the Protégé ontology tool suite and the Ontology Bean Generator mid-
dleware. Accordingly, the Jess rule engine is applied for carrying out reasoning
tasks.
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JADE is the multi-agent platform of choice because: (a) it is operating system
independent and requires minimal resources to be executed on Java enabled devices
(e.g. tablets, smartphones, etc.), (b) it supports the development of JAVA software
agents according to the FIPA specification [12], (c) the ontology support of JADE
allows the manipulation of information exchange between vhMentor agents as JAVA
objects instead of ACL messages, and (d) it provides the functionality to perform
queries against complex ontological schemas.

A typical JADE deployment consists of the runtime environment, the agent
development APIs and a suite of graphical agent management tools. Every instance
of the JADE runtime environment is called a Container that act as agent hosts, which
is the space where one or more agents may be created and exist. In order to create a
new platform, a special Container, called Main-Container that plays the role of the
coordinator, must be always active so that every other typical Container may register
with it. In the event that a new Main-Container is initiated, it is considered to be a
different platform that may accept new containers through registration.

A middleware that binds together the JADE ontology support mechanism and
the Protégé ontology development environment [13] was necessary during the
implementation of the prototype. BeanGenerator was selected as it allows the
transformation of an ontology that is designed and developed in Protégé into JADE
compliant JAVA classes.

Another significant component of vhMentor is the Jess rules engine that allows
reasoning logic to be built under three programming schemes: fully developed
in Jess, entire application implementation through a dedicated JAVA API or a
mixture of them. Jess is a JAVA library fully interoperable with the JADE platform.
Furthermore, research efforts have been devoted on studying integration of Jess with
the semantic web rule language SWRL [14] and their combined utilization in health
domain applications [15].

3 The vhMentor Architecture and Functional Specifications

The healthcare domain is mission critical and the intrinsic complexity of medical
care activities stems from their distributed and fragmented nature along with their
diversity and autonomy. The purpose of the proposed vhMentor system architecture
is not to compare the advantages and disadvantages of the available technologies
neither to benchmark the performance the agent-based approach against other
implementations. vhMentor aims at process optimization through agents which
are able to act as proxies either of human actors or medical devices that lack
the computational resources for reasoning and management. Data management
and monitoring, decision-making, multi-source information retrieval, dynamic,
asynchronous and autonomous operation and fault-tolerance are only a part of the
wide range of applications in the field.

The main feature introduced by vhMentor is to “listen” on health devices
and sensors and disseminate the collected information through a well-defined
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Fig. 1 The conceptual model of vhMentor

knowledge ontology base. Patient information is managed by the Health Data
Management Layer (HDML) which is responsible for collecting, storing, and
broadcasting vital clinical messages to subscribers and is implemented through
JADE agents. Namely, PatientMonitoringAgent and device specific agents (i.e.
TemperatureAgent, BloodPerssureAgent, LightAgent) act as brokers between the
sensors, the service agents layer (i.e. Health Information Layer—HIL) and the Jess
Agent.

HIL is designed to cope with real-time data requests and queries from the
end-users against ontological and knowledge bases. This layer performs the inter-
pretation of health information related content to personalized medical actions
(i.e. DeliverResultsAgent, ExaminationAgent, AskForResultAgent) or alarm gen-
erations (i.e. CgAlertAgent, NotificationAgent). Thus, care providers are able to
review the status of the patients through the software platform. HIL provides to
daily medical practice features such as dynamic interaction, continuous data update
and cooperative management. Also, it allows for maximum customization, so as
medical, nursing and technical staff can easily adapt by adopting a digital mode
of operation in patient monitoring. Figure 1 depicts the conceptual design of the
vhMentor system along with its main components and the interactions of the
aforementioned functional modules.

4 Use Case Scenario and System Validation

Every healthcare monitoring ecosystem consists of patient bio-signals, environ-
mental and accelerometer/gyroscope sensors. Although generated data forwarding
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are either “pushed” and “pulled,” within the scope of this work we study the
“pull” mode of operation as it is more complicated and operates by gathering
all necessary data upon request. On the contrary, the “push” mode of operation
simply transmits all sensed data to the processing center. The HDML stores
the information—measurement sent from each sensor’s static agent (see Fig. 1).
In parallel, depending on their assigned role, practitioners and family members
have access to medical/health data through a delegated agent that resides on the
networked device they use (i.e. CgmphoneAgent). Sensed data are forwarded to the
JessAgent so as to be further processed by a reasoner engine, in order to diagnose,
advise or alert for each individual patient. Upon processing the data of the HDML
layer, HIL can inform practitioners or family members through their personal
proxy agents (i.e. CPManagerAgent and CgmphoneAgent) about a patient’s medical
condition.

In order to verify the validity of the ontological model (Fig. 2) that is proposed for
healthcare monitoring we translated it to JAVA classes that were embedded in agents
implemented over the JADE platform. Subsequently, we developed an experimental
environment that implements the scenario described above. More specifically, each

Fig. 2 The vhMentor ontological model in Protégé tool suite



vhMentor: An Ontology Supported Mobile Agent System for Pervasive Health. . . 63

<<---- PATIENTS- MENU ---->> 
 1. Create a new patient 
 2. Make a temperature measurement 
 3. Make a blood pressure measurement 
 4. Get the most recent patient's values 
 5. Get the list of temperature measurements 
 6. Get the list of blood pressure measurements 

Fig. 3 The command-line main menu of the proposed system

Fig. 4 An example of the vhMentor execution and the resulting messages within the Jade Sniffer
environment

sensor (i.e. ambient and vital signal) is simulated through a static JADE agent
that is also dedicated to collect and transmit the sensed data whenever requested.
The CPManagerAgent is the central processing module of vhMentor. At least a
CPManagerAgent has to be active in a typical vhMentor deployment. Each caregiver
owns a delegated agent that is named CGmphoneAgent and acts on his/her behalf.
Other individuals that should participate (e.g. patients, family members etc.) are
represented by CGmphoneAgent instances too.

A command line menu provides a set of six options as provided in Fig. 3. The
first option creates a Computerized Patient Record (CPR) and contains a patient’s
personal health data. Upon its creation a unique code and a default alias is assigned.
In future implementation it will also hold demographic data, such as address, phone
numbers etc. By using this option we created three patients (i.e. patient0, patient1
and patient2). Then, we simulate the operation of ambient and vital signal sensors
and we assign to the actor agent of patient2 sample temperature and blood pressure
values through the “Make a temperature measurement” and “Make a blood pressure
measurement” menu options respectively. Subsequently, the “Get the most recent
patient’s values” collects all the data that are already assigned to a specific patient
CPR.

The Jess engine through the delegated actor JessAgent employs data and
information provided from the HDML and HIL layers respectively along with
decision-making and health advising logic that is defined in Jess rule language. An
example of the vhMentor execution is depicted in Fig. 4 and exhibits its reasoning
capabilities towards combining knowledge of rules and the vhMentor ontology.
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5 Conclusion and Future Work

We proposed vhMentor, a system that employs an ontology supported and agent
implemented framework for applying ubiquitous patient monitoring. vhMentor is
a platform independent health-care provision framework built on top of the well-
established JADE platform, the Protégé ontology tool suite, the BeanGenerator
middleware and the Jess rule engine. Their respective interoperability-oriented,
scalable and heterogeneity bridging libraries allow for faster, fault-tolerant and
optimized implementations than “custom” ones. In parallel, we introduced the
methods so as sensing technology and devices to be included in an ontology-based
healthcare information system. The outcome of this framework is an efficient system
that allows for the introduction of next generation services (e.g. decision making and
reasoning) through autonomous and intelligent agents.

vhMentor is expected to improve the offered healthcare quality by integrating
the notable evolution in sensor technologies and knowledge management. Also,
healthcare providers are able to actively monitor pre-hospital, hospitalised and
ambulatory patients with the help of the agents.

Our future work includes the development and implementation of a prototype for
the automatic correlation of healthcare and environmental measurements with care
plans through a reasoning engine.
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Internet Addiction of Young Greek Adults:
Psychological Aspects and Information Privacy

P. Grammenos, N.A. Syrengela, E. Magkos, and A. Tsohou

Abstract The main goal of this study is to examine the Internet addiction status
of Greek young adults, aged from 18 to 25, using Young’s Internet Addiction
Test (IAT) and self-administered questionnaires. In addition this paper assesses the
psychological traits of addicted persons per addiction category, using the big five
factor model tool to study the user’s personality and analyze the components that
lead a person to become Internet addicted. Furthermore, we found an association
between addicted people and the five factors from the Big Five Factor Model;
i.e., extraversion, agreeableness, conscientiousness, neuroticism, openness to expe-
rience. Moreover, this paper discusses information privacy awareness issues related
to Internet Addiction treatment.

Keywords Internet addiction • Psychological factors • Big five factor model •
Information privacy

1 Introduction

Internet addiction (IA) defined as the inability to control Internet use [1, 2], is a
behavioral addiction which nowadays is being considered as a serious mental health
issue, with neurological effects, serious psychopathological symptoms, as well as
difficulties at school, work, and relationships [2, 3]. And most importantly, with no
standardized treatment.

Research on IA has always been controversial. While IA has been shown to be
related to disorders such as impulse control disorder [2], attention deficit hyperac-
tivity [4] etc., it is still under debate whether IA is a discrete disorder or it constitutes
a symptom of another major disorder [5]. Second, it is still unknown whether
all types of excessive Internet use, i.e., online pornography/social media/online
gaming/gambling/browsing etc., constitute discrete addictions or they just share
same psychological, neurophysiological and personality characteristics [6].
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Among common factors determining Internet addiction to people of late adoles-
cent category are [7–9]: Gender/sex, family and social status, academic achieve-
ments, or even other addictions. Psychological factors also seem to play an
important role in IA. Specifically, IA has been shown to share psychological
and psychopathological characteristics with substance-based and other behavioral
addictions such as pathological gambling [10], including depression, anxiety,
obsessive symptoms [11]. IA has also be shown to be related to personality traits
such as impulsivity [10], the feeling of loneliness, emotional instability and low self-
esteem [3, 12–14]. IA has also be shown to be related to neurological complications
(e.g., immature cognitive control) and a few works have studied the effects of IA on
brain activity (i.e., cerebral blood flow [15], abnormalities in white/grey matter [16]
etc). It is unknown whether all these aspects contribute positively to the development
of Internet addiction for a person, or whether the addiction itself creates all these
symptoms.

The IA problem is more acute in late adolescence, and particularly when parents
do not control their children who live, most of the times, far from their hometown
[7]. In this paper we focus on aspects of IA among young adults.

Our Contribution The main contribution of this study is first to examine the
Internet addiction status of Greek young adults. Second to assess the psychological
traits and symptoms of addicted persons, per addiction category, using the big five
factor model tool to study the user’s personality and analyze the components that
may lead a person to become Internet addicted. More specifically, we performed
a survey targeting people between 18 to 25 years old in Greece and we collected
responses from 210 participants. Our results show a relatively large percentage of
addicted users but also a large percentage of adolescents who are at a risk of become
addicted. Furthermore, we found an association between addicted people and the
factors from the Big Five Factor Model. Finally, this paper discusses information
privacy awareness issues related to Internet Addiction treatment.

This paper is organized as follows. Section 2 presents the methodology and
results of the empirical survey. Section 3 discusses the related work on the subject
and in Sect. 4 we discuss security and privacy issues related to Internet Addiction.

2 A Study of IA Regarding Early Adults in Greece

2.1 Methodology

The target group of this research were people aged from 18 to 25 years. We surveyed
a total of 210 people and the valid questionnaires were 183. Our survey used self-
administered questionnaires and its purpose was to find whether people from our
target group are Internet addicted, which hours users prefer to be online, what they
like doing when online and also the users’ psychological and personality profiles.
The level of addiction was investigated using the Internet Addiction Tool (IAT),
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which contains a set of 20 questions. The users’ profile was investigated with the
help of the Big Five Factor Model which studies the psychological characteristics
of users through five traits.

Internet Addiction Tool The tool (IAT) was created by Young [1]. We use
IAT because it fully examines the user’s personality in different psychological
dimensions without the need to use different types of questionnaires for each
dimension. Normally it contains 20 questions, but in this research we used a shorter
version of this tool with 11 questions by merging some questions with the same
meaning. The reason was that it contains some questions which are useless for the
purpose of this research, so we adjusted them correctly to find out the hours that
users stay online, the time of day that they prefer to be online, and their behaviors
while they are online. IAT classifies IA with a score ranging from 0 to 100, with
higher scores presenting higher levels of IA. People with score that ranges from 0
to 30 points considered to be normal Internet users. Scores that range from 31 to 49
represented mild level of addiction, from 50 to 79, a moderate level and scores from
80 to 100 a severe level of Internet addiction.

Big Five Factor Model The Big Five Factor Model [17] is a set of questions used
in order to investigate the psychological characteristics of the users’ personality
through five traits. We used a shorter version of this model because normally this
question set contains over 70 questions. We chose 2–3 of the most characteristic
questions for each factor in order for our results to be valid. The five dimensions
that this tool evaluates are:

Extraversion: It is the personality trait of seeking fulfillment from outside sources.
High scorers tend to be very social while low scorers are lonely.

Agreeableness: The trait reflects how much individuals adjust their behavior to suit
others. High scorers are typically polite and likeable people. Low scorers tend to
“tell things as they are”.

Conscientiousness: It is the personality trait of being honest and hardworking. High
scorers tend to follow rules. Low scorers may cheat other people and be less
honest.

Neuroticism: The personality trait of being emotional. People with low scores are
emotionally stable. People with high scores are more anxious from the others and
they have higher chances of suffering from depression in the future.

Openness to Experience: It is the personality trait of seeking new experiences and
intellectual pursuits. High scores may dream a lot. Low scorers may be very
down to earth.

3 Results

Our target group consisted of 87 males and 96 females. The mean score from
the Internet Addiction Tool was 22.53. According to IAT categories, 27.8% (51
people) presented a normal level of Internet usage, 51.3% (94 people) a mild level
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Table 1 Gender and Internet addiction levels

Total people Females Males

Normal Users 51 (27.8%) 29 (30.2%) 22 (25.3%)
Mild addiction 94 (51.3%) 50 (52%) 44 (50.6%)
Moderate addiction 37 (20.2%) 16 (16.66%) 21 (24.1%)
Severe addiction 1 (0.7%) 1 (1.04%) 0

Table 2 Addiction level per addiction category

Males Females
Mild
addiction

With
addiction
(moderate
or severe)

Normal
users

Total
number
of
people

Information 57 (65.5%) 73 (76%) 69 (73.4%) 25 (65.7%) 36 (70.5%) 130 (71%)
Online gaming 43 (49.4%) 19 (19.7%) 30 (31.9%) 19 (50%) 13 (25.4%) 62 (33.8%)
Social networks 63 (72.4%) 83 (86.4%) 73 (77.6%) 31 (81.5%) 42 (82.3%) 146 (79.7%)
E-mail 41 (47.1%) 63 (65.6%) 50 (53.1%) 25 (65.7%) 29 (56.8%) 104 (56.8%)
Pornography 27 (31%) 2 (2%) 15 (15.9%) 8 (21%) 6 (11.7%) 29 (15.8%)
Gambling 3 (3.4%) 1 (1.04%) 1 (1%) 3 (7.8%) 0 (0%) 4 (2%)
Work/Education 11 (12.6%) 3 (3.1%) 8 (8.5%) 1 (2.6%) 5 (9.8%) 14 (7%)
Chat 2 (2.2%) 1 (1.04%) 1 (1%) 0 (0%) 2 (3.9%) 3 (1%)
Entertainment 4 (4.5%) 12 (12.5%) 5 (5%) 2 (5.2%) 9 (17.6%) 16 (8%)
Online purchases 6 (6.8%) 4 (4.1%) 5 (5%) 2 (5.2%) 3 (5.8%) 10 (5%)

of addiction, 20.2% (37 people) a moderate level and 0.7% (1 person) a severe
Internet addiction. As we can see, moderately addicted users are mostly male,
although admittedly this may not constitute an important result due to the small
sample (Table 1). People mostly prefer to be online at night and stay online for
5–10 h per day.

With regard to the addiction categories, we notice that social network activities,
information searching and email are the top three categories associated with IA
(Table 2). In addition, young female adults mostly prefer SNS while online gaming
and pornography has been one of the favourite preoccupation of male users that took
part in this study.

Furthermore, we found an association between addicted people and the five
factors from Big Five Factor Model (Table 3). For example, normal users seem
to have more extraversion and less neuroticism than mildly and moderately
addicted users, and they seem to be more open to new experiences. On the
other hand, addicted users seem to be more conscientious and les agreeable than
normal users.
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Table 3 Association between addiction and the big five factors

Extraversion Agreeableness Conscientiousness Neutoticism

Openness to
new
experiences

Normal users 41 (80%) 44 (86%) 30 (59%) 24 (47%) 48 (94%)
Mild level 54 (57%) 81 (86%) 74 (79%) 61 (65%) 83 (88%)
Moderate level 21 (57%) 26 (70%) 25 (68%) 23 (62%) 28 (76%)
Severe 0 1 1 1 1

4 Related Work

4.1 Psychological and Personality Traits per Internet Addiction
Category

Typically, addiction can be observed in one or more from the categories below:

(a) Online social media. The success of social media is explained by the fact
that they are egocentric media, with Facebook being one of the most common
occupations [7]. Addicted users typically want to be accepted by their social
circle and maintain their relations [18], mostly by bringing out the positive
features of his appearance and personality [19]. In fact, young people tend to
connect to Facebook at least 5–10 times a day [8]. They tend to be connected
to this 5–10 times per day [8]. Furthermore, men tend more to be addicted to
Internet than women. [7, 8].

(b) Online pornography. Men being influenced by the content of these movies,
become more aggressive [20], addictive and coercive [21].

(c) Online gambling. Online gambling players, similarly to social media
(addicted) users, do not admit or try to hide how many hours they spend in
their online activity [22].

(d) Online gaming. The biggest percentage of addicted users associated to online
gaming is teen boys [23]. Their distinctive feature is that if they continue this
addictive behavior, their addiction will stay or may be increased as they grow
old.

(e) Internet browsing. Users addicted to Internet browsing are divided in other
subcategories according to their habits such as Internet shopping, e-mail
checking, discussing in forums/groups [7]. It has been shown that addicted
people might use the Internet up to 20 times a day [8]

One of the purposes of this paper was to survey the personality features of
addicted users and their psychological symptoms. To be consisted with our own
survey of Sect. 2, Table 4 summarizes, per addiction category, the psychological
characteristics of addicted users (underlined in the table), as well as their basic
personality traits as described in the big five factor model.
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It is evident from the table that most of the Internet addicted users are related to
neurosis. In all IA categories, besides Web browsing, users seem to feel loneliness.
In comparison to other categories, the social media and online gaming users seem to
try hardly to be accepted from their social environment. In addition, online gaming
and Web browsing users seem to be more averse to new experiences in comparison
with the other categories, with Web browsing category exhibiting the fewest
personality characteristics. Finally, based on their characteristics, pornography users
seem to have the most dysfunctional personality features.

4.2 Related Internet Addiction Surveys on Young Adults

In a recent research [29], conducted in Italy, the user habits and psychological
factors of Internet addicted users, aged 19–26, where surveyed, using the Big Five
Factor Model and Internet Addiction Test. In the survey, which involved 190 people
(117 women and 73 men), it was indicated that 31 people ( 16%), 13 women and 18
men were addicted. As for user habits, the majority (109 persons - 58%) connected
mainly in the afternoon, while the number of users at night and midday was the
same. The majority of users were shown to use the Internet to meet other people
or chat with friends, but also to gather information, while very few users appear
to use the Internet for work or education purposes. As for psychological factors,
it was observed that the factor of extraversion and agreeableness had a negative
impact in the addiction problem, while the factor of openness to new experiences
had a positive effect in addiction. Conscientiousness and neuroticism did not have
any effect in the addiction problem [29]. Specifically no person was detected to
have high scores in the Internet Addiction Test and there were not any differences
between the two sexes. It was observed that the frequent Internet use can have
positive impact in the problem [29].

A survey in China [30] targeted students between 20 and 30 years old. The survey
focused on the psychological profile of users, such as stress, restraint and depression
while trying to correlate them with the users’ Internet addiction level. In the survey
participated 500 people, 262 of them were women and 238 men. The results of
the Internet addiction test showed a total of 85 people (17%) being addicted, (in
particular, 42 women and 43 men). There were also 33 addicted people (38.8%)
and 54 people (13%) without addiction that showed depression signs. It appears
that people with positive relation with the problem are more likely to experience
depression than others [30]. No differences were observed in relation to age or sex.
It was also observed that the self-restraint is not linked to the problem of Internet
addiction while the denial is positively related to it. The research also showed that
the addiction is associated with stress, while persons with positive relation are more
likely to have other mental diseases such as depression [30].

A survey in Chile [8] assessed the addiction levels of 384 medical students, with
an average age of 21 years, on the Internet as well as the psychological factors
associated with the problem. A 63.8% of surveyed students, among which 224 males
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(58.3%) and 160 females (41.7%), answered that their parents live away from the
town of their study. All users answered that they use e-mail, while 97.6% answered
to be Facebook users and 33% Twitter users. Also 35.2% said they had a history of
psychiatric diagnosis while 9.1% were in psychiatric treatment [8]. The results of
the Internet addiction test showed that 33 men (14.7%) and 11 women (6.9%) were
addicted.

In Greece, a survey was conducted with 534 medical students at the Aristotle
University of Thessaloniki [7]. From the participants, 373 people (69.9%) were
normal Internet users, 131 (24.5%) showed mild level of addiction, 29 people (5.4%)
had moderate level of addiction and one person (0.2%) showed a severe dependence
[7]. From the addicted people, 76 were men and 85 women. It was detected that
the majority of addicted people lived alone in the town of their study (81 people).
Addicts were mainly connected to the Internet from home, while Facebook usage
was shown to have positive relation with the problem. Other activities of dependent
users were online games, online gambling, pornography, and chatting. It was also
observed that the use of email has a negative association with the problem. An
observation made in the survey is that the connection of people in places other than
their home is a factor that can make people develop Internet addiction [7].

The difference between own research and the survey in [7] is that we not only
examine the addiction levels of young adults but also we use the big five factor
model to assess the psychological profile of the addicted adults and study their
personality.

5 Information Privacy and Internet Addiction

Several studies have investigated the factors driving online information disclosure
willingness and the information privacy paradox [31]. The information privacy
paradox refers to an inconsistent behavior in which although privacy is a primary
concern for individuals, at the same time they are willing to reveal personal
information for relatively small rewards, often just for drawing the attention of peers
in an online social networks [31]. Users claim that the main benefits of information
sharing that they value are self-clarification, social validation, relationship develop-
ment, social control, and self-representation [32].

Therefore, in this paper we stress that in addition to all other psychological
symptoms (e.g., depression) and impacts that had been associated to IA, addicted
individuals may also be confronted with significant consequences regarding their
information privacy following disclosure of personal information. Research in this
field is in its infancy and mostly targeted around social networks. Studies associate
the possession of SNS profile with high-risk taking attitudes towards information
sharing. Interestingly, a survey study conducted in 2013 [33] among Facebook users
and Facebook quitters concludes that people who quitted Facebook had higher IA
scores and higher concerns about information privacy. The survey investigated the
reasons behind Facebook quitting: the top reason reported was information privacy
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concerns and the second reason was the feeling of getting addicted to Facebook.
Information privacy are also reported to be the main reason leading individuals to
decide what is metaphorically called ‘virtual identify suicide’ (a person quitting her
online social life and associated digital identity) [33]. On the other hand, another
study presents contradictory findings: a survey conducted also in 2013 concludes
that privacy concerns of SNSs users (including unauthorized secondary use of, and
improper access to, shared information) did not significantly affect their problematic
SNS use, which means even if people have privacy concerns, those concerns do not
necessarily prevent them from using SNS compulsively [34]. Future research is this
field is imperative which will investigate the relationship among information privacy
risk-taking behavior and the personality traits of Internet addicted individuals.
Further, additional research in necessary to explore the association among privacy
concerns and their potential contribution to IA treatments, thus IA interventions
with emphasis on privacy concerns aiming to deal with IA. Further, future research
should investigate information privacy in the context of other IA categories, such as
email or information search, which have not been explored yet.
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A DICOM Based Collaborative Platform
for Real-Time Medical Teleconsultation
on Medical Images

Ilias Maglogiannis, Christos Andrikos, Georgios Rassias,
and Panayiotis Tsanakas

Abstract The paper deals with the design of a Web-based platform for real-time
medical teleconsultation on medical images. The proposed platform combines the
principles of heterogeneous Workflow Management Systems (WfMSs), the peer-
to-peer networking architecture and the SPA (Single-Page Application) concept, to
facilitate medical collaboration among healthcare professionals geographically dis-
tributed. The presented work leverages state-of-the-art features of the web to support
peer-to-peer communication using the WebRTC (Web Real Time Communication)
protocol and client-side data processing for creating an integrated collaboration
environment. The paper discusses the technical details of implementation and
presents the operation of the platform in practice along with some initial results.

Keywords Online collaboration systems • Multi-disciplinary team meetings •
Medical images • DICOM • WebRTC

1 Introduction

Medical Institutions and Hospitals are nowadays equipped with advanced medical
imaging devices, often called image modalities, that produce several GigaBytes
(GBs) of data per day. According to a recent study performed in the framework
of a national infrastructure project operated by GR-NET for the development of
a central image repository, the amount of data produced by image modalities in

I. Maglogiannis (�)
Department of Digital Systems, University of Piraeus, Piraeus, Greece
e-mail: imaglo@unipi.gr

C. Andrikos • G. Rassias
GR-NET, Athens, Greece
e-mail: candrikos@cslab.ece.ntua.gr; grassias@cslab.ece.ntua.gr

P. Tsanakas
School of Electrical and Computer Engineering, National Technical University
of Athens, Athens, Greece
e-mail: panag@cs.ntua.gr

© Springer International Publishing AG 2017
P. Vlamos (eds.), GeNeDis 2016, Advances in Experimental Medicine
and Biology 989, DOI 10.1007/978-3-319-57348-9_7

79

mailto:imaglo@unipi.gr
mailto:candrikos@cslab.ece.ntua.gr
mailto:grassias@cslab.ece.ntua.gr
mailto:panag@cs.ntua.gr


80 I. Maglogiannis et al.

the Greek hospitals is above 200 PetaBytes per year. Modern Picture Archiving
and Communication Systems called PACS are undertaking the burden of storing
and communicating this rich medical information, in Electronic Health Records,
Databases and terminal devices operating with the use of the DICOM protocol
(http://dicom.nema.org/standard.html). Although the utilization of medical images
is a routine in hospital clinical practice, this kind of data exchange is usually reduced
at a hospital level between clinics and radiology departments. The need to integrate
this processes in geographically distributed and organizationally independent health
organizations and their medical personnel has arisen, so as to exploit expert medical
knowledge and improve the quality of healthcare services. Furthermore, complex
medical cases, requiring sophisticated decisions, have become the springboard of
team-based treatment in modern healthcare practice. This trend shifts healthcare
practice from a single clinician to a group of healthcare experts in different
disciplines, providing unique services to the patient, with the aim of ensuring care
and support. This results in the necessity for the development of MDTMs (Multi-
Disciplinary Team Meetings) infrastructure.

This challenge leads the design of health information applications that combine
the principles of heterogeneous Workflow Management Systems (WfMSs), the
peer-to-peer networking architecture and state of the art technologies of the World
Wide Web such as WebRTC (Web Real Time Communication), JavaScript and the
SPA (Single-Page Application) concept, to facilitate medical information exchange
among personnel geographically distributed. The goal of this research is to combine
communication and computing technology in order to provide such a collaborative
environment able to support physicians in team based treatment and the exchange
of second opinion through the distributed communication of medical data/images.
The proposed service will exploit the high-speed optical connection of major
hospitals to the GRNET backbone network and the Cloud infrastructure, which
is already available. The establishment of computer based collaborative medical
environments is not a new idea according to the literature survey included in the next
Section. However, the WWW technology for real time services and applications that
satisfy the demanding physicians requirements has recently been improved enabling
new potentials in this domain. The main technological innovations introduced
in this project is the full exploitation of Cloud features such as elasticity and
scalability for medical image storage and processing and the adoption of the state
of the art WebRTC technology for real time video and data communication. This
approach enables client-side computing and Web2 stacks (HTML 5, JavaScript,
CSS) allowing the development of fast and platform-independent applications.
Furthermore, recent developments in cloud computing and the widespread use of
mobile smart devices raise the need of device interoperability and transparency,
introducing the concept of BYOD (Bring Your Own Device). A SPA (Single-Page
Application) is a web application or a web site that fits on a single web page with
the goal of providing a more fluid user experience akin to a desktop application
complying with the aforementioned principle. The users of a SPA may access the
same service from their own workplace desktop as well as any other fixed of mobile
device, getting the additional benefits of portability and cross-platform functionality

http://dicom.nema.org/standard.html
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Table 1 The basic requirements of the implemented online collaboration system

Functionality Description

User registration All participating physicians should be registered. During the
registration procedure, the necessary identification will be provided
in compliance with the user lists that exist in the GRNET AAI
Federation.

Collaborative session
establishment

Upon logging into the system, each physician will declare
availability to receive calls. In case that a call is accepted by a user, a
secure communication channel will be initiated and the
collaboration environment will be established, including the
visualization of medical imaging data. The images will be kept in
the cloud infrastructure while the Digital Imaging and
Communications in Medicine (DICOM) standard will be utilized for
data storage and transmission.

Audiovisual
communication

Real-time audiovisual and data communication within the web
browser using state of the art videoconferencing technology.

Image analysis tools The collaborative environment will be enhanced by bi-directional
interaction on objects in real time. The platform could support
indicatively the following actions:
• Image editing and Annotation: Textual notes can be included on
particular regions of interest (ROI) within the picture and
geometrical schemes can be drawn on ROIs.
• Basic Image Manipulation and Processing: Physicians will be able
to select different color or Spectrum channels for image viewing,
Alter the contrast and the brightness level of the medical image
displayed and apply filters.
• Image scaling (zoom-in, zoom-out): The user should be able to
increase and decrease the zoom level of a picture.

Management and
security issues

An application for the system administration is foreseen in order to
manage role-based access and security. Secure Socket Layer (SSL)
and digital certificates will be utilized, to achieve secure
transmission.

of the web. The basic requirements of the foreseen on-line collaboration system
delivered as a SPA are summarized in Table 1.

The rest of the paper is structured as follows: In Sect. 2 we present the related
work and some background information on this field, while in Sect. 3 we discuss the
technical details of the proposed implementation. Section 4 describes the operation
of the platform in practice and finally, Sect. 5 concludes the paper.

2 Related Work

As already mentioned, the development of a distributed collaborative system for
medical teleconsultation is not a new idea. CREW [1] is the first example of a
medical collaborative platform implemented at the University of Michigan. This
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computer-based environment is able to provide multiple accesses to exported file
and provide the medical community with information related to other CREW
members. InterMed [2] and TeleMed [3] are similar systems aiming at the devel-
opment of robust frameworks for medical collaboration, using the Internet as the
basic network. Especially the project TeleMed supports both real-time and off-line
sessions. The ARTEMIS project had as goal the “advanced cooperative activities
of healthcare providers and the promotion of total and real-time care” [4]. In
the specific project a group of developers, physicians, and healthcare researchers
were using prototypes and commercial off-the-shelf technologies integrated as an
open collaboration healthcare environment. This environment allowed primary care
physicians to consult with remote specialists entailing computer support for X-rays,
ultrasound, voice-annotations, and other multimedia information. Another project
focusing on the healthcare collaboration domain is the virtual medical office ref.,
which was an integrated environment that encourages users to take active partic-
ipation in the management of their health. This system provided access to digital
medical libraries, yellow pages, and regional healthcare resources. WebOnCOLL
[5] is another similar system that has been designed in the context of a regional
healthcare network in Crete and employs the infrastructure of regional healthcare
networks to provide integrated services for virtual workspaces, annotations, e-mail,
and on-line collaboration.

A newer approach to the problem of online medical collaborative platforms
is presented in [6]. Authors in this work adopt a hybrid architecture combining
peer-to-peer and client-server elements. More specifically peer-to-peer exchange
is used during the collaborative sessions for audio and video communication
between the remote medical personnel as well for medical data exchange (medical
records and DICOM image files). The described system implements client-server
communication on the other hand for user management in order to resolve security
issues, and for retrieving medical data from external sources (i.e. PACS or external
EHRs). The VIRGO network [7] was implemented to support physicians, patients
and academic institutions in the discovery and extraction of complex medical
knowledge. The proposed system adopts a semantic approach to information search
over DHTs (Distributed Hash Tables) and focuses mainly on data sharing between
independent medical institutions. In the same context, the authors in [8] present
a system that handles data integration and interoperability issues based on an
ontological model. Similarly, the authors of [9] present a web based architecture
for workflow management in the medical domain using an ontological model. The
proposed system is applied a variety of circumstances where medical professionals
of different specialties must work together. A medical procedure is treated as a
subject of study and activities related to medical meetings are allocated to peer
participants, according to their metadata. This strategy provides time efficiency,
faster treatment and reducing the risk of loss of medical records. A central entity
plays a key role in the commissioning of peers since there are no mechanisms for
distributed data storage and retrieval. In [10], authors present a grid based system
built for telemedicine purposes. A distributed data network is formed between
hospitals, mobile clinics and regional clinics. Medical information is flown between
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the entities involved and geographical criteria are used in order to route data and
reduce the response time in critical medical events. Finally, authors in [11] introduce
the concept of an active content collaboration platform, which supports automated
event-drive collaborative procedures. The proposed system leverages the power of
cloud computing to perform demanding tasks, such as three-dimensional image
reconstruction. However, the specific system does not offer video conferencing
capabilities or interaction with medical data in real time.

The surveyed systems have proven the value of peer-to-peer solutions for the
exchange of medical data and the development of collaborative MDTMs (Multi-
Disciplinary Team Meetings) for healthcare professionals. The described platforms
focus on the storage and transmission of medical data presenting mostly easy to
use tools for medical data transfer. What we try to accomplish in this work is
more than a communication tool. It is an integrated collaboration environment
that shares medical data among physicians that could work as a decision-making
tool for assisting joint diagnosis. The proposed tool is limited for the moment
in medical images, however this idea could be expanded in complete EHRs. The
contribution of this work is the design and the implementation of the foreseen
integrated collaboration environment. The goal is to offer, in addition to secure
medical data sharing, the ability to create processing workflows that will assist
participating doctors to reach a common diagnosis and taking a common medical
decision. In this context the proposed system includes, in addition to the video
and data communication facilities, modules that enable common annotation and
handling of medical images, as well as libraries for filtering image data and applying
complex processing workflows for better visualization of findings. To this end,
state-of-the-art web technologies such as HTML5, CSS3, JavaScript and APIs such
as WebRTC, Canvas are used in order to enable user friendly and interoperable
on-line MDTMs capabilities. The proposed system is fully compatible with the
DICOM standard, thus it can communicate with any known PACS or DICOM
archive systems and can be easily integrated in a wider medical information system
supporting the DICOM format (i.e. a centralized hospital information system or
a Cloud EHR repository). In the next section the architectural aspects and the
technical details of the implemented SPA are summarized.

3 Architectural Aspects and Utilized Technology

As already mentioned this work focuses on the design and implementation of
a transparent and robust platform for on-line medical collaboration and MDTM
services, which will be delivered as a SPA. The proposed platform introduces an
indirect RPC (Remote Procedure Call) scheme that enables physicians to collaborate
in real time using an image processing toolbox. The technical details of the platform
are presented in [12]. The overall architecture is depicted in Fig. 1 and consists
of the UAC (User Access Control) and the PAS (Participant server) subsystems.
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Fig. 1 Overall architecture

UAC is responsible for user authentication and authorization, by interacting with
AAI (Authentication and Authorization Infrastructure), while PAS enumerates
securely the user profiles to all potential callers-participants and coordinates initial
communication stages.

The communication establishment is as follows: Consider two potential users:
A and B as illustrated in Fig. 1. Upon login, user (physician) A acquires an
authentication token by triggering UAC to request a digital signature from a third
trusted party. PAS returns to user A the manifest of all online participants matching
to contact list. After user B logins, PAS updates asynchronously the contact list
of physician A, while A may access the supported PACS service of his choice
to retrieve and process any medical data. A conference session between the two
physicians takes place after the initiator creates a new room. Initial negotiations and
further signaling are propagated to participants through PAS, to result to symmetric
WebRTC data channels set up.

The proposed system supports the DICOM standard and incorporates a complete
DICOM file viewer. Interaction with external DICOM sources (i.e. a PACS imaging
modality) is done via the WADO (Web Access DICOM Objects) protocol. The
main feature, which is the real-time collaboration service, is based on multi-
channel video conferencing, workspace screen and file sharing, data channels and
shared annotations. The peer-to-peer interconnection scheme is selected in order
to eliminate any intermediate party overheads and scalability issues. A significant
innovation of the proposed platform is the utilization of the WebRTC protocol
as communication mechanism. WebRTC is a state of the art open source project
initiated by Google that provides browsers with secure (encryption embedded)
RTC (Real-Time Communication) capability including both audiovisual and data
channels.
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Fig. 2 The SW modules of the single-page web application that provide rich real-time collabora-
tive services

The implemented SPA consists of seven autonomous modules: WADOC, DP,
DIV, IPT, FSE, CE and PeerConnector as illustrated in Fig. 2. WADOC (WADO
Connector) is responsible for requesting and receiving DICOM persistent objects,
i.e. images and medical imaging reports, from remote repositories, via a simple
REST API. DP (DICOM Parser) parses DICOM files to extract medical images
and corresponding medical metadata. It is designed to utilize modern multi-
core architectures efficiently and reduce memory footprint. DIV (DICOM Image
Viewer) is the component tasked with displaying medical images, while IPT
(Image Processing Toolbox) provides key functionality for image manipulation and
processing. PeerConnector leverages WebRTC APIs (i.e. MediaStream, RTCPeer-
Connection, RTCDataChannel) to manage the communicational requirements of
the SPA, via streams and asynchronous message exchange. The conferencing and
file sharing services are provided by CE (Conferencing Engine) and FSE (File
Sharing Engine), respectively. Both engines interact with PeerConnector module
according to producer-consumer Scheme. CE manages audio/video channels and
offers PeerConnector local streams while the latter returns to CE the remote ones.
In a similar way, FSE supplies PeerConnector with arbitrary data to be transmitted,
and vice versa.

4 The System in Practice

Designing the user interface for such a complex application is not a trivial task. In
our effort we have adopted basic design guidelines established by major medical
imaging software such as the RadiAnt (http://www.radiantviewer.com) and the

http://www.radiantviewer.com
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Fig. 3 SPA screenshot during a real-time collaborative session on a CT instance between two
participants

OsiriX (http://www.osirix-viewer.com) SW packages. In Fig. 3 we illustrate an
indicative screenshot of the proposed SPA. The frame indicated with the letter
A depicts the imaging panel, and hosts all the basic functionality related to the
collaborative working on medical image studies. The upper toolbar framed as A.1
includes the incorporated DICOM commands, while the left-side column framed
as A.2 depicts previews of all the opened series organized according to patient and
study unique identifiers. A user can navigate to the desired series and display the
corresponding images, by clicking the appropriate thumbnail view, while the actual
rendering takes place in the adjacent interactive viewport framed as A.3.

Frame B in the same figure refers to the windows of the communication facilities
provided by the proposed SPA. In these windows the SPA incorporates the video,
chat, and contacts subpanels framed as B.1, B.2 and B.3, respectively. Video panel
includes all the local and remote video streams, while the chat panel includes text
and data exchange among the participants of a collaborative session. Finally, the
contact panel provides users the ability to create virtual rooms, by browsing their
contact lists and sending invitations to other users/physicians that they wish to
collaborate with.

The proposed SPA supports single medical images compliant to the DICOM
format or DICOM image series from a specific examination. The medical images
could be retrieved either from a local storage device (i.e. a CD or a USB containing
the DICOM image series) or a remote DICOM server using the WADO (Web
Access to DICOM Objects) protocol. At the current state the implemented SPA
supports interconnection with the Orthanc and the DCM4CHE DICOM ref. servers
that support WADO communication using RESTful APIs. The latter functionality is
illustrated in Fig. 4.

http://www.osirix-viewer.com
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Fig. 4 Browsing a remote PACS server (Orthanc) during a teleconference session

The implemented SPA does not imply any kind of limitation to the size of the
medical image data loaded simultaneously. The limitations are related only to the
memory and computing resources of the machine running the SPA. The user can
navigate across the loaded images using thumbnails similarly to any commercial
DICOM viewer application (see Fig. 5). The image series displayed in the main
panel has a lighter grey color, while for each image series basic information is
included in the thumbnail (i.e. patient name, image type, date, etc.).

Image manipulation is done using the buttons that appear in the image processing
toolbar (Fig. 6). The basic supported operations are as follows:

• Image window adjustment
• Image Navigation
• Basic Processing: Brightness and Contrast Adjustment, Window Level
• Move Image
• Zoom-in and Zoom-out
• ROI (Regions of Interest) Tools: Length, Area, Angle, Path
• Change of Orientation
• View DICOM data

Figure 7 displays an example of adjusting image brightness and contrast, while
Fig. 8 depicts ROI measurements. It should be noted that any action performed by
a user during a collaborative session appears in real time in all-participating users.
Finally, Fig. 9 displays the window containing all DICOM data.
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Fig. 5 Navigation panel
using thumbnails for each
DICOM image or series

Fig. 6 Image processing toolbox

5 Conclusion and Future Work

In this paper we presented an online collaborative platform enabling physicians
located at geographically remote places to co-work on a DICOM medical image.
The same concept presented here can be expanded to any type of medical data (i.e.
an ECG signal or a digital pathology image). The proposed platform follows the
BYOD (Bring Your Own Device) trend, since the client framework is developed
on the web browser. Thus the proposed implementation does not require plug-
ins or any external software. It resembles a typical web application, while the



A DICOM Based Collaborative Platform for Real-Time Medical. . . 89

Fig. 7 Adjusting image brightness and contrast

Fig. 8 ROI measurements

main image processing takes place at the client side. This, in conjunction with
the peer-to-peer mesh network configuration for interconnecting the participants,
is proven a scalable and efficient solution to support remote MDTMs. As a future
work we wish to include extra functionality to extend the concept of common



90 I. Maglogiannis et al.

Fig. 9 Window displaying the DICOM tags of the highlighted image

assisted diagnosis. Additional image processing and ROI analysis tools are foreseen
to perform image classification through a machine learning cloud portal. Linking
selected ROIs to semantically organized taxonomies should enhance the discovery
of novel knowledge through generation of new hypotheses. In addition, to reduce
image processing and rendering time we consider using the WebGL alternative to
native HTML5 Canvas API, which should afford the 3D virtual reconstruction of
DICOM files.

Acknowledgement Research supported by the GSRT under the grant “Medical Collaborative
Environment over GRNET Cloud Infrastructure”.
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Exploring Amyloidogenicity of Clusterin:
A Structural and Bioinformatics Analysis

Paraskevi L. Tsiolaki, Katerina C. Nastou, Nikolaos N. Louros,
Stavros J. Hamodrakas, and Vassiliki A. Iconomidou

Abstract Clusterin, a multitasking glycoprotein, is a protein highly conserved
amongst mammals. In humans, Clusterin is mainly a secreted protein, described as
an extracellular chaperone with the capability of interacting with a broad spectrum
of molecules. In neurodegenerative diseases, such as Alzheimer’s disease, it is an
amyloid associated protein, co-localized with fibrillar deposits in amyloid plaques in
systemic or localized amyloidoses. An ‘aggregation-prone’ segment (NFHAMFQ)
was located within the Clusterin ’-chain sequence using AMYLPRED, a consensus
method for the prediction of amyloid propensity, developed in our lab. This peptide
was synthesized and was found to self-assemble into amyloid-like fibrils in vitro, as
electron microscopy, X-ray fiber diffraction, Attenuated Total Reflectance Fourier-
Transform Spectroscopy and Congo red staining studies reveal. All experimental
results verify that this human Clusterin peptide-analogue, possesses high aggrega-
tion potency. Additional computational analysis highlighted novel and at the same
time, unexplored features of human Clusterin.

Keywords Consensus algorithm • Aggregation-prediction algorithm • Clus-
terin • “Aggregation-prone” peptides • Alzheimer’s disease • Neurodegenerative
disease • Protein network

1 Introduction

A great number of proteins with divergent functions and different sequences and
structures have been identified as causative agents of important neurodegenerative
diseases such as Alzheimer’s disease, Parkinson’s disease and Amyotrophiclateral
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sclerosis (ALS). Amyloid fibrils, found in association with these medical disorders,
are formed by normally soluble proteins, which accumulate to form closely packed
and highly ordered insoluble aggregates. Emerging data suggest that several pep-
tides and proteins, which had not previously been associated with “conformational
diseases” have been proven to form amyloid-like fibrils in vitro, indicating that
under appropriate conditions ordered self-aggregation may be an inherent property
of proteins [1, 2].

Clusterin (Apolipoprotein J or ApoJ), a heterodimeric protein, is a highly
conserved extracellular chaperon, expressed in almost all mammalian tissues. The
precursor polypeptide, consists of 449 amino acids and after the proteolytical
cleavage of the signal peptide, it is subsequently cleaved between residues 227
and 228 to generate ’- and “-chains (Fig. 1a, dark red and blue respectively)
[3]. In its predominant form mature Clusterin is a protein of �80 kDa, which is
highly glycozylated (Fig. 1a, red rectangles) and is covalently stabilized by five (5)
interchain disulfide bonds (Fig. 1a, yellow dashed lines) [4]. Literature concerning
Clusterin function is constantly enriched [5]. As a chaperon, Clusterin binds a large
number of diverse ligands, including apolipoproteins, lipids and amyloid-forming
proteins [6, 7]. Noteworthy, chaperone-like activity of Clusterin is similar to that of
small heat shock proteins [8].

An increase in Clusterin expression is observed in numerous neurodegenerative
conditions as a result of abnormal cell death or proliferation [9]. Complete cerebral
ischemia, for example, could lead to the accumulation of Clusterin in neuronal
cells and in onset of extracellular deposits close to microvessels [10]. Despite
the fact that Clusterin has also been found co-localized with fibrillar deposits in
amyloid plaques [11–13], there are no experimental data to verify that Clusterin
itself self-aggregates into amyloid fibrils. However, contradictory studies point out
another perspective, suggesting that co-localization with amyloid deposits may
reveal protective properties of Clusterin [14].

AMYLPRED [15, 16] is a consensus prediction algorithm for amyloid fibril
favoring regions, the so-called “aggregation-prone” peptides, which was developed
in our lab. Testing the Clusterin sequence by AMYLPRED, 12 stretches were
predicted as possible “aggregation-prone” peptides. Seven (7) oligopeptides with
high aggregation propensity were predicted for Clusterin “-chain (Fig. 1b), whereas
five oligopeptides were predicted for Clusterin ’-chain (Fig. 1c). As a first step
toward studying Clusterin amyloidogenicity, we focused on the NFHAMFQ peptide.
This Clusterin heptapeptide is located at the edge of the ’-chain (Fig. 1a, b, orange
colour), a critical interaction site between ’ and “ chains [8, 17], which deserves
attention from a structural perspective (see Sect. 4). In this work, we report on
the self-assembly properties of the crucial Clusterin heptapeptide NFHAMFQ and
discuss the implications of the findings.
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Fig. 1 (a) Schematic representation of mature human Clusterin (’-chain blue, “-chain dark red)
depicts post translational modifications and annotations derived from UniprotKB (UniprotKB
AC P10909) [18, 19]. Glycozylation sites are shown in red, phosphoserines are shown in green
and disulfide bridges are marked with yellow dashed lines. Scissors represent the proteolytic
cleavage sites in both ’-chain and “-chain. The NFHAMFQ “aggregation prone” peptide, shown in
orange, is located at the N-terminal of Clusterin ’-chain (b), (c) “Amyloid propensity” prediction
histograms of human Clusterin by AMYLPRED [15]. Five (5) and seven (7) peptides with
aggregation propensity were predicted for ’-chain (c) and “-chain (b) respectively, both chains
present, though, a low overall amyloidogenic profile. “Aggregation-prone” regions are marked
with a star and the default AMYLPRED threshold is shown with a dotted line. An orange box
indicates the position of the NFHAMFQ peptide

2 Materials and Methods

2.1 Prediction of Potential “Aggregation-Prone” Peptides
in Human Clusterin

AMYLPRED [15], as well as AMYLPRED2 [16], both consensus algorithms
developed in our lab, were used to identify “aggregation-prone” segments in the
amino acid sequence of human Clusterin (Uniprot AC: P10909). Our tools are
publicly available for academic users in our website: http://biophysics.biol.uoa.gr/.

http://biophysics.biol.uoa.gr/
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2.2 Peptide Synthesis and Preparation of Amyloid-Like Fibrils

The 7 amino acid Clusterin peptide-analogue (NFHAMFQ) (Fig. 1, red box) was
synthesized by GeneCust© Europe, Luxembourg. The purity of the synthesized
peptide was >98% (free N- and C-terminals). The synthesized peptide was dissolved
in distilled water (pH 5.5), at a concentration of 10 mg ml�1. After 1 week
incubation at ambient (room) temperatures, NFHAMFQ peptide forms amyloid-like
fibril-containing gels. Oriented fibers, suitable for X-ray diffraction, were obtained
from suspensions of the peptide mature amyloid fibrils, as described below.

2.3 X-ray Diffraction

A droplet (�10 �l) of mature fibril suspension was placed between two quartz
capillaries covered with wax, spaced �1.5 mm apart and mounted horizontally
on a glass substrate, as collinearly as possible, to obtain an oriented fiber. The
X-ray diffraction pattern from this fiber was collected, using a SuperNova-Agilent
Technologies X-ray generator, equipped with a 135-mm ATLAS CCD detector and
a 4-circle kappa goniometer, at the Institute of Biology, Medicinal Chemistry and
Biotechnology, National Hellenic Research Foundation (CuK’ high intensity X-ray
micro-focus source, œ D 1.5418 Å), operated at 50 kV, 0.8 mA. The specimen-to-
film distance was set at 52 mm and the exposure time was set to 200 s. The X-ray
patterns initially were viewed using the program CrysAlisPro and consequently
measured with the aid of the program iMosFLM.

2.4 Negative Staining and Transmission Electron Microscopy

For negative staining, droplets (�3–5 �l) of the NFHAMFQ peptide mature fibril
suspensions were applied to glow- discharged 400-mesh carbon-coated copper grids
for 60 s. The grids were stained with a droplet (5 �l) of 2% (w/v) aqueous uranyl
acetate for 60 s. Excess stain was removed by blotting with a filter paper. The
grids were air-dried. The fibril-containing grids were examined with a Morgagni™
268 transmission electron microscope, operated at 80 kV. Digital acquisitions were
performed with an 11 Mpixel side-mounted Morada CCD camera (Soft Imaging
System, Muenster, Germany).

2.5 Attenuated Total Reflectance Fourier-Transform Infrared
Spectroscopy (ATR FT-IR)

A 10-�l droplet of NFHAMFQ peptide mature fibril suspension was cast on a front-
coated Au mirror and left to dry slowly at ambient conditions to form a thin film.
Infrared spectra were obtained from these films at a resolution of 4 cm�1, utilizing
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an IR microscope (IRScope II by Bruker Optics) equipped with a Ge attenuated total
reflectance (ATR) objective lens (20�) and attached to a Fourier-transform infrared
(FTIR) spectrometer (Equinox 55, by Bruker Optics).

2.6 Congo Red Staining and Polarized Light Microscopy

The NFHAMFQ peptide mature fibril suspensions were applied to glass slides and
stained with a 10 mM Congo Red (Sigma) solution in PBS (phosphate-buffered
saline, pH 7.4) for approximately 30 min. Then, they were washed several times
with 90% ethanol and were left to dry approximately for 10 min. The samples were
observed under bright field illumination and between crossed polars, using a Leica
MZ75 polarizing stereomicroscope, equipped with a JVC GC-X3E camera.

2.7 Protein–Protein Interaction Network

Interactors of Clusterin and their interactions were identified using BioGRID [20],
a public database that archives and disseminates genetic and protein interaction
data from model organisms and humans. BioGRID currently contains the most
comprehensive, and at the same time, well-annotated list of interactions for
Clusterin. The interaction network created from this dataset was visualized using
Cytoscape [21]. The network was further studied with functional and graph theory
based analyses, using BinGO [22] and NetworkAnalyzer [23], two applications
exclusively developed for Cytoscape. BinGO was used to detect overrepresented
Gene Ontology terms in Biological Networks, while NetworkAnalyzer was used to
evaluate topological simple and complex network parameters.

3 Results

After incubation for 1 week, the NFHAMFQ peptide self-assembles into amyloid-
like fibrils, forming dense gels (upper right quarter of Fig. 2a). Electron micrographs
(Fig. 2a) display the amyloid-like fibrils to be straight and unbranched with an
indefinite length (several microns long) and a diameter of approximately 40–50 Å
(Fig. 2a). Frequently, the fibrils wound around each other, forming supercoils
(Fig. 2a, black arrows). This apparent morphological polymorphism has previously
been established as a common characteristic of amyloid fibrils formed by several
aggregation-prone peptides and proteins [24].

Amyloid deposits prepared as described above (see Sect. 2) bind Congo red, as
it is clear under bright field illumination (Fig. 2b, upper) and exhibit a characteristic
for amyloid fibrils yellow/green birefringence, when viewed under crossed polars
(Fig. 2b, lower). The X-ray diffraction patterns of oriented fibres produced from
the amyloid-like fibril suspensions of the NFHAMFQ peptide indicate a “cross-“”
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Fig. 2 Experimental results of the NFHAMFQ peptide self-aggregation (a) An electron micro-
graph of amyloid-like fibrils derived by self-assembly, from a 10 mg ml�1 solution of the
Clusterin peptide-analogue in distilled water. Amyloid-like fibrils appear straight, unbranched
and of indefinite length with a diameter of each protofilament ca. 40–50 Å (red arrow).
Protofilaments wound around each other, forming supercoils (black arrows). Scale bar 200 nm
(b) Photomicrographs of an amyloid fibril containing gel, derived from NFHAMFQ peptide self-
assembly, stained with Congo red. The Congo red dye is bound, as seen under bright field
illumination (upper photomicrograph) and the apple-green birefringence that amyloids typically
exhibit is clearly seen under crossed polars (lower photomicrograph). Bar 100 �m (c) X-ray
diffraction pattern from an ‘oriented’ fiber of the Clusterin peptide-analogue amyloid-like fibrils.
The fiber axis (F) is vertical (meridian, M), whereas the equator is horizontal (E). The “cross-“”
structure is evident; a 4.7 Å reflection is due to the distance between successive hydrogen bonded
“-strands and a 10.2 Å reflection is derived from the spacing between packed “-sheets (d) ATR FT-
IR (1100–1800 cm�1) spectrum is indicative of the preponderance of “-sheet secondary structure
(see Table 1)

Table 1 Bands observed in the ATR FT-IR (1100–1800 cm�1) spectrum produced from a
hydrated film of the amyloidogenic NFHAMFQ peptide after self-assembly, and their tentative
assignments (Fig. 2)

Band (cm�1) Assignment

1130 TFA
1180 TFA
1197 TFA
1450 CH2 deformation
1495 Phe (F)
1523 Amide II (“-sheet)
1629 Amide I (“-sheet)

conformation, observed for most amyloids (Fig. 2c). The intense reflection on the
equator (perpendicular to the fiber axis) corresponds to a periodicity of 4.7 Å. This
periodicity refers to the distance between consecutive hydrogen bonded “-strands.
The reflection on the meridian, corresponding to a repeat of 10.2 Å, is attributed
to the packing distance between successive packed “-sheets, parallel to the fiber
axis.

The ATR FT-IR spectrum from thin films produced by the Clusterin peptide
fibril-containing solutions (Fig. 2d and Table 1) shows a prominent band at
1629 cm�1 in the amide I region and a band at 1523 cm�1 in the amide II, which
are definitely due to “-sheet conformation [25]. Thus, the results from ATR FT-IR
spectroscopy strongly support the evidence from X-ray diffraction experiments.
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Fig. 3 The interaction network of human Clusterin. Interaction data for the creation of this
network were gathered from the publicly available database BioGRID [20] and Cytoscape [21] was
used as a visualization tool. The network consists of 103 nodes and 324 edges. The color gradient
is visualized based on the clustering coefficient of each node and the size gradient based on the
node degree. In darker colors are the “bottlenecks” of the network, while larger nodes correspond
to “hubs”. Amyloidogenic proteins, depicted as rectangles are also present in the network (see also
Table 2)

Moreover a computational analysis performed on the network of Clusterin and
its interactors highlight the key role of Clusterin. The network includes 103 nodes
(proteins, Fig. 3 coloured rectangles and circles) and 324 edges (interactions, Fig. 3
grey lines) and has a node degree distribution that decays as a power law and
accentuates the scale-free properties of the network. The color gradient, shown in
Fig. 3 is visualized based on the clustering coefficient of each node. In darker colours
(red) are the nodes with the higher clustering coefficients, which are “bottleneck”
proteins. These proteins are extremely important for the transduction of information
across the entire network and thus its normal function, meaning that their removal
would destroy many links between the currently connected proteins. Nodes with
high degree are central nodes or “hubs”, which are also extremely important,
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since they interact with many proteins in the network. “Attacks” on these proteins
could have devastating effects on the network, due to the loss of many important
interactions, leading to its impending failure (Fig. 3).

For a deeper understanding of the network’s functions, graph theory based
analysis was performed, in order to detect the network’s topology and to investigate
the contribution of certain nodes to the network stability. The network has a scale-
free topology consistent with the relevant “network biology theory” [26]. This
shows that this network has a few protein hubs and the majority of the protein nodes
have a small number of interactions. As shown in Fig. 3 most of the amyloidogenic
proteins in the network (rectangle nodes) act as hubs. Moreover, a functional
analysis that was performed highlight that Clusterin and its interactors are linked
to functions as response to stress, immune response and chaperone binding.

4 Discussion

Utilizing our consensus prediction algorithm, AMYLPRED [15, 16], 12 oligopep-
tides of human Clusterin were predicted as “aggregation-prone” segments (Fig. 1).
In this work, we attempted to shed light on the NFHAMFQ peptide aggregation
propensity and find out whether it intrinsically exhibits amyloidogenicity. Our
experimental work clearly shows that fibrils formed from this Clusterin heptapeptide
fulfills all basic structural and tinctorial criteria of amyloid fibrils [27].

Recent studies suggest that amyloidogenicity is due to short protein segments,
whereas one of the first articles to report on short “aggregation-prone” peptides was
published back in 2005 [28]. Much time and effort have been spent in tracing short
“aggregation-prone” segments and, thus, a great number of algorithms during the
last decade or so, attempted to predict such hotspot stretches in protein sequences.
Extensive work has been dedicated towards the in vitro studies of short peptides that
are sufficient to drive a native protein to the amyloid state [29–37].

Clusterin, a multitasking protein, is involved not only in physiological but also in
pathological conditions. Although currently there aren’t Clusterin crystal structures
available, several bioinformatics approaches elucidate intriguing structural prop-
erties. Previous sequence analysis predicted three amphipathic ’-helical regions,
along with long natively disordered regions for human Clusterin, reasonable sec-
ondary structures for a protein that mediates interactions with several hydrophobic
molecules [4, 38, 39]. Surprisingly, the NFHAMFQ peptide, which according to
our results self-aggregates forming characteristic amyloid structures, is located in
the second putative amphipathic region, implying distinctive features of a possible
chameleon sequence for this Clusterin heptapeptide.

Trying to identify and locate all functional epitopes of Clusterin, Lakins et al.
thoroughly studied several cleavage products of Clusterin. Surprisingly, secreted
Clusterin has three (3) distinct epitopes one of which interacts with unstressed
ligands, such as A“ the peptide. Thus, experimental evidence, along with computa-
tional analysis demonstrated that these binding sites may involve the amphipathic
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helices located at the C-terminal of the “-chain and the N-terminal of the ’-chain [8]
(Fig. 1a). This interaction should be carefully taken into account, since NFHAMFQ
peptide, with remarkable aggregation properties, is located exactly at the N-terminal
of the Clusterin ’-chain (Fig. 1a, orange rectangle).

Noteworthy, an increase in either mRNA or Clusterin protein expression is
referenced in several neurodegenerative diseases, such as Alzheimer’s Disease [11],
HCHWA-Dutch type [40] and familial British dementia [41]. A detailed catalogue
of such pathological conditions is reviewed by Calero et al. [10]. Along with the co-
localization with high density lipoproteins [42], Clusterin was found to participate
as a key component in senile plaques in subjects with Alzheimer’s Disease [43].
However, in general the principal role of proteins found co-localized in amyloid
deposits remains unclear and remains to be examined whether co-deposits transition
to the amyloid state.

To obtain crucial information on Clusterin interactions with proteins related to
ageing and neurodegenerative diseases, we further analyzed a novel protein network
(Fig. 3). The most well-known array of proteins that were listed as Clusterin partners
are gathered together in recent excellent review articles [5, 6, 8, 44]. Our results are
in accordance with data obtained from the literature, since all the known interactors
of Clusterin are present in the network. Among other proteins, amyloidogenic
proteins, as well as, amyloid associated proteins play a crucial role in the network’s
integrity (Table 2). “Amyloid beta A4”, for example, is evidently an important node
since it acts as a hub and interacts with many proteins in the network.

Contradictory theories on whether Clusterin is guilty or innocent in neurodegen-
erative diseases complicate the research process. Given the limitations of current
therapies on neurodegenerative diseases, Thambisetty described the potential for
developing treatments based on modulating peripheral levels of extracellular chaper-
ones [14], suggesting another intriguing perspective on Clusterin. Novel aggregation
characteristics of the NFHAMFQ heptapeptide together with its implications as a
possible interacting epitope of A“ peptide, should be carefully examined. Since
protein-based products are rapidly entering the pharmaceutical industry as suc-
cessful drugs, remedies/drugs designed to prevent aggregation of targeted Clusterin
“aggregation-prone” peptides, such as NFHAMFQ, may prove to be of paramount
importance in future work, following the example of recent studies on transthyretin
amyloidosis [45].
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Table 2 Proteins in the interaction network of Clusterin, with their respective UniProtKB ACs

Protein name UniProtKB AC

HCLS1-associated protein X-1 O00165
Hypoxia up-regulated protein 1 Q9Y4L1
Interleukin-24 Q13007
Katanin p60 ATPase-containing subunit A1 O75449
ZW10 interactor O95229
Inhibitor of nuclear factor kappa-B kinase subunit alpha O15111
Gamma-tubulin complex component 5 Q96RT8
Glycoprotein integral membrane protein 1 Q9NU53
Pituitary adenylate cyclase-activating polypeptide type I
receptor

P41586

Clusterin P10909
COMM domain-containing protein 1 Q8N668
Cytochrome P450 2E1 P05181
Integral membrane protein GPR180 Q86V85
Epidermal growth factor receptor P00533
Elastin P15502
PAX-interacting protein 1 Q6ZW49
TRAF2 and NCK-interacting protein kinase Q9UKE5
Clusterin-associated protein 1 Q96AJ1
Probable helicase senataxin Q7Z333
Cyclin-dependent kinase 19 Q9BWU1
Proto-oncogene c-Fos P01100
X-ray repair cross-complementing protein 6 P12956
Protein chibby homolog 1 Q9Y3M2
Sulfatase-modifying factor 2 Q8NBJ7
F-box only protein 6 Q9NRD1
Disrupted in schizophrenia 1 protein Q9NRI5
Growth factor receptor-bound protein 2 P62993
Protein disulfide-isomerase A3 P30101
Histone H2AX P16104
Hemoglobin subunit alpha P69905
CD209 antigen Q9NNX6
HLA class II histocompatibility antigen, DP alpha 1 chain P20036
Heat shock 70 kDa protein 1-like P34931
Low-density lipoprotein receptor-related protein 2 P98164
Lactotransferrin P02788
Lysozyme C P61626
DNA replication licensing factor MCM2 P49736
E3 ubiquitin-protein ligase Mdm2 Q00987
Stromelysin-1 P08254
Probable inactive ribonuclease-like protein 13 Q5GAN3
Nuclear factor NF-kappa-B p105 subunit P19838

(continued)
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Table 2 (continued)

Protein name UniProtKB AC

NF-kappa-B inhibitor alpha P25963
Nucleobindin-2 P80303
45 kDa calcium-binding protein Q9BRK5
Matrix metalloproteinase-25 Q9NPA2
Serine/threonine-protein kinase PLK1 P53350
Copper-transporting ATPase 1 Q04656
Interleukin-20 receptor subunit beta Q6UXL0
Copper-transporting ATPase 2 P35670
Serum paraoxonase/arylesterase 1 P27169
Developmental pluripotency-associated protein 4 Q7L190
Mitogen-activated protein kinase 9 P45984
Transthyretin P02766
Elongation factor Tu, mitochondrial P49411
Complement component C7 P10643
Polyubiquitin-C [Cleaved into: Ubiquitin] P0CG48
Complement component C8 beta chain P07358
Von Hippel-Lindau disease tumor suppressor P40337
Complement component C9 P02748
Exportin-1 O14980
Fragile X mental retardation syndrome-related protein 1 P51114
Large proline-rich protein BAG6 P46379
Ras association domain-containing protein 7 Q02833
TSC22 domain family protein 4 Q9Y3Q8
Calnexin P27824
E3 ubiquitin-protein ligase synoviolin Q86TM6
Cullin-1 Q13616
Tubulin beta-6 chain Q9BUF5
Microtubule-associated proteins 1A/1B light chain 3A Q9H492
Krueppel-like factor 11 O14901
Alpha-actinin-1 P12814
F-box/WD repeat-containing protein 1A Q9Y297
G1/S-specific cyclin-D3 P30281
DNA-directed RNA polymerases I and III subunit RPAC1 O15160
Armadillo repeat-containing protein 6 Q6NXE6
60S ribosomal protein L23 P62829
Small kinetochore-associated protein Q9Y448
Amyloid beta A4 protein P05067
Kelch-like ECH-associated protein 1 Q14145
78 kDa glucose-regulated protein P11021
60 kDa heat shock protein, mitochondrial P10809

(continued)
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Table 2 (continued)

Protein name UniProtKB AC

Apolipoprotein A-I P02647
Interferon alpha-5 P01569
Mediator of DNA damage checkpoint protein 1 Q14676
DNA ligase 4 P49917
Double-strand-break repair protein rad21 homolog O60216
Apoptosis regulator BAX Q07812
DNA endonuclease RBBP8 Q99708
Bcl-2-like protein 1 Q07817
Ribulose-phosphate 3-epimerase Q96AT9
Semenogelin-1 P04279
Platelet-derived growth factor receptor alpha P16234
Ubiquitin-like-conjugating enzyme ATG3 Q9NT62
Band 3 anion transport protein P02730
SRSF protein kinase 2 P78362
TGF-beta receptor type-1 P36897
TGF-beta receptor type-2 P37173
Tumor necrosis factor P01375
Endoplasmin P14625
Alternative prion protein F7VJQ1
Eppin O95925
Dedicator of cytokinesis protein 6 Q96HP0
Glycerol-3-phosphate acyltransferase 1, mitochondrial Q9HCL2

*Amyloidogenic proteins are highlighted in bold
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Applications for Electrical Impedance
Tomography (EIT) and Electrical Properties
of the Human Body

Georgios Lymperopoulos, Panagiotis Lymperopoulos, Victoria Alikari,
Chrisoula Dafogianni, Sofia Zyga, and Nikoletta Margari

Abstract Electrical Impedance Tomography (EIT) is a promising application that
displays changes in conductivity within a body. The basic principle of the method
is the repeated measurement of surface voltages of a body, which are a result
of rolling injection of known and small-volume sinusoidal AC current to the
body through the electrodes attached to its surface. This method finds application
in biomedicine, biology and geology. The objective of this paper is to present
the applications of Electrical Impedance Tomography, along with the method’s
capabilities and limitations due to the electrical properties of the human body. For
this purpose, investigation of existing literature has been conducted, using electronic
databases, PubMed, Google Scholar and IEEE Xplore. In addition, there was a
secondary research phase, using paper citations found during the first research
phase. It should be noted that Electrical Impedance Tomography finds use in a
plethora of medical applications, as the different tissues of the body have different
conductivities and dielectric constants. Main applications of EIT include imaging
of lung function, diagnosis of pulmonary embolism, detection of tumors in the

G. Lymperopoulos (�)
Department of Electrical Engineering, School of Engineering, University of Southern California,
Los Angeles, CA, USA
e-mail: geo.lympero@gmail.com

P. Lymperopoulos
Department of Mechanical and Aeronautical Engineering, School of Engineering, University of
Patras, Patras, Greece

V. Alikari (�)
Laboratory of Nursing Research and Practice, Department of Nursing, Faculty of Human
Movement and Quality of Life Sciences, University of Peloponnese, Tripoli, Greece
e-mail: vicalikari@gmail.com

C. Dafogianni • N. Margari (�)
Department of Nursing, Technological Educational Institute of Athens, Athens, Greece
e-mail: nmargari@teiath.gr

S. Zyga
Department of Nursing, Faculty of Human Movement and Quality of Life Sciences, University of
Peloponnese, Tripoli, Greece

© Springer International Publishing AG 2017
P. Vlamos (eds.), GeNeDis 2016, Advances in Experimental Medicine
and Biology 989, DOI 10.1007/978-3-319-57348-9_9

109

mailto:geo.lympero@gmail.com
mailto:vicalikari@gmail.com
mailto:nmargari@teiath.gr


110 G. Lymperopoulos et al.

chest area and diagnosis and distinction of ischemic and hemorrhagic stroke. EIT
advantages include portability, low cost and safety, which the method provide,
since it is a noninvasive imaging method that does not cause damage to the body.
The main disadvantage of the method, which blocks its wider spread, appears in
the image composition from the voltage measurements, which are conducted by
electrodes placed on the periphery of the body, because the injected currents are
affected nonlinearly by the general distribution of the electrical properties of the
body. Furthermore, the complex impedance of the skin-electrode interface can be
modelled by using a capacitor and two resistor, as a result of skin properties.
In conclusion, Electrical Impedance Tomography is a promising method for the
development of noninvasive diagnostic medicine, since it is able to provide imaging
of the interior of the human body in real time without causing harm or putting the
human body in risk.

Keywords Electrical impedance tomography • Skin resistance • Medical
applications • Conductivity • Tumor

1 Introduction

Electrical impedance tomography (EIT) illustrates changes in conductivity in the
interior of a body by measuring the voltage between electrodes positioned at specific
locations on the body surface, as a specific number of currents run through the
body. It is a promising application for imaging and description of body cavities
such as the thoracic cavity, which contains various organs that undergo major
changes in their conductivity while functioning [1]. This method was developed
in the early 1980s by Barber and Brown in the Department of Medical Physics and
Clinical Engineering in Sheffield in UK, who used 16 electrodes and applied current
injection between adjacent electrodes and then utilized a back-projection method for
image reconstruction along the isopotentials [2].

Since then, an intensive development of this non-invasive imaging method and its
application in the health sector has started. Generally, electrical impedance tomog-
raphy generates cross-sectional images of the distribution of complex resistance in
electrically conductive objects.

The basic principle of this method is the repeated measurement of surface
voltages in a body, as a result of rolling injection of known and small-
volume sinusoidal AC current to the body through the electrodes attached to its
surface [3].

Applications span over a wide range of fields, including biomedicine, industry
and geology. Furthermore, many other possible applications of the method have
been developed and studied for medical or industrial procedures [4].
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2 Typical Applications of EIT

As mentioned above, electrical impedance tomography can be used in a variety
of medical applications. There is a large number of medical problems, in which it
would be extremely useful to know the time-varying distribution of electrical prop-
erties within the body. Electrical conductivity and dielectric constant are referred as
the electrical properties of interest. Electrical conductivity is a measure of the ease
with which a material conducts electricity, while the dielectric constant reflects how
easily electric charges are separated in a material when it is inside an electrical field.
Materials with high conductivity allow the flow of both continuous and alternating
currents, while the materials with a high-value dielectric constant allow the flow of
only alternating currents. Both these features are very useful in medical applications,
since different tissues have different conductivities and dielectric constants. The
electrical impedance tomography (EIT) is a new technology that gives us imaging
of lung function near the patient’s bed. The ventilator setting to avoid alveolar
derecruitment, loss of aeration, is crucial both in anesthesia and intensive care units.
EIT may revolutionize the mechanical aerismo [5].

A medical problem in which knowledge of these properties would be useful,
is the detection of pulmonary embolism or blood clots in the lungs. Pulmonary
embolism is a common and serious complication that occurs after surgery. Until
now, the diagnosis procedure involves insertion of radioactive substances into the
body, in order to make the regions of the lungs with normal flow of air as well as the
bloodstream visible. The images from the bloodstream and the air in the lungs are
compared and the areas where there is air flow, but not perfusion are identified.
These areas indicate areas where there is pulmonary embolism. It is this exact
process that electrical impedance tomography could contribute to. As blood, human
tissue and air have different conductivity and dielectric constant, while they also
differ at different times, a time-varying display of these properties can show which
areas have a normal air flow, without, however, being perfused properly. In this way,
the use of radioactive substances or X-rays, which are harmful for the human body,
is avoided. In addition, EIT may also be used for non-invasive quantification of
pulmonary edema by assessing the changes observed by the extravasation of fluids
during the patient’s rotation to lateral position [5–7].

Additionally, the ability of displaying the air flow in the lungs facilitates
other medical procedures, too. For example, in case of acute lung injury or
acute respiratory distress syndrome, mechanical ventilation is vital for severely ill
patients. Unfortunately, it has been shown that placing the mechanical ventilation
is accompanied by deterioration of pulmonary lesions and, consequently, increased
likelihood of death. Using the method that is described in this paper, the ability of
displaying extensibility or destruction of lung tissue due to artificial ventilation in
patients with the aforementioned problems [8].

Furthermore, with the electrical impedance tomography method, malignant
tumors in the breast area can also be detected. The electrical conductivity of a
malignant tumor can be significantly different from the electrical conductivity of



112 G. Lymperopoulos et al.

the healthy tissue surrounding it. Therefore, through this method, it can detected
effectively, economically, safely and accurately [3].

Another very important application of EIT is the diagnosis between ischemic and
hemorrhagic stroke, which will allow early diagnosis and thrombolysis in ischemic
stroke and improve the outcome of the disease. Despite the fact that EIT cannot
directly compete with CT in terms of image quality, because of EIT’s low cost and
portability, scanners could be available not only in emergency departments, but also
in ambulances. Application of EIT in brain imaging is complicated, because the
skull has extremely high resistance, restricting the current that flows in the center
of the head. This results in a low signal to noise ratio, since the areas with the
highest current density contribute more to measurements. Research is conducted on
applying the fraction reconstruction method using spectral constraints to a numerical
head phantom with realistic conductivities. Further work is needed in improving the
image quality in the presence of modeling errors [9, 10].

3 Advantages and Disadvantages of Method

The electrical impedance tomography method offers many advantages compared to
other tomography techniques. Firstly, it is characterized by portability, since there
is the possibility to transfer the necessary components, so that the test body can be
displayed. Indeed, one of the main purposes of this paper is to present a system
with minimized size to further facilitate the transfer of components. Moreover,
this method is extremely safe, as the use of toxic gases, x-rays and administration
of radioactive substances in the body, which is necessary for displaying in other
tomographic methods, are avoided. Additionally, according to several studies that
have been conducted, the current that is 456 injected into the body is not a health
hazard.

Furthermore, this method is low-cost compared to the rest, as the equipment
required is not particularly expensive, and requires virtually no consumables.
However, its most important feature is probably the fact that it is a non-invasive
imaging and diagnostic method, thus not causing damage to the body, while, at
the same time, it is a straightforward process that offers image display directly,
but offers also the ability to produce time-varying image, to illustrate the change
of body properties in time. For example, as the air has different conductivity and
dielectric constant, it is possible to show breathing through recording differences in
the electrical properties of the body during inhalation and exhalation.

Of course, this method has some drawbacks which reduce its capabilities and
prevent its wider spread. The main problem appears in the composition of the
image from voltages measurements made by the electrodes that are arranged on the
periphery of the body. This happens because the inverse problem of reconstructing
the image from the recovered signals is nonlinear and generally ill-defined, since
there is instability and errors in measurements and approximations in modeling
[3]. More specifically, the injected currents are affected nonlinearly by the general
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distribution of the electrical properties of the body. When current is injected
peripherally of the body, the changes taking place in the internal current flows affect
variable peripheral voltages. Such changes, however, do not significantly affect
voltages measured at points away from the current injection points. Therefore, the
inverse problem of electrical impedance tomography has some ill-defined features,
and therefore it is difficult to reconstruct the precise static image with high resolution
in real environment, where errors in measurements are inevitable.

Furthermore, until now, most implementations of the method have a limited
number of electrodes for taking measurements, thereby obtaining a limited amount
of information from the peripheral measurements. This means that for higher quality
data, a greater number of electrodes is required. The difficulties here are several,
both in design and programming as well as technical, as it becomes more difficult
to place a larger number of electrodes, while error margin increases [11].

4 Impedance of the Human Body

4.1 Skin-Electrode Interface Impedance

The complex impedance of the skin-electrode interface can be modeled using a
capacitor and two resistors. Specifically, the capacitor C is considered connected in
parallel with one resistor R, while the other RS resistor is connected in series with
the parallel connection of the capacitor and resistor, as shown in Fig. 1.

Fig. 1 Schematic
representation of a complex
skin-electrode interface
impedance

C R

RS
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The above modeling arises as a result of skin properties. The skin and the
immediately adjacent tissues consist of three layers: (1) the epidermis, (2) the dermis
and (3) the subcutaneous layer, which is located over the muscles and bones. The
epidermis, in particular, comprises several layers with stratum corneum being the
outer layer, which consists of a number of dead cells. Stratum corneum is, however,
a relatively poor conductor. Thus, by placing a metal object on the skin surface
a capacitor is formed with the keratin layer playing the role of the dielectric, and
the two electrodes being the metal object and the conductive tissues and fluids
beneath the epidermis. The magnitude of this capacity C depends proportionally
on the contact area and inversely proportionally on the thickness of the stratum
corneum, i.e. the insulator. The magnitude of the resistance R depends inversely
proportionally on the contact area and the skin moisture due to the sweat glands.
At this point, it is worth mentioning that resistance R is reduced, if the metal object
remains on the skin surface for a long time because of sweat accumulation. The RS

resistance represents the resistance of rest of the underlying subject.
At low frequencies, the current flowing through the capacitor is small enough.

However, at higher frequencies, the current flowing through the capacitor is
increased. A voltage change, like connecting a voltage source, takes some time.
For electronic systems, this period usually lasts less than 1 �s. The main concern
in this process is the appearance of voltage peaks during the transition state, which
corresponds to the mechanical connection of circuits [12].

The values of the total interface impedance range from 100,000 � m for
current frequencies close to 0, and decrease as frequency increases. For frequencies
approximately 1 MHz, the value of the total impedance is approximately 1000�m,
whereas for frequencies approximately 1 GHz, the value of the total impedance is
approximately 100� m [13, 14].

4.2 Circuitry Approach of Current Injection
into the Human Body

For current injection into the human body at least two contact points are needed,
so that a closed circuit can be created. This current flow through many parallel
paths, which consist of different kinds of tissues, such as muscles, the nervous
system or bones, and the amount of current in each path is inversely proportional
to the impedance of the respective tissue. The final generated circuit is illustrated
in Fig. 2.

As shown in the figure below, resistances R1 and R3 correspond to the resistances
formed by the skin-electrode interface. On the contrary, R3 corresponds to the
total resistance of the interior of the body. This resistance has very low values,
approximately 300 � when there is direct current, as opposed to the resistance of
the skin which usually ranges from 1000 � to 100,000 �, depending on humidity,
skin condition and size of the contact area. This very high resistance makes skin the
most important protective factor of the body against electric current [13].
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Fig. 2 Circuitry equivalent
of the body

+
Source

Skin Resistance

Skin Resistance

Resistance of the interior
of the body

R2

R1

R3

-

Table 1 Resistance values of human tissues

dc 10 Hz 100 kHz 1 MHz 10 MHz

Bones 20 16.66667 14.28571
Muscles 2.45 2.857 1.25 1.11 1.11
Skin 2000 12.5 2 1.43
Lungs 33.33 10 6.67 3.33
Fat 40 40 40 40
Blood 1.6 1.6 1.426 0.91
Total (in � m) 27.45 2056.187 43.75 29.78 25.87

For electrodes distance 1 cm and with electrode surface 1 cm � 1 cm,
according to the relation RD ¡ � (l/A):

� 616856.1 19125 13934 12046.71
k� 616.8561 19.125 13.934 12.047
Limit i(mA)With a
small area of contact

1 mA 30 mA 30 mA 30 mA

Limit i(mA)With large
area of contact

5 mA 100–
150 mA

100–150 mA 100–
150 mA

Impedance phase at
50 kHz

7–8ı in
normal tissue
4–12ı normal range

Frame rate 20 Hz
Usually

182.7 Hz at
high
frequencies
(over 1 MHz)

4.3 Resistance Values and Resistivity of Various Tissues

A table of indicative values of resistivity for various tissues, which compose the
human body, in various frequencies of injected current is presented above [14–18]
(Table 1).
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Fig. 3 Equivalent resistance
circuit during voltage
measurement

4.4 Arising Limitations

The adjacent measurement reception strategy is selected to be used. This strategy
shows that by positioning the current source between two electrodes and by
measuring voltage between two other electrodes, an equivalent shape of “cross”
resistances comes as a result, while the resistors corresponding to other electrodes,
that are not being used, are being ignored. Therefore, this results in a circuit, as
Fig. 3.

Solving the circuit above using the Norton theorem and for the indicative
resistance values of the table above, the resulting voltage is in the order of 15 V.
Therefore, as the measured voltages will pass through a multiplexer system, it is
necessary that the respective integrated circuits will operate in the same voltage
levels, so that there is no cut-off of signals because of saturation [14, 16].

5 Results

The human body has tolerance for specific values and frequencies of electric current,
while at the same measuring instruments perform better for certain types and values
of received signals. Due to this reason, the optimum values and frequencies of
the applied currents have to be calculated, so that the efficiency of the system is
maximized. The electrical impedance tomography is a promising method for the
development of non-invasive diagnostic medicine, as it is able to provide imaging
of the interior of the human body in real time and without causing harm or putting
the human body at risk. With the development of EIT systems, the opportunity
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of spreading and expanding the method is given, since implementation of EIT
is facilitated and cost is being reduced. In the twenty-first century, technological
progress is essential, so that diagnosis and treatment have more effective and
painless methods.
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Application of Theranostics in Oncology

Georgios Lymperopoulos, Panagiotis Lymperopoulos, Victoria Alikari,
Chrisoula Dafogianni, Sofia Zyga, and Nikoletta Margari

Abstract In recent years, due to the development of nanotechnology new horizons
in treatment and diagnosis of cancer open up. Development of nano-systems for
simultaneous transfer of active substances and imaging of tumor regions gathers
an important amount of scientific interest. This new category of nano-systems
is called Theranostics. Theranostics methods can provide multiple benefits by
inserting nanoparticles into the patient and using photodynamic therapy and pave
the way for personalized medicine. The objective of this paper is to study the
use and application of Theranostics in the diagnosis and treatment of cancer, in
order to achieve personalized anticancer treatment. For this purpose, investigation of
existing literature has been conducted using electronic databases, PubMed, Google
Scholar and IEEE Xplore. In addition, there was a secondary research phase,
using paper citations found during the first research phase. It has to be pointed
out that nanoparticles are the basis of Theranostics, since, due to their properties,
they provide the ability to display accurate imaging and provide diagnosis along
with simultaneous treatment of diseases. Theranostics methods may be applied
in treatment of esophageal cancer, prostate cancer, breast cancer, in treatment of
actinic keratosis, actinic cheilitis and Bowen’s disease and in treatment of basal cell

G. Lymperopoulos (�)
Department of Electrical Engineering, School of Engineering, University of Southern California,
Los Angeles, CA, USA
e-mail: geo.lympero@gmail.com

P. Lymperopoulos
Department of Mechanical and Aeronautical Engineering, School of Engineering,
University of Patras, Patras, Greece

V. Alikari (�)
Laboratory of Nursing Research and Practice, Department of Nursing, Faculty of Human
Movement and Quality of Life Sciences, University of Peloponnese, Tripoli, Greece
e-mail: vicalikari@gmail.com

C. Dafogianni • N. Margari (�)
Department of Nursing, Technological Educational Institute of Athens, Athens, Greece
e-mail: nmargari@teiath.gr

S. Zyga
Department of Nursing, Faculty of Human Movement and Quality of Life Sciences,
University of Peloponnese, Tripoli, Greece

© Springer International Publishing AG 2017
P. Vlamos (eds.), GeNeDis 2016, Advances in Experimental Medicine
and Biology 989, DOI 10.1007/978-3-319-57348-9_10

119

mailto:geo.lympero@gmail.com
mailto:vicalikari@gmail.com
mailto:nmargari@teiath.gr


120 G. Lymperopoulos et al.

epithelioma and macular degeneration. As a result, application of Theranostics can
provide multiple benefits by inserting nanoparticles into the patient. This method is
currently encountering many challenges, but continuation of research on the field
is necessary not only for the improvement of the medical field and the healthcare
techniques, but also for the creation of new treatment methods for patients with
diseases that are incurable until now.

Keywords Theranostics • Nanotechnology • Cancer • Photodynamic therapy •
Personalized medicine

1 Introduction

Cancer is one of the major diseases responsible for deaths of millions of people
during the twentieth century and remains one of the main causes of morbidity
and/or mortality with more than 10 million new cases every year. It is a malignant
disease characterized by uncontrolled growth and spread (metastasis) of abnormal
cells which, if not controlled, can cause death [1]. Modern methods of cancer treat-
ment include surgery, radiotherapy, chemotherapy, hyperthermia, immunotherapy,
hormonal therapy, stem cell therapy, and combinations thereof. More particularly,
chemotherapy is the most common method of treating cancer tumors. Except for
destruction and prevention of proliferation of tumor cells, chemotherapy also affects
healthy cells and causes many side effects [2–4].

In recent years with the development of nanotechnology new horizons are opened
up in treatment and diagnosis of cancer. Application of nanotechnology to develop
methods and means of targeted transport of anticancer drugs and reduction of side
effects has been extensively studied the last decade [5]. Develop of systems for
the simultaneous transfer of active substances and imaging of cancerous areas has
also garnered significant research interest. This new nanosystems category is called
Theranostics [6, 7].

In a slightly wider aspect, theranostics has been described as the use of
appropriate screening methods for customization of therapeutic interventions [8].
Theranostics methods can offer multiple benefits by inserting nanoparticles into
the patient and using photodynamic therapy. Nanoparticles consist the basis of
Theranostics, as, due to their properties, they have enabled precise imaging and
diagnostic capability with simultaneous treatment of diseases. The first use of
photosensitizers in the treatment of cancer is backed in the early twentieth century in
Munich, Germany. There, the group of von Tappeiner used eosin dye with fluorine
base for the treatment of skin carcinomas. However, the first clinically acceptable
photosensitizer was approved in 1993 by the Canadian Medical Association and
was Photofrin, for the treatment of bladder cancer and other types of tumors.
Unfortunately, this substance causes light sensitivity to patients, and also had
weak radiation absorption (630 nm). However, it was found that the use of



Application of Theranostics in Oncology 121

photosensitizers enabled both diagnosis and treatment, combined resulting in the
creation of a new term and field: Theranostics. For these reasons, there has been
promotion of single factors that give the advantage of local detection and drug intake
during the process, while avoiding increase of toxicity in the body [9].

Theranostics pave the way for personalized medicine. This involves the use of
molecular assays to determine optimal drug dose to the right person at the right
time. Although there has been considerable interest for individualized medicine,
its true potential has not been discovered yet. Factors such as cost and regulatory
timelines are major obstacles that must be addressed at this time.

Most of the Theranostics companies have focused on strengthening a particular
step in the R & D process of a pharmaceutical company. In such a scenario, the
company develops a diagnostic test by playing the role of an expert in this particular
therapeutic field and the pharmaceutical company fulfills its part of the contract.
This model has benefited pharmaceutical companies, particularly in reducing R&D
costs and reducing drug failure rates in clinical trials.

The main techniques used to develop a Theranostic assay are:

– In-situ hybridization (ISH) to detect shifts and multiplications
– PCR, DNA sequencing of the PCR product
– Immunohistochemistry for targeting protein expression
– Gel electrophoresis and HPLC (high performance liquid chromatography)
– Oligonucleotide Ligation and technology of microarray [8,10,11].

One of the main objectives of future theranostics is to help with the treatment
of cancers, especially breast cancer, in an efficient and ethical manner. A principal
investigator of theranostics, Jelena M. Janjic, believes that soon there will come a
time when patients with breast cancer will be able to travel to a clinic and receive a
transdermal patch that will be filled with therapeutic nanoparticles. The patch will
be applied to the skin of the patients and nanoparticles will be inserted from there.

When the breast tumor would be sufficiently close to the surface, near-infrared
imaging could be used, which is a tissue-invasive optical technique in order to
monitor the particles. If the tumor is deeper in the skin, the magnetic resonance
imaging (MRI) will be the method used. After capturing images, physicians
would be able to assess whether the drug actually reached the tumor in a given
concentration. From these data, monthly doses can be determined. If the drug level
should be changed, the dose may be increased, while monitoring the progress of
the treatment. Theranostics capabilities, especially when dealing with breast cancer,
can really offer better treatment [12].

Photodynamic therapy (PDT) belongs to photomedicine field. It is a method
of treating cancer tumors and other non-malignant tumors and diseases which
comprises three main component: a photosensitizer, light and oxygen content in
the tissue. Important advantages of PDT are selectivity, the fact that it is a non-
invasive form of therapy (absence of scarring), as well as speed and possibility
of repeatability. It is affordable and safe treatment for the patient and medical
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staff. In any case, the fact that many human organs are not directly accessible via
roads (vascular) and the limited penetration depth of optical radiation in the tissues
severely limits its scope [13–15].

2 Esophageal Cancer Therapy Via Photodynamic Therapy

Photodynamic method is the most effective treatment. In the oral cavity, the
resection of early carcinomas e.g. with CO2 laser is not satisfactory. Conventional
treatments (chemotherapy, surgery, radiation therapy) applied independently or in
combination to primary or secondary tumors result in poor postoperative course
and mortality of patients. Photodynamic process is a mild treatment for this type
of surface tumors both at the esophagus and at the larynx. To achieve optimum
results parameters such as photoresist dose, irradiation time, selectivity of the
photosensitizer, excitation wavelength and toxicity of the substance should be
accurately determined.

In photodynamic therapy of esophagus, unsatisfactory retention of the photo-
sensitizer by the cancer cells results in the damage of healthy tissues and the
development of secondary conditions such as stenosis. This phenomenon may be
limited by the precise light dosimetry to the tissue. Light dosimetry is a complex
problem, because the dispersion of radiation energy in the tissue is difficult to be
predicted. The developed models operate under strict experimental conditions, but
their results are not always as expected. Moreover, optical parameters of the tissue
site of interest are difficult to be defined.

Necrosis depth in relation to the normalized irradiation on cancer tumor 1 mm
thick and healthy esophagus tissue is the minimum irradiation to achieve tissue
necrosis in the tumor surface. In case of early esophageal carcinomas, most
significant complication in photodynamic therapy is tissue perforation. We assume
that a tissue contains a tumor, and that the concentration of the photosensitizer
in the tumor is greater than that in the healthy tissue. This selectivity translates
into a difference in the minimum energy density to be irradiated to have necrosis.
Additionally, considering same optical properties of unhealthy and healthy tissue,
the thickness of the tumor that can be healed without harming surrounding healthy
tissue can be calculated, for a specific selectivity.

In conclusion, based on the measurements of Stringer, Kelty, Ackroyd and
Brown, we can say that photophysical properties and photo bleaching kinetics of
porphyrin depend on the molecular environment. Measurements were made using
radiation with two different wavelengths (705 and 635 nm) and it was found that
the photo bleaching effect was the same, but not the fluorescence emission peaks.
However, the treatment was effective in eliminating esophageal cancer [16–18].
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3 Prostate Cancer Therapy Via Photodynamic Therapy

The prostate is a small gland of male mammals, including men, which is located
under the bladder and surrounds the urethra. Prostate contains some smooth muscles
that help in the expulsion of sperm during ejaculation, while its role is to provide a
portion of the necessary liquid.

A prostate disease is generally treated at an early stage with medication. In cases
where the condition cannot be treated in this way, the patient should go for surgery,
where the tissue that causes swelling of the prostate is removed.

All light sources and detectors are inserted into the prostate through transparent
plastic catheters (e.g. Flexi-needle

®
, Best Medical International, Springfield, VA).

Catheters are aligned with the prostate using a guide connected to the TRUS unit
(TransRectal UltraSound). The guide provides a network of possible positions of
the catheter, separated by 0.5 cm in lateral and vertical direction. The TRUS unit
is calibrated so as to lie above these positions when the ultrasound images are
obtained. Then, a treatment plan is created in order to determine the positions and
active lengths of light sources. As light sources, cylindrical diffuser fibers (CDF)
with active lengths of 1–5 cm are commonly used. CDF sources are parallel, spaced
1 cm and light power per length unit is less than or equal to 150 mW/cm for each
CDF. The length of CDF at a specific location within the prostate is selected so
as to cover the entire length of the prostate. For some purposes, however, clinical
application often requires prostate division into four quadrants. So they used four
isotropic probes, each of which is placed in the center of a quadrant. A fifth isotropic
probe is placed on a bladder catheter to control light flow to the urethra.

Patients receive anesthesia in the operating room in order to minimize their
movement during the procedure. Before the light output, biopsies are receipted by
transrectal ultrasound guidance for measuring MLu. The ultrasound unit is used
as a guidance for positioning of the needle in the operating room. Four scanning
probes (one for each quadrant) are inserted into the prostate. These probes are left
in this position throughout the course of photodynamic therapy. Then, four more
premeditated therapy catheters for light sources (shaded circles) are imported 0.5 or
0.7 cm away from the detection probe catheters. These source probes are used for
the light output and for measuring optical properties. A diode is used as the source
of the 732 nm light.

Modern art PDT protocols for prostate base administering light flow in direct in
vivo measurements with isotropic probes. We observe that the relationship between
the flow rate of the light and power of the point (or linear) source is linear, even
though the relationship between the flow rate of the light and the distance from
the radiation source is non-linear. Early results show that it is possible to cover the
prostate gland while PDT dose is reduced to critical organs in the homogeneous
prostate. Further studies aim at optimizing PDT dose in inhomogeneous material.
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In conclusion, we can say that we have to take into account basic dosimetric
parameters such as flow rate of light, optical properties of tissue and concentration
of the photosensitizer. In suitable models, local oxygenation of tissue should be
taken into account. Additionally, dosimetric indicators of the effect of PDT, such as
fluorescence, photobleaching or blood flow may prove valuable. A comprehensive
approach of PDT method would be supported [19, 20].

4 Breast Cancer Therapy Via Photodynamic Therapy

Breast cancer is a disease in which malignant (cancer) cells proliferate uncontrol-
lably in breast tissues. Breast cancer is observed in both men in women, although
the male breast cancer is much rarer.

The most common type of breast cancer is vascular carcinoma, starting in
vascular cells. Other types of cancer are lobed carcinoma that starts in the lobes
and lobules and is what usually occurs in both breasts and inflammatory cancer, an
unusual type, in which breast is presented hot, red and swollen.

Currently there are several treatments for the different types of breast cancer and
photodynamic therapy (PDT) is one of them, commonly used in tumors that have
not been treated completely with the use of chemotherapy or surgery (mastectomy)
or reappear after some time, especially in the thoracic breast walls region.

Thoracic breast walls cancer affects 5% of patients with breast cancer and is
a major source of pain. Treatment options are limited or are not useful to be
offered in these patients. Photodynamic therapy using a photosensitizer in small
portions provides an excellent clinical response with minimal morbidity. The
photosensitizer provides improved selectivity, prolonged retention in tumors, and
quick elimination from the healthy tissue. Furthermore, the increased absorbance in
a small wavelength range allows greater light penetration to the tumor. To confirm
this, there have been many experiments, with results including the following.

Photodynamic therapy led to treatment of tumor in all patients, regardless of the
substance dose. Recovery time depended mainly on the irradiation surface area and
not by irradiation energy, ranging between 8 and 10 weeks. Pain was observed 1 day
after PDT and lasted for about 10 days [21, 22].

5 Actinic Keratoses and Actinic Cheilitis

Actinic keratoses are erythematosquamous plaques that occur mainly in the skin
areas exposed to the sun for a long time. It is a very common reason for patients to
visit the dermatologist. Any actinic hyperkeratosis damage has significant probabil-
ity (about 8%) to develop into squamous cell carcinoma, which is a form of dermal
cancer capable of tissue infiltration beyond the skin. Therefore actinic keratoses
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should be treated. Many clinical studies have shown efficiency of photodynamic
treatment with ALA (aminolevulinic acid) or MAL (methylated derivative of ALA)
for actinic keratoses. The probability of elimination of a damage ranges from 69%
to 92%. These results are comparable to those of cryotherapy or 5-fluorouracil
application, which are the other methods that are traditionally used for actinic
hyperkeratosis treatment.

The advantage of photodynamic therapy is that it can treat many damages
simultaneously, with quick healing time. Furthermore, if erythema and edema are
observed after treatment, the aesthetic result is rather better than that obtained with
cryotherapy, since the probability of appearance of scars or discoloration is much
better.

Actinic cheilitis is a type of actinic keratoses on the lips. It also occurs after
long-term exposure to the sun. Small studies show that one or two sessions of
photodynamic therapy (using pulsed dye laser light source) treat actinic cheilitis
by a percentage from 47% to 68% of patients. Review in 13, 14 and 22 months in 3
of the treated patients showed that remained damage free [23, 24].

6 Bowen’s Disease

Bowen’s disease (squamous cell carcinoma in situ) resembles red or pinkish scaly
patches appearing mainly on photo exposed skin. Studies suggest that one or two
of sessions of photodynamic therapy eliminate damage in an percentage from 82 to
93%.

Thus, photodynamic therapy has results comparable to cryotherapy or topical
5-fluorouracil application. It also has fewer side effects and better cosmetic results.

It is a treatment choice for damages that occur in areas with poor healing (shins,
for example), in large or multiple damages, or damages appearing in areas where
aesthetic appearance is of main interest [25].

7 Basal Cell Epithelioma

The basal cell epithelioma is the most common form of skin cancer. It arises from the
basal layer cells and occurs mainly in photo-exposed regions. In the vast majority
of cases it does not give metastases. The depth of the lesion is a critical factor that is
important for the response to photodynamic therapy. If the damage does not exceed
2–3 mm in depth, it can be eliminated successfully with photodynamic therapy.
Indeed, superficial basal cell epitheliomas respond excellently to photodynamic
treatment with ALA or MAL. Complete disappearance ranges from 60 to 100%,
while relapses range from 5 to 52%. Again in this case the results of the method
are comparable to those of cryotherapy, with fewer side effects, faster healing and
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a better final aesthetic result. The nodular basal epitheliomas that have significant
vertical development and bigger depth do not respond equally well in photodynamic
therapy due to limited penetration [26].

8 Macular Degeneration

Macular degeneration is a disease of the eye associated with age. It is often referred
as Age Related Macular Degeneration (ARMD or AMD). The exact etiology of
the disease remains unknown to date, whereas it is estimated that approximately 25
million people suffer worldwide. The final phase of the disease is associated with
loss of central vision and is the leading cause of legal blindness in the western world
in people over the age of 60.

In the early stages of AMD, depositions of substances are generated under
the retina. These depositions are called Drusen and are usually visible to the
ophthalmologist during the eye fundus examination. In most cases Drusen do not
lead to severe vision impairment. However, in advanced stages of AMD, a decrease
in vision is large, and in the final phase of the disease it can lead to legal blindness
(visual acuity less than 01/10). AMD rarely leads to total blindness, because the
patient retains peripheral vision.

Several clinical trials in the United States and in European countries have
reported the benefits of photodynamic therapy in the case of macular degeneration.
Photodynamic therapy (PDT) with verteporfin (Visudyne, the Novartis Pharmaceu-
tical Corporation, East Hanover, NJ, USA) has been approved in more than 75
countries [27, 28]. Guidelines for the use of verteporfin in Japan have indicated
that visual acuity has been maintained effectively in all types of lesions for at least
12 months [29].

9 Conclusion

Theranostics methods can provide multiple benefits by introducing nanoparticles
into the patient and with the use of photodynamic therapy.

It is increasingly clear that the development of new technologies, both genetic
and non-genetic, offers new opportunities for better understanding of the mech-
anisms of each disease. These developments will facilitate the development of
new classes of pharmaceuticals, and sensitive and specific diagnostic exams.
Continuation of research for new Theranostics applications will revolutionize the
delivery of drugs and treatment. It will ensure that all patients receive the right dose
of medication, which will be tailored to the needs of each patient, while it will be
possible to verify that these drugs act on the targeted area and that they actually
produce the desired results.



Application of Theranostics in Oncology 127

Condition Results of photodynamic therapy

Breast cancer (tumors that are not completely
treated with chemotherapy or surgery, or
reappear after some time)

Excellent response with minimal morbidity

Surface tumors of the esophagus and the
larynx

Effective treatment. Side-effects: stenosis,
tissue perforation

Prostate cancer Dosimetric indicators of the effect of PDT,
such as fluorescence, photobleaching or blood
flow may prove valuable

Actinic keratoses that occur mainly in the skin
areas exposed to the sun for a long time
Actinic cheilitis

PDT can treat many damages simultaneously,
with quick healing time

Bowen’s disease Fewer side effects and better cosmetic results
Basal cell epithelioma Excellent results in surface lesions
Macular degeneration Retention of visual acuity
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Sport Participation and Ageing: Evidence
from Marathon Events

Konstantinos Koronios, Marina Mavromati, Athanasios Kriemadis,
Eleni Leivaditi, Petros Kolovos, and Andreas Papadopoulos

Abstract The purpose of this research is to study expectations regarding ageing
(ERA) among individuals who participate in running events as well as to explore
personality and demographic features as potential variables that influence ERA
values. A quantitative questionnaire was selected as the predominant means of
collecting the data and 196 successfully completed questionnaires were analyzed by
means of the SPSS. Results indicate a positive correlation between ERA values and
Change Seeker Index in our sample. Moreover gender and frequency of exercise
found to have no significant effect on ERA score. Finally, ERA was examined
among three generational cohorts and differences were noticed to physical subscale.

Keywords Sport participation • Ageing • Motives

1 Introduction

For a number of years there was the perception that growing older is associated
closely to physical and functional decrease [1]. This negative viewpoint about the
aging process is demonstrated not only from older but also from younger age sets
[2]. However, in the last two centuries, emphasis has been given on optimal aging
constructs [1] especially due to the increase of population over 65 years old. Indeed
it is important for elder people not only to maintain their mental and physical
condition [3] but also to have a positive view about their own ageing [2].

The beneficial outcomes of regular exercise for physical and mental health
are documented in detail and exercising has been promoted internationally via
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considerable provision of sport and recreation infrastructures. The enormous
publicity of physical activity followed the acknowledgment of numerous benefits
of sport participation, such as physiological, psychological and social benefits.
Physiologically, sport participation is associated with a reduction in cardio-vascular
risk, prevention/delay of diabetes and prevention of obesity. Psychologically,
exercising is correlated with a decrease in anxiety and stress. Furthermore, sport
participation heightens self-esteem and offers an apparatus for social interaction
[4]. These benefits are correlated with a decline in medical care expenses, as well
as with higher job efficiency [5].

The physical and psychological advantages of systematic training especially for
elder individuals have been analyzed in detail [6]. Regrettably, sedentary lifestyle
of contemporary individuals illustrates not the exception but the norm, with nearly
66% of individuals above 65 years old, avoiding engaging in any type of systematic
training. On the contrary, in case of participating in systematic training programs
in the context of community sports (e.g. marathon running events), the adherence
percentage of older individuals has been noted to be higher than those noted for
other age sections [6].

Nowadays, given the growing life expectancy and low fecundity rates, the
percentage of the older individuals is speedily growing in Western societies,
including Greece. The elderly (over 65 years) population in Greece is expected
to grow during the following years. As they age, middle-aged Greek people will
comprise a large percentage of the total population over the next two decades.
Nevertheless, it has been proven that only 20% of older individuals undertake
adequate exercising to augment health advantages [7, 8].

A main stream of research has shown that the majority of older individuals in the
developed world is knowledgeable about the necessity of being active and has an
eagerness to be more active [9]. One of the prevalent types of systematic exercise
between older adults since the 1970s is road running [10] with marathon running to
demonstrate a significant increase over the last decade. Although formerly thought
of as purely a professional sport, marathon running has become commonplace
worldwide among amateur individuals. The typical marathon range is 42.2 km and
many athletes take part each year worldwide. Marathon running is a recreational
activity which has experienced an exceptional development over the last years,
as an increasing number of older adults consider it an appropriate alternative for
recreationally based physical activity [11]. Marathons can be organized on or off-
road and they are usually arranged to encompass a particular distance or cover a
ceiling distance within a specific timetable. These types of marathons are largely
segregated by harsh trail circumstances, such as rugged ground, altitude differences,
and nasty weather. Moreover, the amount of effort needed to participate in these
types of marathons is certainly a long way off the training required to obtain
elemental health benefits, which may cause tiredness and injury. Regardless of
the great sacrifices correlated with training time and exertion, growing numbers of
older individuals are deliberately taking part in marathons systematically [12]. This
contradiction makes one wonder about their expectations regarding ageing and their
motivation in participating in such running events.
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Several studies have investigated the motives of individuals for sport partici-
pation, but limited empirical support has been assigned to the motives of older
marathoners, individuals who despite their age, train for very long periods and
often in undesirable conditions. Many of the previous studies about marathoners
have examined alterations of mood, stress and/or emotions, but have not straight-
forwardly assessed motivation to run. Furthermore, a contemporary review of the
personality attributes of marathoners proved that there is a scarcity of knowledge
concerning their motivation [13]. The increasing popularity of marathon running has
led researchers to ascertain the multifarious factors that entice older individuals to
take part in the sport. Various researches investigating the requirements, motives and
behavioral attributes underlying marathon runners have been recognized [14, 15],
and have been found to be imbricating, with notions used correspondently, such as
cognitive, emotional and physiological needs and motives.

The aim of this research is to single out the perception of marathon runners
regarding their expectation about ageing as well as to examine potential association
to personality constructs. Moreover generational cohorts, gender and frequency of
exercise will be explored as potential differentiation factors.

2 Theoretical Background

Despite the plethora of studies that has investigated the motives of older runners
[16], inadequate consideration has been assigned to the expectations that these
individuals have about their own health and cognitive function while ageing.

Elder individuals are less likely than younger ones to achieve public health
objectives for continuous exercise training [17]. Moreover, they may presume
that health promotion campaigns about training target youthful individuals or that
moderate levels of physical performance obstruct them from attempting to increase
exercise performance. Hence, motivating inactive elder individuals to start and
maintain physical activity behavior may face substantial challenges. The philosophy
and opinions of elder individuals about the costs and benefits of training in aging
humans can increase their level of exertion. Misapprehensions about the ageing
procedure between elder individuals may lead to exercise limitation [18]. A stream
of research has shown that many elder individuals consider training as unrelated to
their own way of living, although they regard it as beneficial to others [19]. Elder
individuals may be also uninformed about the advantages of training in the elderly or
ignore the importance of physical activity in their life [20]. A significant percentage
of older individuals underestimate their true physical ability and their potential in
regular exercising as they confuse exercising with extreme physical exertion.

Despite the prevailing impression that growing age is correlated with a deteriora-
tion of physical and functional health status, geriatric medicine and gerontology
introduced the idea of focusing on more forward-looking variables, like posi-
tive ageing and successful ageing [6]. The long-term health consequences, for
middle-aged and elder adults, are prognosticated by objective and subjective
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measures of health and ageing. Among the prevalent subjective measures is the
“expectations regarding ageing – (ERA)” [21]. The conception of Expectations
Regarding Ageing, can be described as anticipating accomplishments and preser-
vation of high levels of physical and mental functioning with ageing, which denotes
the anticipation of “healthy ageing”, not only for the individual but also for the
others. Individuals with more forward-looking/optimistic anticipations about ageing
are more prone to maintain higher levels of physical activity and posit greater
significance on seeking healthcare for age-related conditions. According to previous
studies it may be feasible to enhance elder individuals’ anticipations about ageing,
in order to meliorate their health [6].

Up to the present time, mainly evaluated amid elder individuals in Western
societies, anticipations concerning ageing have been correlated with physical
activity and healthcare seeking comportment. Previous studies propose that it
may be attainable to increase the interferences that develop positive expectations
about ageing [21]. Evaluation of expectations about ageing amid present middle-
aged generation will facilitate interferences about the creation of positive ageing
anticipations and by extension their physical activity commitment. Nevertheless,
there is a scarcity of research on determining ageing expectations amidst middle-
aged individuals, who have not yet reached, but will soon enter the “youngest old”
age group. Comprehending their anticipations about ageing could help policymakers
to deploy strategies and improve performance of future social and health services,
assist the present middle-aged generation to attain positive expectations, and age.

Moreover Davis et al. [1] have mentioned change as a key part of successful
ageing. The capability to support lifestyle alteration may be meliorated by uti-
lizing behaviour change strategies based on the variety-seeking tendency of the
individuals. Previous studies support that interferences utilizing behavioural or
cognitive–behavioural strategies were more persuasive than health education and
exercise instructions [22, 23]. Further researches have exposed the significance
of addressing individuals’ confidence, attitudes and assumptions as well as the
affective dimensions in order to increase the efficacy of training events [24]. The
majority of physical activity interventions addressing elder individuals accentuating
the significance of executing behavioural strategies in encouraging exercising [25].
Variety-seeking tendency is based mostly on the necessity for a switch in an effort
to work out the boredom correlated with a given way of life [26]. The above variable
has accumulated extensive research consideration in individuals’ training behavior.
Variety-seeking tendency has been recognized as a crucial exercising inspiration
factor and an effective determinant in training participation encouragement. More-
over it has been correlated with sensation-based decision making and hedonic
motivations [27].

One notable determinant, which also may differentiate the probability of par-
ticipating in physical activities, is gender. Previous studies have in general limited
evidence about gender differences in leisure time physical activities and have shown
ambiguous results regarding the effect of gender on physical activities participation.
One of the most persistent results in the sport and exercise literature regards the
deprived status of women [28]. According to this stream of research, women’s
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lower exercise levels, particularly in late youthfulness and preadulthood, distend
beyond various sports and types of physical activities, with differences between the
two genders being greater in arduous sport activities ant types of exercise. More
specifically, women were found to have lower overall leisure time physical activity
in daily frequency as well as in weekly hours [29]. Furthermore, as Kilpatrick et al.
[30] stated, participation motives vary between the two genders, with men having
more ego oriented motives than women. On the contrary, no significant evidence
was found about gender differences in levels of overall intense physical activities
[29]. Additionally, as Koronios et al. [31] support, there is no significant evidence of
linkage between gender and the intention to participate in exercising events. Hence,
further research is required to identify the role of gender as a factor influencing
participation in exercising.

3 Methodology

The objective of this research is to investigate the perceptions of individuals who
participate in running events about their expectations on ageing as well as potential
differences among generational cohorts. Moreover demographic and personality
characteristics are studied. More specifically, elements were obtained from two
running events, following a similar procedure. Both events have taken place in
Southern Greece. A quantitative questionnaire was selected as the predominant
means of collecting the data. The questionnaire developed for this study was based
on previous research of similar subjects and populations [2, 6]. Items were assessed
on interval scales and the time needed to complete the survey was 10–12 min.

To elaborate, a team of five researchers was responsible for distributing the
questionnaires to the athletes and each one of them was randomly selected by the
research team and politely asked to take part in the survey. The questionnaires were
distributed at the end of the award ceremony to each participant by the above-
mentioned team of researchers and were completed in the presence of the surveyors,
with 196 questionnaires to be successfully completed. Particular circumstances on
the field, such as the constant flow of athletes especially on coming to the award
ceremony favors the selected operation by the researchers. The total number of
questionnaires analyzed by means of the SPSS.

3.1 Demographics

The demographic part of our questionnaire urged correspondents to present with
information on their age, education, marital status, income, the age they started
participating in running events as well as exercising frequency per week.



134 K. Koronios et al.

3.2 Expectations Regarding Ageing

The expectations of individuals regarding ageing were measured with the ERA-12
instrument (Expectations Regarding Ageing) [6, 32]. As Roters et al. [2], p. 68
mention a high score is a sign of “expected achievement and maintenance of mental
and physical functioning while aging”. On the other hand a lower rating suggests a
presumed diminish in these features. A 5-point Likert scale was used. According to
Davis et al. [1], the particular instrument can be divided in three subscales, each of
which consists of four items. The first subscale is referred to expectation regarding
physical health, the second one to metal health and the last one to cognitive function.

3.3 Change/Variety Seeker

Variety seeking was measured with the shortened version of Change Seeker Index
which was developed by Steenkamp and Baumgartner [33]. The first version of the
instrument included 95 items, while the shortened version only 7. The instrument
gives a total CSI score [34] for each participant. Finally, a 5-point Likert scale was
used in our study.

3.4 Statistical Analysis

Differences among generational cohorts and gender were examined by non-
parametric tests. Comparing the means among three or more datasets, ANOVA test
is usually performed. However, as our data do not follow the normal distribution,
the Kruskal-Wallis test was used instead of ANOVA [35]. Moreover in order
to examine the differences in variables between genders, a Mann-Whitney U
test was conducted. This test is a non-parametric one and is similar to t test for
normally distributed data, ascertaining the significance of deviation between the
two categories [36].

4 Results

4.1 Demographics

Our sample consists of 196 respondents; 27.6% were female and 72.4% were male.
Concerning the age of the participants, the mean age is 38.46 and the starting age of
running in a marathon is 31.06. Moreover, trying to examine potential differences
between generational cohorts, our sample was divided in 3 groups. The variables



Sport Participation and Ageing: Evidence from Marathon Events 135

were transformed according to the age; Baby Boomers includes those that were born
from 1946 to 1964 [37], which means that in 2015 when the research was conducted,
the participants of this generation were 51–69 years old. Similarly, Generation X
was born between 1965 and 1977 and consequently this generation group consists
of participants from 50 to 38 years old. Yet, Generation Y incorporates the rest of
the runners. 12.2% of our sample are Baby Boomers, 43.4% are GenXers and 43.9%
are in Generation Y. One of the respondents was 80 years old and as a result did not
belong to any of these three cohorts.

In terms of their educational level, the majority of our sample had a university
degree (38.3%) and 22.4% had also completed post-graduate studies. Moreover
asking about their marital status, 41.3% of the respondents were single and 49.5%
were married. The rest of our sample was divorced. 35.2% of our sample were
private employees, 20.9% were freelancers and 19.4% were public employees. The
greater number of the participants (34.2%) earned 1001–2000AC per month, 27.6%
earned 601–1000AC and 21.4% received less than 600AC as their monthly income.

4.2 Descriptive Statistics and Correlations

In Table 1, the descriptive statistics of the ERA along with its subscales are pre-
sented. Our sample displays 2.88 as an average value of ERA score with SDD 0.47,
3.3 as a mean score of physical subscale (SDD 0.58), 2.48 mean of mental subscale
(SDD 0.76) and 2.83 is the average value of the cognitive subscale (SD D 0.56).

In the next table (Table 2) the descriptive statistics of the rest variables are
presented. The minimum, maximum, mean and standard deviation scores are
displayed. The mean number of exercise per week is 4.5 (SD D 1.65), signifying
that it is more than 4 times in a week. Additionally, variety seeking index varies
from 2 to 4.57 with mean value 3.31 (SD D 0.37).

Table 1 Descriptive statistics (ERA-12)

N Minimum Maximum Mean Std. deviation

ERA_Total 196 1.67 5.00 2.8818 0.47874
ERA_Physical 196 2.00 5.00 3.3291 0.58243
ERA_Mental 196 1.00 5.00 2.4834 0.76589
ERA_Cognitive 196 1.00 5.00 2.8329 0.56485
Valid N (listwise) 196

Table 2 Descriptive statistics

N Minimum Maximum Mean Std. deviation

Ex_per_Week 196 1.00 7.00 4.5561 1.65852
Variety_Seeking_Total 196 2.00 4.57 3.3090 0.37151
Valid N (listwise) 196
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The correlations among other features are displayed using the Pearson test. As
it is noticed from Table 3, the value Expectations Regarding Aging (Total Score)
is significantly correlated (0.185) to Variety Seeking Index and the frequency of
exercise per week (–0.158). On the other hand, Variety Seeking Value is correlated
significantly also to age (–0.179) and to the subscale of physical value (0.248).
Finally the frequency of exercise per week was also associated to the age of the
respondents (0.266).

Moreover, searching for disparities among generations, the data were tested
based on the generation that the respondents belong. However, using Kruskal
Wallis test differences were noticed only to physical subscale (sig D 0.037).
Finally, examining potential differences between genders, no statistically significant
differences were found.

5 Discussion

The aim of this research was to study expectations regarding ageing among indi-
viduals who participate in running events as well as to study potential association
with personality features and specifically with change characteristic. An interesting
result is that compared to previous studies [3] the mean score of ERA in our
sample is respectively high especially in physical subscale. Differences in the
samples regarding the age, exercising habits as well as personality traits of the
respondents could be potential explanations for these differences. In our study,
the frequency of exercising per week was negatively correlated to participant’s
responses about ageing. However, Roters et al. [2] studying expectations regarding
ageing between athletes and non-athletes found that both of them were relatively
equal to ERA results which might indicate that exercising habits are not associated
to expectations about ageing. Moreover, the ERA score was significantly correlated
to Change Seeker Index which is in accordance to Davis et al. [1], p. 863 perception
that “Change is a part of aging; understanding and coping with how much, how
quickly, and how fast is likely a key to successful aging”. Considering differences
between gender in ERA and Variety Seeking Index, no significant disparities were
found. However as the sample of the research is consisted more of men than
women, attention should be given in terms of the generalizability of the results in
accordance to previous studies [3]. Finally, ERA was examined among the three
generational cohorts and differences were noticed to physical subscale. Further
research is proposed about expectations regarding age in different samples as well
as with different personality traits. Particularly some examination on people being
involved in sports generally or on those who lead a sedentary lifestyle is strongly
encouraged.
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IoT Applications with 5G Connectivity
in Medical Tourism Sector Management:
Third-Party Service Scenarios

Maria M. Psiha and Panayiotis Vlamos

Abstract 5G is the next generation of mobile communication technology. Current
generation of wireless technologies is being evolved toward 5G for better serving
end users and transforming our society. Supported by 5G cloud technology, personal
devices will extend their capabilities to various applications, supporting smart life.
They will have significant role in health, medical tourism, security, safety, and
social life applications. The next wave of mobile communication is to mobilize
and automate industries and industry processes via Machine-Type Communication
(MTC) and Internet of Things (IoT). The current key performance indicators for
the 5G infrastructure for the fully connected society are sufficient to satisfy most of
the technical requirements in the healthcare sector. Thus, 5G can be considered as a
door opener for new possibilities and use cases, many of which are as yet unknown.
In this paper we present heterogeneous use cases in medical tourism sector, based
on 5G infrastructure technologies and third-party cloud services.

Keywords IoT applications • Machine-type communication • Medical tourism
sector • Management • 5G infrastructure

1 Introduction

The mobile broadband industry continues to expand, transforming both businesses
and lives. Today, the number of connected devices is larger than the population
of the United States. End users and businesses are demanding more from the
telecommunication industry. While end users request personalized services, better
performance, better user experience, businesses need to get more information about
their consumers, easier and secured access to devices and greater flexibility for
provisioning new services. There is a key role to play for Equipment providers,
Service Providers and IT players together to make this a reality by providing
converged IT and Network infrastructure. There are a great many researchers
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studying 5G and its component technologies—in funded EU projects, in national
programs, in individual companies and in research institutions. Despite the advances
made in the design and evolution of fourth generation cellular networks, new
requirements imposed by emerging communication needs necessitate 5G mobile
network. 5G is an end-to-end ecosystem to enable a fully mobile and connected
society. It empowers value creation towards customers and partners, through
existing and emerging use cases, delivered with consistent experience, and enabled
by sustainable business models [1].

Currently deployed Radio Access Networks (RAN) is experiencing a significant
increase in data rate and capacity demands. Optimizations have been mainly studied
as part of Mobile Cloud Computing (MCC), which considers the integration of
cloud computing with the mobile environment [2]. The growth of mobile traffic
and pressure on costs are driving a need to implement several changes in order
to maintain quality of experience, to generate revenue, and optimize network
operations and resource utilization [3]. Specifically, researchers predict 40% annual
growth in mobile data through 2020 resulting in eightfold growth (Fig. 1) [5]. In
July 2015, more than 6.2 billion subscribers were using GSM-HSPA—85% of the
world’s 7.3 billion population [6]. By the end of 2019, the global mobile broadband
market is expected to include nearly 8.45 billion subscribers, with 8.1 billion
using 3GPP technologies, representing about 97% market share Chetan Sharma
Consulting anticipates 2015 U.S. cellular data revenues to exceed $132 billion, a
growth of 22% over the prior year [5].

The security aspects of such MCC systems, especially related to ensuring the
privacy of user data in the cloud was studied in [7]. The application of cloud based
computing paradigm is currently having an ever expanding scope, with use cases
such as cloud-based vehicular networks [8], and RAN [9, 10] being investigated.

Fig. 1 Global mobile traffic
for voice and datas
2014–2020. Adapted from
Ericsson [4]
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In [9], the concept of RAN-as-a-Service is introduced, with a flexible architecture
with centralized processing and increased interference handling capabilities in ultra-
dense networks.

Many bodies have developed visions of 5G, including NGMN Alliance [1],
ITU-R (Recommendation ITU-R IMT Vision, July 2015) and 5G PPP Infrastructure
Association [11]. Together, they describe the primary aspects of 5G [11]:

• Increased performance of mobile technology in terms of more throughput, lower
latency, ultrahigh reliability, higher connectivity density, and higher mobility.

• Support for the convergence of vertical applications onto a single common
wireless network. This is enabled by a flexible usage and configuration of
network functions to enable use cases with very diverse requirements by means of
network slices. 5G should become the first radio communication system designed
to smoothly integrate Human Type Communications (HTC) with Machine Type
Communications (MTC), thus becoming an enabler for the Internet of Things
(IoT).

• A new flexible radio interface or radio interfaces as enabler for the items above,
for deployment both in current mobile bands and new spectrum that could go as
high as up to the millimeter wave range.

There is already a wide consensus on the 5G service landscape, and in particular
on the view that 5G will not only be a “business-as-usual” evolution of 4G mobile
networks, with new spectrum bands, higher spectral efficiencies and higher peak
throughputs, but will also target new services and new business models [12]. Future
business models and value chains should be flexible and adaptable to allow each
stakeholder group to focus on its core competencies, such as delivery of care, sector
application development, platform, infrastructure or network service provisioning.
On top of supporting the evolution of the current business models, 5G will expand
to new ones to support different types of customers and partnerships [1]. Operators
will support vertical industries, and contribute to the mobilization of industries
and industry processes. A new role an operator can play in the future is one of a
partner service provider, with two variants [1]: The first variant directly addresses
the end customers where the operator provides integrated service offerings based on
operator capabilities (connectivity, context, identity etc.) enriched by partner (3rd
party/OTT) content and specific applications. Integrated streaming solutions can be
an example here but even services such as payments are possible. The second variant
empowers partners (3rd parties/OTTs) to directly make offers to the end customers
enriched by the operator network or other value creation capabilities.

A shared vision is that by providing IoT to connect various types of machines,
devices, or sensors, the productivity and efficiency in industries, and our society in
general, will be improved. IoT, also called Machine-to-Machine (M2 M) commu-
nications, is seeing rapid adoption and expected in tens of billions of devices over
the next 10 years. Drivers include improved LTE support, other supporting wireless
technologies, and service-layer standardization such as OneM2M.

IoT will also have a wide range of requirements on networking such as reliability,
security, performance (latency, throughput), among others. The creation of new
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services for vertical industries will not be limited to connectivity but can require
enablers from cloud computing, big data management, security, logistics and other
network-enabled capabilities [1]. Municipalities, evaluating what constitutes “smart
cities,” are exploring how to optimize pedestrian and vehicular traffic, connect utility
meters, and deploy trash containers that can report when they need emptying [5].

In this paper we focus on application of IoT in e-health sector. According to the
World Health Organization (WHO), e-health is the transfer of health resources and
health care by electronic means. It encompasses three main areas [11]:

• The delivery of health information, for health professionals and health con-
sumers, through the Internet and telecommunications.

• Using the power of IT and e-commerce to improve public health services, e.g.
through the education and training of health workers.

• The use of e-commerce and e-business practices in health systems management.

Furthermore, WHO and the EC in its green paper on mobile Health, define m-
Health as the medical and public health practice supported by mobile devices, such
as mobile phones, patient monitoring devices, personal digital assistants (PDAs),
and other wireless devices [13].

The health sector has many applications that can benefit from mobile commu-
nications. Communications systems enable telemedicine, which provides clinical
health care at a distance. It helps eliminate distance barriers and can improve access
to medical services that would often not be consistently available in distant rural
communities. It is also used to save lives in critical care and emergency situations.
Wireless sensor networks based on mobile communication can provide remote
monitoring & sensors for parameters such as heart rate and blood pressure.

2 Key Performance Indicators for the 5G Infrastructure
in the Healthcare Sector

5G will be far more than just a new radio technology. It will combine existing
Radio Access Technologies (RATs) in both licensed and unlicensed bands, and
it will add novel RATs optimized for specific bands and deployments, scenarios
and use cases [14]. 5G will also implement a radically new network architecture
based on Network Function Virtualization (NFV) and Software Defined Networking
(SDN) technologies. While advances in NFV and SDN have increased the ability
to flexible allocate computing resources within the network, NFV-based flexible
function placement is still in its infancy.

The results of multi-dimensional developments are networks based on LTE-
Advanced technology and eventually 5G networks that will be capable of [5, 11]:

• Extreme broadband of over 20 Gbps
• 1 millisecond end-to-end round trip delay (latency)
• Supporting up to1000 times more capacity to meet accelerating data demand
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• (Perception of) 100% coverage
• 90% reduction in network energy usage and up to 10 year battery life for low

power, machine-type devices
• Teaching networks to be self-aware and simplify network management by

extreme automation
• Super-high density for both humans and machines (1000x bandwidth per unit

area, 10–100x number of connections)
• Continuous mobility and converged connectivity across multiple network types

The current key performance indicators for the 5G infrastructure for the fully
connected society, as discussed and highlighted in the 5G Vision whitepaper
developed by the 5G PPP Infrastructure Association [11] are sufficient to satisfy
most of the technical requirements in the healthcare sector [11]:

• 1000 X in number of connected devices reaching a density � 1 M terminals/km2

• 1/10 X in energy consumption compared to 2010
• 1/5 X in end-to-end latency reaching 5 ms for e.g. tactile Internet and radio link

latency reaching a target�1 ms for e.g. Vehicle to Vehicle communication
• 99.999% aggregate service reliability for safety-critical services
• Mobility support at speed �500 km/h for ground transportation
• Accuracy of outdoor terminal location �1 m
• Support for shared infrastructure, multi-tenancy and multi-Radio Access Tech-

nologies with seamless handover

Research towards future standardization of a new 5G air interface is currently
in the exploration phase, where academia and industry are presenting their view on
possible requirements and candidate techniques to be included in a future system
design. Among others, the METIS-II presents the following main key 5G RAN
design requirements in 5G [12]:

• The 5G RAN should be able to scale to extremes in terms of throughput, the
number of devices, and the number of connections. To enable this, it should be
able to handle and scale user plane (UP) and control plane (CP) individually

• The 5G RAN should support the Network Slicing vision from NGMN [1], aiming
to address the deployment of multiple logical networks as independent business
operations on a common physical infrastructure.

• The 5G RAN should natively and efficiently support multi-connectivity (inter-
node, inter-air-interface) and network-controlled D2D (point-to-point, multi-cast
and broadcast).

In order to overcome these challenges, Mobile-edge Computing (MEC) can be
proposed as a cloud server running at the edge of a mobile network, within the
RAN and in close proximity to mobile subscribers and performing specific tasks that
could not be achieved with traditional network infrastructure [15]. This technology
is currently being standardized in an ETSI Industry Specification Group (ISG) of
the same name. Characterized by proximity, low latency and high bandwidth, this
environment will offer localized cloud computing capabilities as well as exposure
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Fig. 2 Typical 5G heterogeneous network architecture. Adapted from Prasad et al. [3]

to real-time radio network and context information. Operators can open the radio
network edge to 3rd party partners, allow in them to rapidly deploy innovative
applications and services towards mobile subscribers, enterprises and other vertical
segments.

A typical 5G heterogeneous network architecture where UEs move around
randomly, connecting to the best serving cell for its communication needs is
presented in (Fig. 2) Rost and Prasad [16]. The macro base stations considered to be
remote radio heads with higher transmit power and a wider coverage footprint, as
compared to the small cells [3]. The architecture within the radio access network is
similar to the 5G cloud-based virtual base station pool system, with the cloud data
server having a direct interface with the core network.

3 Internet of Things and Machine-to-Machine
Communications

IoT is a vast opportunity for wireless communications, with all 3GPP technologies
potentially playing roles. Low-cost LTE modem options in 3GPP releases 10
through 13 reduce cost, improve communications range, and extend battery life
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Table 1 Wireless networks for IoT

Technology Coverage Characteristics
Standardization/
Specifications

GSM/GPRS Wide area Huge
global coverage

Lowest-cost cellular modems, risk
of network sunsets. Low
throughput.

3GPP

HSPA Wide area Huge
global coverage

Low-cost cellular modems. Higher
power, high throughput.

3GPP

LTE Wide area Increasing
global coverage

Wide area, expanding coverage,
cost/power reductions in successive
3GPP releases. Low to high
throughput options.

3GPP

Wi-Fi Local area High throughput, higher power. IEEE
ZigBee Local area Low throughput, low power IEEE
Sigfox Wide area emerging

deployments
Low throughput, low power.
Unlicensed bands (sub 1 GHz such
as 900 MHz in the U.S.)

Sigfox

Adapted from Rysavy Research/4G Americas [5]

[5]. Developers will use 3GPP wireless technologies for a large number of IoT
applications. In other instances, developers will use local-area technologies, such
as Wi-Fi, Bluetooth Low Energy, and ZigBee. New wide-area wireless technologies
emerging specifically to support IoT include LoRa, Sigfox, OnRamp Wireless, and
Weightless. The low-power operation of some of these technologies, including LTE,
will permit battery operation over multiple years (Table 1).

Based on 5G cloud infrastructures, IoT can be a catalyst in e�/m-Health sector
for both Health/Insurance Providers and users/patients by providing the following
[11]:

• Health/Insurance Provider Requirements

– Increase efficiency

Optimize healthcare decision making processes
Empower patients, informal careers and lesser qualified professionals
Optimize sourcing (e.g. cloud, outsourcing)
Reduce wastage of pharmaceuticals due to accidental expiry
Track hospital assets
Enable safe, secure and state of the art tele-surgery
Interlink health—and social care

– Engage cared for in proactive healthcare and wellness

Behavior change capabilities

– Ubiquitous Access

Anytime and from everywhere (online, off-line, mobile)
Certificates for smart device interaction
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– Flexible sharing with different providers/sources

Service interoperability
Data portability
Data owner authentication and authorization
Selective data sharing
Non-repudiation

– Information accountability

Certification (legal, ethical, technological)
Monitoring
Governance
Non repudiation

– Auditability
– Protect patients and stakeholders

Prevent and counteract on counterfeited drugs
Patient identification
Object identification

• User/Data Owner Requirements

– Support ability to choose where and how to obtain health care services
– Control over own data
– Accessible anytime and from everywhere (online and off-line, mobile)
– Flexible sharing with different processors/sources
– Consent for data sharing
– Data portability
– Monitoring Access
– Social interactions
– Storage by a trusted organization, offering data/access information account-

ability measures (considering the legislative boundaries for the information
storage and retrieval as well as possible location dependent deployment
constraints), including possibly entirely self-hosted either through individual,
organizational or community-driven schemes

4 Expanding Use Cases in Medical Tourism Sector
Management

The vision of 2020 and beyond also includes a great deal of growing use cases
characterized by massive number of devices (e.g., sensors, actuators and cameras)
and a wide range of characteristics and demands. These use cases include both
low-cost/long-range/low-power MTC as well as broadband MTC with some char-
acteristics closer to HTC [1]. The biggest difference between 5G and legacy design
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Fig. 3 Heterogeneous use cases—diverse requirements. Adapted from Nokia White Paper [14]

requirements is the diversity of use-cases that 5G networks must support compared
to today’s networks that were designed primarily to deliver high-speed mobile
broadband. In Medical Tourism Sector, 5G requirements can be broadly split into
three use-case categories [14] (Fig. 3):

• Massive broadband that delivers gigabytes of bandwidth on demand. It is also
referred to as enhanced Mobile Broadband (eMBB), requiring both extremely
high data rates and low-latency communication in some areas, and reliable
broadband access over large coverage areas.

• Critical MTC that demands immediate synchronized eye-to-hand feedback to
remotely control robots and deliver the tactile Internet. These emerging use cases
a high variety of applications and variability of their performance attributes [1]:
From delay-sensitive video applications to ultra-low latency, from high speed
entertainment applications in a vehicle to mobility on demand for connected
objects, and from best effort applications to reliable and ultra-reliable ones such
as health and safety.

• Massive MTC that connects up to tens of billions of sensors and machines.
Scalable connectivity for an increasing number of devices per cell, wide area
coverage and deep indoor penetration are key priorities

According to NGMN, there are 25 use cases for 5G, as representative examples,
that are grouped into eight use case families. The use cases and use case families
serve as an input for stipulating requirements and defining the building blocks of the
5G architecture (Fig. 4).

In this paper, we focus on IoT applications regarding medical tourism sector
management. The global growth in the flow of patients and health professionals
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Fig. 4 5G use case families and related examples. Adapted from NGMN 5G White Paper [1]

as well as 5G medical technology, capital funding and regulatory regimes across
national borders has given rise to new patterns of consumption and production of
medical tourism services over recent decades. The main use cases in this area are:

1. Smart Wearables (Clothes)
It is expected that the use of wearables consisting of multiple types of devices and
sensors will become mainstream. The customers buy clothes from a manufacturer
and take benefit of the health monitoring feature offered by the 3rd party,
enriched by the operator’s set of network and value creation capabilities [1].
A key challenge for this use case is the overall management of the number of
devices as well as the data and applications associated with these devices.

Temporary visitors abroad and medical tourisms could have benefits by
using clothes with ultra-light, low power, waterproof sensors. These sensors
can measure various environmental and health attributes of the visitor like
pressure, temperature, heart rate, blood pressure, body temperature, breathing
rate and volume, skin moisture, etc. Consider how skin embedded and 5G con-
nected healthcare chips could constantly monitor vital signs, prevent conditions
from becoming acute, and constantly adapting medication to meet changing
conditions.

2. Active Device Location Tracking
In the coming years advanced safety applications will appear to mitigate the road
accidents, to improve traffic efficiency, and to support the mobility of emergency
vehicles (e.g., ambulances, fire trucks). If all of the vehicles on a road were
connected to a network incorporating a traffic management system, they could
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potentially travel at much higher speeds and within greater proximity of each
other without risk of accident—with fully-autonomous cars further reducing the
potential for human error [17].

These applications foresee not only a vehicle to vehicle or vehicle to infrastruc-
ture communication, but also communication with vulnerable road users such as
pedestrians and cyclists. An application such as controlled fleet driving will require
an ultra-low end-to-end latency (1 millisecond delay time) for some warning signals,
and higher data rates to share video information between cars and infrastructure. In
addition a fully ‘driverless’ car would need to be driverless in all geographies, and
hence would require full road network coverage with 100% reliability to be a viable
proposition [1].

Figure 5 shows an example of the active device location tracking use case. This
use case enables real-time, network measurement based tracking of active (GPS
independent and network determined) terminal equipment, using ‘best-in-class’
third-party geo-location algorithms within a geo-location application hosted on the
MEC server [15]. These algorithms are based on real-time network measurements
from active users or eNBs, e.g., GNSS measurement, RSSI and Timing advanced
measurement, Roundtrip-time (RTT) measurement. This solution provides an effi-
cient and scalable solution for local measurement processing and event based
triggers. The MEC application can request the raw measurement information to
be provided rather than the user coordinates, since the latter can be computed
locally using its locationing algorithm. Thus, it enables location based services
for enterprises and consumers (e.g. on opt-in basis), for example in venues, retail
locations and traditional coverage areas where GPS coverage is not available.

The application arguments could be the following [18]: Accuracy level
(High/Medium/Low), Report type (User coordinates, Measure information), Extra
tracking information (Operator PLMN id, Signal strength, etc.), Update frequency,
Operate period, Concerned geo-region, Target user (Category, Access class, id).
The mapping of the MEC application argument to the MEC service parameter is
depicted in Fig. 6. The support services interpret the arguments and transport their
values to RNIS (Accuracy level, Report type, Tracking information, Georegion,

Internet

Network
measurement

Geo-loc app

MEC server
Subscriber ID

Central
services

Internet

Location (x,y)

LTE base station/RNC Core/IT

Fig. 5 Active device location tracking using MEC server. Adapted from Introductory Technical
White Paper [15]
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Fig. 6 MEC server operation flow. Adapted from Chang et al. [18]

Target user) and the Locationing service (Update frequency, Operate period) inputs.
The RNIS look up in its internal DB for determining the locationing technology and
locationing method for target user served by geo-region network element, and these
parameters as well as the measurement result will be used by Locationing service
for the user coordinates computation.

Based on the fact that GPS accuracy is related to the quality of signal reception
and has dependence on battery power, MEC applications will be suitable for
visitors abroad in cases of medical emergencies where GNSS coverage is limited.
In additional, MEC architecture could be used for personalized and more accurate
tracker devices for Alzheimer’s patients by overcoming the following GPS system
limitations:

• Terrain: Signals can become degraded and the receiver system may not provide
location information if the view of the sky is severely limited. This situation can
occur in deep canyons, or under dense vegetation.
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• Urban Canyons: Large or tall buildings grouped closely together can cause large
multi-path and fading errors that may affect the ability to track offenders.

• Vehicles: Signals can be lost when an offender is riding in a car or other enclosed
means of transportation if the receiver is not placed near a window within the
vehicle.

• Weather: Signal strength can become degraded by moisture such as rainfall, fog,
or snowfall.

5 Conclusion

The next wave of mobile communication is to mobilize and automate industries and
industry processes. Tens of billions of smart devices will use their embedded com-
munication capabilities and integrated sensors to act on their local environment and
use remote triggers based on intelligent logic Within IoT application areas, (smart)
sensing and/or actuating devices and objects are getting involved in human’s life
generating a tremendous amount of data. Therefore, in 5G, there is a need to push
the envelope of performance to provide, where needed, for example, much greater
throughput, much lower latency, ultra-high reliability, much higher connectivity
density, and higher mobility range. MEC is emerging as a key technology for the
evolution towards 5G IoT applications to meet the demand to move from a simple
bit pipe to a smart service pipe, and it is a new ETSI standardization initiative.
MEC allows operators to open their RAN edge service environment to authorized
third-parties to rapidly deploy innovative application and service endpoints for the
mobile subscribers, enterprises and vertical segments, and network. Based on the
above needs, in this paper we review and extend third-party service use cases in
medical tourism sector management concerning smart wearables and active device
location tracking.
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Recognizing Emotional States Using Speech
Information

Michalis Papakostas, Giorgos Siantikos, Theodoros Giannakopoulos,
Evaggelos Spyrou, and Dimitris Sgouropoulos

Abstract Emotion recognition plays an important role in several applications,
such as human computer interaction and understanding affective state of users
in certain tasks, e.g., within a learning process, monitoring of elderly, interactive
entertainment etc. It may be based upon several modalities, e.g., by analyzing facial
expressions and/or speech, using electroencephalograms, electrocardiograms etc. In
certain applications the only available modality is the user’s (speaker’s) voice. In this
paper we aim to analyze speakers’ emotions based solely on paralinguistic informa-
tion, i.e., not depending on the linguistic aspect of speech. We compare two machine
learning approaches, namely a Convolutional Neural Network and a Support Vector
Machine. The former is trained using raw speech information, while the latter is
trained on a set of extracted low-level features. Aiming to provide a multilingual
approach, training and testing datasets contain speech from different languages.

Keywords Emotion recognition • Speech information • Convolutional neural
networks • Transfer learning • Support vector machines

1 Introduction

It is common sense that the basic means of human communication is the vocalized
speech. Apart from meaning, speech also carries emotions. Although the latter
are more easily recognized through visual channels, e.g. facial features, gestures,
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etc., in many practical applications, e.g. in human-computer interaction through
voice-user interfaces (VUIs), speech may be the only available modality for emotion
recognition. The latter comprises probably the most challenging speech-related task,
e.g., when compared to automatic speech recognition (ASR), speaker identification
etc.

In general, one may argue that speech carries two distinct types of informa-
tion [1]: explicit or linguistic information, which concerns articulated patterns by the
speaker; and implicit or paralinguistic information, which concerns the variation in
pronunciation of the linguistic patterns. The former may be qualitatively described,
while the latter may be quantitatively measured, using certain spectral features and
also features such as the pitch, the intensity etc. Using either or both types of
information, one may attempt to classify an audio segment that consists of speech,
based on the emotion(s) it carries. However, emotion recognition from speech
appears to be a significantly difficult task even for a human, no matter if he/she
is an expert in this field (e.g. a psychologist).

Many approaches are assisted by ASR aiming to fuse linguistic and paralinguistic
information. The main disadvantage of these is that they are not able to provide
language-independent models. Of course, another disadvantage is that there exists
a plethora of different sentences, speakers, speaking styles and rates [2]. Thus,
most approaches that aim to be language-independent tend to rely on paralinguistic
speech information. Nevertheless, even in this case, such information may be
significantly diverse, depending on cultural particularities. Additionally, a speaker’s
potential chronic emotional state may suppress the expressiveness of several
emotions. Still, relying solely on paralinguistic information is probably the most
appealing approach, when dealing with speakers emotion recognition.

Typically, the set of extracted features is labelled by an expert and learned
using a machine learning approach, e.g., the well-known Support Vector Machines
(SVMs), which shall be discussed later. However, during the last few years a
new trend in the field of machine learning are the “Deep Neural Networks.”
One of their main advantages over traditional approaches is that they do not
need to be trained using specific features. Instead, they translate raw data into
compact intermediate representations, while they remove any redundancy. In this
work we aim to compare both the aforementioned approaches. We will investigate
whether a Convolutional Neural Network (CNN) (i.e., a deep learning approach)
is able to replace the traditional approach of feature extraction, model training and
classification and render paralinguistic features obsolete. Also we shall use several
datasets from various languages, at an attempt to provide a language-independent
approach.

The remaining of this paper is as follows: In Sect. 2 we present related work
within the broader research area of emotion recognition from speech. In Sect. 3
we provide theoretical background concerning SVMs and CNNs. The application
of the aforementioned techniques for the problem at hand is discussed in Sect. 4.
Experimental results are presented and discussed in Sect. 5. Finally, conclusions are
drawn in Sect. 6, where plans for future work are also discussed.
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2 Related Work

Besides extracting information regarding events, structures (e.g., scenes, shots) or
genres, a substantial research effort of several multimedia characterization methods
has focused on recognizing the affective content of multimedia material. These
methods try to map low-level audio-visual features to the emotions that underlie
the respective multimodal information [3–5]. Automatic recognition of emotions
in multimedia content can be very important for various multimedia applications.
For example, recognizing affective content of music signals [6, 7] can be used in a
system, where the users will be able to retrieve musical data with regard to affective
content.

The most common approach to affective audio content recognition, so far, is to
apply well-known classifiers (Hidden Markov Models, Support Vector Machines,
etc.) for classifying signals into an a-priori known number of distinct categories of
emotions, e.g., fear, happiness, anger [5, 8]. An alternative way to emotion analysis
is the dimensional approach, according to which, emotions can be represented using
specific dimensions that stem from psychophysiology [7, 9–11]. In [10], Valence-
Arousal representation is used for affective video characterization. Towards this end,
visual cues, such as motion activity, and simple audio features, e.g., signal energy
are used for modelling the emotion dimensions. Finally, in [12] an SVM regressor
has been used to recognize valence and arousal in speech segments from movies.

3 Machine Learning Approaches

3.1 Support Vector Machines

Support Vector Machines (SVMs) [13] are well-known supervised learning models,
which have been extensively used in classification and regression problems. Their
goal is to find the optimal hyperplane separating data in a feature space. More
specifically, an SVM model is built in a way that the margin between the mappings
of the examples of the categories is maximized. Then, a hyperplane is constructed,
which is used to separate (i.e., classify) unknown examples, based on the side they
fall on. Although they are linear models, using appropriate kernels (i.e., a technique
called “kernel trick”) they are able to handle non-linearly separable data in features
spaces of higher dimensionality than the one of the original problem.

3.2 Convolutional Neural Networks

During the last few years, deep neural networks have lead to breakthrough results on
a variety of pattern recognition problems. Research fields such as computer vision
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[14] and voice recognition [15] have benefitted. One of the most recognizable and
effective deep architectures is an architecture called Convolutional Neural Network
(CNN) [16].

Briefly, CNNs may be regarded as a special type of neural network that uses
many identical copies of the same neuron. This allows the network to comprise of
a significantly large number of neurons, thus being able to express computationally
large models, also offering the advantage of keeping the number of actual network
parameters (i.e., the set of values describing the neurons’ behaviour) that actually
need to be learned, relatively small.

CNNs can consist of an arbitrary number of layers depending on both the
application and the choices of the designer of the network. These layers can be
categorized into three distinct types:

– Convolutional: these layers consist of a rectangular grid of neurons. This requires
that the previous layer is also a rectangular grid of neurons. Each neuron takes
inputs from a rectangular section of the previous layer; the weights for this
rectangular section are the same for each neuron in the convolutional layer. Thus,
the convolutional layer is just an image convolution of the previous layer, where
the weights specify the convolution filter. These weights are the parameters of the
network and they are shared among multiple neurons as it has been previously
mentioned. In addition, there may be several grids in each convolutional layer;
each grid takes inputs from all grids in the previous layer, using potentially
different filters.

– Max-Pooling: After each convolutional layer, a pooling layer may follow. This
layer type takes small rectangular blocks from the convolutional layer and
subsamples it to produce a single output from that block. There are several ways
to do this pooling, such as taking the average, the maximum, or a learned linear
combination of the neurons in the block. In this work, pooling layers will always
be max-pooling layers, i.e., they shall take the maximum of the block they are
pooling.

– Fully-Connected: Finally, after several convolutional and max-pooling layers, the
high-level reasoning in the CNN is actuated via fully connected layers. A fully
connected layer takes all neurons in the previous layer (be it fully connected,
pooling, or convolutional), connecting them to each of its single neurons. Fully
connected layers are not spatially located anymore (you can visualize them as
one-dimensional), so there can be no convolutional layers after a fully connected
layer.

4 Proposed Methodology

4.1 Data Representation

Each audio sample (speech segment) is represented through the respective spec-
trogram. A spectrogram is a frequency-time representation of the signal, stemming
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from the application of the short-time Fourier Transform on the original signal. The
spectrogram representation when as input to the Convolutional Neural Network, is
therefore handled as image. A 20ms window length and 15ms window step has
been adopted (i.e. 25% overlap). The spectrograms have been extracted using the
pyAudioAnalysis opensource Python library1 [17]. Figure 1 illustrates an example
of a spectrogram for each of the 4 classes that are included in the experiments,
taken from the SAVEE dataset [18]. The spectrogram is always resized to 227�227
size to “fit” the adopted network structure. This enforces a default segment length.
For varying signal lengths, the CNN is applied to several overlapping mid-term
segments and a post-processing step is also applied to merge temporally successive
decisions.

Fig. 1 Example spectrograms from each of the 4 included classes

1https://github.com/tyiannak/pyAudioAnalysis.

https://github.com/tyiannak/pyAudioAnalysis
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Table 1 Adopted short-term audio features

Index Name Description

1 Zero crossing rate Rate of sign-changes of the frame

2 Energy Sum of squares of the signal values, normalized by frame length

3 Entropy of energy Entropy of sub-frames’ normalized energies. A measure of abrupt
changes

4 Spectral centroid Spectrum’s center of gravity

5 Spectral spread Spectrum’s second central moment of the spectrum

6 Spectral entropy Entropy of the normalized spectral energies for a set of sub-
frames

7 Spectral flux Squared difference between the normalized magnitudes of the
spectra of the two successive frames

8 Spectral rolloff The frequency below which 90% of the magnitude distribution of
the spectrum is concentrated

9–21 MFCCs Mel frequency cepstral coefficients: a cepstral representation
with mel-scaled frequency bands

22–33 Chroma vector A 12-element representation of the spectral energy in 12 equal-
tempered pitch classes of western-type music

34 Chroma deviation Standard deviation of the 12 chroma coefficients

4.2 SVM-Based Classification

The audio signal is transformed to a sequence of feature vectors which are used
for the SVM models’ training. Features are extracted from 20ms windows and
afterwards the final feature vectors are formed by concatenating the mean and
variance values of the features over a mid-term window of 1 s. Table 1 summarizes
the features that are computed. There are 34 features in total which result in a
68-dimensional feature vector for each mid-term window. An SVM with RBF kernel
has been used in our experiments.

4.3 CNN-Based Classification

For recognizing the emotions, we decided to utilize a CNN classifier that performs
upon pseudo-RGB-colored frequency images. As recent literature has shown,
deep hierarchical visual feature extractors can significantly outperform shallow
classifiers trained on hand-crafted features and are more robust and generalizable
when countering problems that include significant levels of inherent noise. The
architecture of our deep CNN was initially proposed in [19]. The model is mainly
based on the Caffenet [20] reference model, which is similar to the original AlexNet
[14] and the network proposed in [21]. For our experiments we used the BVLC
Caffe2 deep-learning framework.

2https://github.com/BVLC/caffe.

https://github.com/BVLC/caffe
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The network architecture consists of two convolution layers with stride of 2 and
kernel sizes equal to 7 and 5, respectively, followed by max pooling layers. As a
next step, a convolution layer with three filters of kernel size equal to 3 is applied,
followed again by a max pooling layer. The next two layers of the network are fully
connected layers with dropout, followed by a fully connected layer and a softmax
classifier, that shapes the final probability distribution. All max pooling layers have
kernel size equal to 3 and stride equal to 2. For all the layers we used the ReLu
as our activation function. The output of the network is a distribution on our three
target classes, while the output vector of the semifinal fully connected layer has size
equal to 4096. The initial learning rate of 0:001, which decreases after 700 epochs
by a factor of 10.

Since training a new CNN from scratch would require big loads of data and high
computational demands, we used transfer learning to fine-tune the parameters of
a pre-trained architecture. The notion of “transfer” learning refers to the transfer of
knowledge from a “learned” task (source task) at a given domain (source domain) to
a related, yet unsolved task (target task), at the same or possibly at another domain
(target domain), aiming to improve the learning process [22].

The original CNN was trained on the 1.2 M images of the ILSVRC-2012 [23]
classification training subset of the ImageNet [24] dataset. Following this approach,
we managed to decrease the required training time and to avoid overfitting our
classifier, by ensuring a good weight initialisation, given the relatively small amount
of available data. Finally, the data are preprocessed by augmenting the frame
dimensionality to 240� 320. The input to the network corresponds to the 227� 227
center crops and their mirror images.

5 Experimental Results

For training and evaluation of the aforementioned approaches, we used 3 widely
known emotional speech datasets, all of which are freely available from their
authors. More specifically, these datasets are:

– EMOVO [25] is an emotional speech corpus, containing speech in Italian
language from 6 actors who performed 14 sentences. The emotions represented
here are disgust, fear, anger, joy, surprise and sadness.

– SAVEE [18] is a larger dataset, since besides speech, it contains video of the
participating actors while expressing the same 6 emotions as in the EMOVO
case. The data consists of 15 TIMIT sentences per emotion played by 4 English
male speakers.

– EMO-DB [26] is a German acted database, consisting of 493 utterances per-
formed by 10 (5 male and 5 female) actors expressing the emotions of anger,
boredom, disgust, fear, happiness, sadness and neutral.
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Table 2 Accuracy (%) when
using each single dataset for
testing

Test dataset SVM CNN

SAVEE 30 25

EMOVO 45 29

EMO-DB 80 51

Each time, training has been performed using both
the remaining datasets. Overall best performance is
indicated in bold.

For our task, we chose 4 of the common emotion classes, namely Happiness,
Sadness, Anger and Neutral. A major difficulty resulting from the choice of datasets,
is the great differences between languages, since besides the linguistic differences,
there is also big variability in the way each emotion is expressed. For each
classification method 3 different experiments were carried out where a single dataset
is used for testing and the remaining 2 for training.

Accuracies of all experiments are summarized in Table 2. Best result was
achieved when using SAVEE and EMOVO databases for training and EMO-DB
for testing. In all cases the SVM outperformed the CNN. We feel that the poor
classification performance of the CNN was due to the lack of generalization, which
is due to the unsuccessful transfer of learning at a different domain.

6 Conclusions and Future Work

In this paper we investigated the use of deep learning in emotion recognition from
speech, aiming to assess whether it may be used over traditional machine learning
approaches. More specifically, we trained both a Convolutional Neural Network on
raw spectrograms and a Support Vector Machine, using a set of low-level features.
As it is indicated by the experimental results, the performance of the SVM was by far
superior. Moreover, the SAVEE and EMOVO databases have proven to be adequate,
when tested when the EMO-DB database. However, the overall conclusion is that
multilingual emotion recognition remains one of the most challenging problems.
Our plans for future work include the usage of more datasets for training and
evaluation. We also aim to investigate other pre-trained deep learning networks,
since we feel that deep learning may significantly contribute to the problem at hand.
Finally, among our plans is to apply such approaches into real-life problems, e.g.,
emotion recognition within training and/or educational programs.
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Abstract Visual tracking and 3D representation of guidewire in fluoroscopic image
sequence for beating heart image guided interventions is very challenging task.
The degraded image quality due to low dose fluoroscopy further complicates
the problem. In this paper a robust guidewire tracking is proposed for mean
shift algorithm using integrated colour, texture and depth features. The target
colour, texture and depth features are encoded into gray level intensity histogram,
filtered local binary pattern histogram and filtered local depth pattern histograms
respectively. For depth features a 3D image acquisition system for C-Arm, X-
Ray imaging system is simulated for real time three dimensional shape recovery
of guidewire and associated vessels for vertical beating heart motion using shape
from focus technique. The proposed technique provides 3D visualization of guide
wire and vessels to the physician as well as real time robust guidewire tip tracking.
Experimental results of guidewire tip tracking and 3D shape recovery on image
sequence acquired through beating heart simulated phantom show the significance
of the proposed technique.
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1 Introduction

Heart failure is becoming a leading cause of death around the world for all age
group people especially the old ones. In computer aided diagnostic (CAD) and
image guided cardiac interventions, guidewires are used for different applications.
A thin hair like guidewire shown in Fig. 1a is inserted into vessels through thick
tube guiding catheter. During cardiovascular interventions, the guidewire and its
terminating end called guidewire tip requires continuous monitoring and tracking
for different operations like balloon inflation, stunting, visual navigation and haptic
feedbacks etc. Accurate positioning and tracking of guidewire tip is a challenging
task due to its thin and deformable structure. To minimize the radiation exposure,
geriatric practices recommend low dose fluoroscopy that results in degraded image
acquisition. The presence of noise in low contrast fluoroscopy images and shape
variations due to cardiac motion requires more robustness in guidewire tracking.The
complex tracking application coupled with required accuracy, speed, and robustness
limits the use of conventional methods.

Image based guidewire tracking and 3D position reconstruction are required to
provide a better insight into the true 3D position of the guidewire tip. Techniques
for visual guidewire tracking start from heuristic techniques followed by a graph
theoretical approaches [1]. A semiautomatic system for guidewire tracking [2]
uses Hough transform to fit a polynomial of second degree. Incremental spline
fitting technique using spatial and temporal information track the guidewire by
utilizing the information of previous frame [3]. Learning-based tracking method
utilizes probabilistic boosting tree as classifier to segment the guidewire [4]. A
background subtraction method was presented in [5] to detect the guidewire tip.
2D guide wire tracking [6] captures the guide wire movement by separating the
observed motion into forward and lateral components. A probabilistic method
referred in [7] perceive entities such as guidewire tip, body and catheter tip
for continuous tracking using learning and appearance. Guidewire tracking [8]
suggest the segmentation of guidewire region based on filter for ridge detection,
curvilinear structures noise reduction and priori probability map. Due to curvilinear
structure and presence of similar objects nearby guidewire tracking is considerably
differ from these conventional methods. The robustness of tracking methodol-
ogy can be enhanced with additional features especially depth features by 3D
reconstruction.

In this paper, the tracking is performed through mean shift algorithm [9]
using integrated gray level intensity, texture and depth features. The local binary
pattern technique [10] is modified for robustness against noise and low visibility
constraint by defining a filtered local binary pattern. The target colour, features are
encoded into gray level intensity histogram, whereas texture and depth features are
encoded as filtered local binary and local depth pattern histograms respectively.
For depth features a 3D image acquisition system for C-Arm, X-Ray imaging
system is simulated for real time three dimensional shape recovery of guidewire
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Fig. 1 (a) Catheter and Guidewire are visible in original fluoroscopic image for cardio-
interventions (b) Guidewire visible in Phantom image for cardio-intervention simulation

and associated vessels for vertical beating heart motion using Shape from focus
(SFF) technique. SFF provides precise pixel level depth map as compare to other
depth recovery techniques that provide an approximate depth map. The concept of
image defocusing for X-Ray imaging systems under vertical beating heart motion
[11] is exploited for image acquisition. The captured images are processed through
Sum of Modified Laplacian (SML) focus measure for depth map recovery. Depth
map features are integrated for robust MS target representation and real time 3D
visualization. Experiments for guidewire tip tracking and 3D shape recovery are
performed on beating heart simulated phantom shown in Fig. 1b. The phantom has
heart vessel structure and provision of guidewire movement in different directions.
The proposed technique provides 3D visualization of guide wire and vessels to the
surgeon as well as robust tracking of guidewire tip.

2 Methodology

The functional block diagram of proposed technique for real time guidewire tracking
and 3D shape representation is shown in Fig. 2. Image sequences are captured
for visual tracking and a stack of multi-focus images are selected through frame
grabber, SFF based depth map features and 3D shape representation is obtained
through Sum of Modified Laplacian based focus measure and depth map is
encoded into local depth pattern. The target colour, texture and depth features are
encoded into intensity histogram, filtered local binary pattern histogram (FLBP)
and filtered local depth pattern (FLDP) histograms respectively. The MS algorithm
using integrated features is applied for robust guidewire tracking and 3D shape of
guidewire and vessels is generated for visualization.
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Fig. 2 Block diagram of the proposed method

2.1 Image Acquisition and Pre Processing

We have simulated the imaging conditions for acquisition of fluoroscopy images
under C-arm, X-Ray used for beating heart cardiovascular interventions. In real time
scenario, the patient heart vessels are imaged by X-Ray and visual enhancement
is made using contrast agents. The beating heart produces prominent movement
in vertical direction and produce blurring / defocusing effects due to change in
relative depth of heart surface with respect to stationary X-Ray imager [11]. In
our proposed technique, we have used these blurring effects for meaningful use
in acquisition of multifocus images for 3D shape representation and depth map
recovery through shape from focus technique. The experimental setup for proposed
technique consists of electronically controlled beating heart simulator, heart vessel
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phantom with provision of guidewire insertion and movement in different directions,
camera and computer.The camera is fixed over phantom while the stimulator can
vertically move upto the height of 10 mm and goes back to its base position in a
repetitive loop. A continuous image sequence is captured for guidewire tracking
and a set of multifocus images are captured during each vertical movement with
registered depth levels.

2.2 Depth Feature and 3D Shape Reconstruction

Recovering depth maps and 3D shapes of real life objects from 2D images
is an important and challenging task in computer vision. Numerous 3D shape
reconstruction techniques are used based on accommodation cues like motion,
shading, stereo, illumination and focus. SFF is a passive optical method used to
estimate 3D structure of an object using focus variation [12]. The main objective
of SFF is to compute the depth of each point of the object from the camera lens
with reference to best focused pixels in the image stack. The distance of focus
plane from the lens center depends on the lens focal length and the distance
from the point on object. Once these distances for all points on the surface of
the object are found, the depth and 3D shape can be recovered. Different focus
measures are used to highlight the relative focus levels in images by enhancing
the in-focus regions and suppressing the out-of-focus regions. In [13] an image
acquisition system is proposed to implement SFF technique for 3D shape recovery
of natural complex agronomic scenes. This has motivated us to use SFF concept for
3D construction of real time beating heart surface for application in robot assisted
cardiovascular interventions.In this paper, the image sequences are captured from
a vertical mounted camera over heart phantom placed on vertical moving beating
heart simulator. The vertical movement produces the defocusing of phantom images
that are captured while the phantom is moving up. The multi-focus / blurred images
are then processed for 3D shape reconstruction using shape from focus technique.

A low pass filter approximation is used to express this blurriness, thus relate
sharper image to high frequencies corresponds to contrasting textured regions.
Therefore sharpness measure directly relates to quantify high frequencies.We can
consider this measure like the following function

fk.x; y/ D maxk
�
FMk.x; y/

�
(1)

where k D 1; 2; : : : ;N, N is the number of fluoroscopic images in sequence,
FMk.x; y/ is the focus measure applied in a local window around each pixel .x; y/ for
the kth image. Among the most used Focus measure operators in Shape from Focus,
there are the Tenenbaum gradient (TEN), the sum of modified Laplacian (SML) and
Gray level variance (GLV) [14]. In our application, we use the most popular and
computationally efficient sum of modified Laplacian (SML) [12] focus measure. In
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SML focus measure, the focus value is calculated by summing the resultant absolute
values of convolution of image and Laplacian operator over a small window. The
mathematical expression for SML calculation is shown in the equation.

SML D
NX

xD1

NX

yD1
j@
2I.x; y/

@2x
j C j@

2I.x; y/

@2y
j (2)

where I.x; y/ is the image pixel contained in local neighborhood of size N. The depth
map D.x; y/ is obtained by maximizing the focus measure along the optical axis in
k number of images.

D.x; y/ D arg max
k

�
Ik.x; y/

�
(3)

where k D 1; 2; : : : ;K. Finally, Gaussian interpolation is used to refine the depth
map against discreetness and transients. The detailed mathematical explanation can
be found in [12, 13].

2.3 Local Depth Map Pattern for Robust Mean Shift Guidewire
Tracking

Mean Shift (MS) [9] is a commonly used target tracking technique due to its ease of
implementation and real time response. In MS tracking, a target is usually defined
by a rectangular or an elliptical region in the image [9]. The target model Tm is
represented by the histogram of gray level intensity / colour feature bins,

Tm D N
nX

iD1
�
�
kxik2

�
ı
h
�

�
xi

�
� m

i
(4)

where the ı function relate pixel xi to the mth bin, � is Ephanechnikov ker-
nel function and N is the normalization constant. Relying only on intensity
histogram features, the conventional MS algorithm can not perform satisfactory
tracking of complex guidewire movements in presence of similar features like heart
vessels.

The cues such as shape, depth, motion, texture, disparity etc can also be used for
target feature representation [15]. Most existing MS based target tracking schemes
use single features like the color / intensity histogram to represent the target. Some
techniques also used joint color-texture histogram [10] and joint color-depth [16]
representation for robustness. However these approaches are not well effective when
dealing with objects of similar colour and shape features like the case of guidewire.
In this paper, we propose a robust target representation approach for MS tracking
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using spectral, spatial and range features related through joint histogram of grey
level intensity, texture and depth respectively. The grey level intensity is represented
through conventional histogram method whereas the texture features are represented
through local binary pattern histogram [10]. The depth features are formed through
SFF technique as in Sect. 2.2 and represented as local depth pattern histogram. All
three histograms are integrated to jointly represent the guidewire feature for robust
tracking. Local Binary Pattern (LBP) [10] represents the image texture through
spatial relation of pixels in gray level images. In order to enhance the anti-noise
immunity of LBP, robust extended local binary pattern (RELBP) [17] descriptor
replaces the individual pixel intensities by a Median filter response prior to LBP
encoding. The technique work well for texture representation of noisy images
especially corrupted with salt and pepper noise. However, in guidewire tracking the
fluoroscopic images may contains different types of noises and have low contrast /
illumination problems. For guidewire tracking using MS method, RELBP requires
a sort of adaptive filter selection. Based on RELBP concept, we have proposed
a novel method to represent the gray level spatial relation using adaptive filter
application before LBP encoding. Rather fixing the Median filter for whole sequence
we applied selected filters against performance at target initialization and whenever
the target model update is required to coup with changing target shape. We have
used two filters examined by Liu [17] i.e Gaussian and Median for noise immunity
and Top hat transform filter [18] for contrast and illumination variations. These
filters are applied on target region and an evaluation measure is used to rank the
selection criterion. Signal to noise ratio (SNR) is used as a measure of performance.
The filter producing highest value of SNR will be selected as filter  for LBP
representation.

Let I be the actual image having tracking window w with sub-windows of size
3�3 represented by f . The tracking window is chosen manually at initial frame and
updated using MS [9] algorithm. The modified LBP of f is,

hf D s. 
�
f � Nf �

/ (5)

Where s.x/ D 1 for x � 0 and s.x/ D 0 for x < 0, Nf is the mean gray level
value of f . The filter  is selected on the basics of SNR of original and filtered
window i.e.,

�i
SNR �������

�
f ; fi

�
(6)

where i D 1; 2; 3 for median, Gaussian and top-hat filter respectively.

 D
8
<

:

 1 for
�
�1 > �2&�1 > �3

�

 2 for
�
�2 > �1&�2 > �3

�

 3 otherwise
(7)
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Where � corresponds to SNR. Note that the filter  will be selected at initial stage
and each time the model need updation. The combined LBP of w is histogram hf

arranged in m-number of bins and named as filtered local binary pattern (FLBP).
Let D be the depth map obtained using SFF technique proposed in Sect. 2.2. By
considering the depth map as gray level image [19] the same procedure can be
adopted to obtain local depth map features hd named as filtered local depth map
pattern (FLDP). For both FLBP and FLDP, the standard LBP encoding scheme [10]
is used for histogram formulation, and the joint histograms of pixel intensities .hi/,
LBP .hf / and LDP .hd/ are concatenated for target model representation.

h D �
hi; hf ; hd

�
(8)

The proposed target model representation provides true discriminative features
require for tracking of featureless guidewire structure. Rest of implementation for
guidewire tracking is similar to conventional MS tracking approach [9]. This target
model representation can also be used for other tracking applications especially
where the target have nearby similar colour and shape objects.

3 Results and Discussion

The results of the proposed tracking and 3D shape reconstruction algorithms are
evaluated using cardiac vascular phantom placed on a beating heart simulator.
In the experiments the guidewire was moved to different orientation within the
vascular lumen phantom and sequences are captured through camera. Displacement
of camera height with respect to simulator changes the image focus regions. The
depth map is obtained by registering these multifocus images against vertical
distance using shape from focus technique. The depth map is further refined through
Gaussian interpolation based shape reconstruction technique. Some of the example
image sequences and corresponding 3D mesh representation are shown in Figs. 3
and 4 where a color scheme corresponds to the depth of each pixel relative to the
camera.

The guidewire tip tracking is manually initialized in first frame. For comparative
performance analysis we have used conventional MS [9], MS combined with
LBP features [10] and our proposed modified MS tracking technique. In the first
experiment Fig. 4, the guidewire sequence 1 has 32 frames of 640 � 480 pixels
with guidewire moving in too and froe in single vessel. The white coloured box
containing the tip of guidewire is manually initialized in first frame and then
automatically tracked in subsequent frames of whole sequence. The results shows
that the guidewire tip tracking performance of conventional MS algorithm is very
poor as it has lost the guidewire tip very soon whereas the MS combined with LBP
features stayed on the guidewire however could not track tip in whole sequence. On
the other hand proposed technique using MS intensity, texture and depth features
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Fig. 3 Tracking of Guidewire tip sequence 1 using ((a)–(d)) Conventional MS ((e)–(h)) MS
combined with LBP ((i)–(l)) Corresponding 3D representation ((m)–(p)) Proposed technique

robustly tracked the guidewire tip in whole sequence. The average numbers of
iterations are 2.30 for conventional MS, 3.65 for MS combined with LBP and 3.30
for proposed tracking technique respectively.

In the second experiment Fig. 4, the guidewire sequence 2 has 662 frames of
640 � 480 pixels. This sequence is more complex due to guidewire movements in
different directions. The tracking results are again similar to the previous sequence
where only the proposed technique using MS alongwith FLBP and FLDP features
successfully tracked the tip of guidewire in whole sequence and other techniques
could not perform task satisfactory. The average numbers of MS iterations in this
case are 2.25 for conventional MS, 3.42 for MS combined with LBP and 3.18 for
proposed tracking technique respectively.
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Fig. 4 Tracking of Guidewire tip sequence 2 using ((a)–(e)) Conventional MS ((f)–(j)) MS
combined with LBP ((k)–(o)) Corresponding 3D representation ((p)–(t)) Proposed technique

4 Conclusion

In this paper, a robust guidewire tip tracking and 3D shape representation method
based on Mean Shift algorithm is proposed. The proposed technique presents a
real time method to extract and track the position of a guide wire tip during
cardiovascular interventions under simulated X-ray fluoroscopy and beating heart
motion. The method integrates intensity, texture and depth map features for robust
MS tracking. Filtered local binary pattern histogram and filtered local depth pattern
histograms are used for encoding texture and depth features to have more robustness
in presence of noise and low signal to noise ratio. Shape from focus (SFF) is used for
depth map and three dimensional shape reconstruction of guidewire. The proposed
technique provides 3D visualization of guide wire and vessels to the surgeon as
well as real time robust guidewire tip tracking. Experimental results of guidewire
tip tracking and 3D shape recovery on image sequence acquired through beating
heart simulated phantom shows the significance of the proposed technique.
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Utilizing a Homecare Platform for Remote
Monitoring of Patients with Idiopathic
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Abstract Homecare and home telemonitoring are a focal point of emerging
healthcare schemes, with proven benefits for both patients, caregivers and providers,
including reduction of healthcare costs and improved patients’ quality of life,
especially in the case of chronic disease management. Studies have evaluated
solutions for remote monitoring of chronic patients based on technologies that allow
daily symptom and vital signs monitoring, tailored to the needs of specific diseases.
In this work, we present an affordable home telemonitoring system for patients with
idiopathic pulmonary fibrosis (IPF), based on an application for mobile devices and
Bluetooth-enabled sensors for pulse oximetry and blood pressure measurements.
Besides monitoring of vital signs, the system incorporates communication via
videoconferencing and emergency response, with support from a helpdesk service.
A pilot study was conducted, in order to verify the proposed solution’s feasibility.
The results support the utilization of the system for effective monitoring of patients
with IPF.
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1 Introduction and Related Work

Innovative technologies are increasingly applied in the field of medicine, offering
both patients and providers a wide range of benefits and transforming traditional
healthcare models. With the growing availability of home medical equipment and
the development of cloud-based services for secure storage, transfer and exchange
of health data, homecare and home telemonitoring are now a reality, responding
to the ever changing needs of patient care and becoming progressively more
affordable.

Although early applications of telemonitoring focused on acute episodic care
or post-surgery assessment, substantial positive impact can be achieved in follow-
up of chronic conditions, such as cardiovascular or pulmonary diseases, as chronic
patients are the heaviest users of healthcare services [1, 2]. Studies have indicated
various benefits that can be reaped from the adoption of home telemonitoring,
including reduced costs for providers, improved efficiency and superior coordina-
tion between caregivers, as well as higher quality of life for patients [1–7].

Remote patient monitoring and telecare are also a focal point of new directions
in respiratory care. The American Association for Respiratory Care has presented
a vision of respiratory care in 2015 and beyond that focuses on outpatient manage-
ment, with increased use of electronic health records, telemedicine and telecare in
all care settings and emphasis on homecare [8].

A number of studies have been conducted on the application and benefits
of home telemonitoring for patients with chronic obstructive pulmonary disease
(COPD), with the utilization of technologies that allow monitoring of symptoms
and vital signs [2, 4, 6, 9–11]. The results of these studies indicate potential
for improved care, decrease in healthcare and acute care utilization and thus
care costs, improved patient adherence and self-management, increased access
to healthcare and peace of mind for patients and their relatives. Similar studies
on patients with cystic fibrosis have additionally demonstrated improved health
results [1, 12–14]. The focus on COPD is understandable, considering the disease’s
prevalence globally. However, there is absence of studies on patients with less
common chronic pulmonary conditions, who are likely to benefit from the same
technologies.

In this work, we present a homecare system for telemonitoring of patients with
idiopathic pulmonary fibrosis, based on commodity hardware. The system enables
daily monitoring of a patient’s vital signs, includes communication features that
facilitate doctor-patient contact and provides emergency response. A pilot study has
been conducted at the Respiratory Medicine Department of the University Hospital
of Larissa, with the participation of the department’s physicians and patients, in
order to assess the feasibility of the proposed solution.
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2 Idiopathic Pulmonary Fibrosis

Idiopathic pulmonary fibrosis (IPF), is a chronic, progressive and irreversible
lung disease of unknown etiology that occurs in middle-aged and elderly adults.
According to most studies, IPF is more common in men and the mean age of onset
is typically 67–69 years [15]. The disease is characterized by increasing respiratory
symptoms, progressive worsening of dyspnea and pulmonary function, progressive
fibrosis of the lungs, acute respiratory decline and it is usually fatal. Studies suggest
a median survival time of 2–3 years after diagnosis [16]. In most cases, the patient
suffers from a gradual worsening of lung function over years, but there is also a
minority of patients that remains stable or declines rapidly. The natural history of
the disease is variable and unpredictable at the time of diagnosis, while patients may
have sub-clinical or overt co-morbid conditions, including pulmonary hypertension,
gastroesophageal reflux and emphysema [16].

The confident diagnosis of IPF is important, as it has implications for prognosis
and the creation of a disease management plan. As many other idiopathic interstitial
pneumonias and lung diseases present identical symptoms to IPF, but behave
differently in terms of progress, treatment responsiveness and prognosis, increased
accuracy can be achieved with a multidisciplinary approach [15, 16, 18].

According to the official guidelines for diagnosis and management of IPF [16],
published by the American Thoracic Society and the European Respiratory Society,
long-term oxygen therapy is recommended for patients with IPF and clinically sig-
nificant resting hypoxemia, as well as lung transplantation in appropriate patients. In
many cases, pulmonary rehabilitation should also be used, as well as corticosteroids
in patients with acute exacerbation of IPF. It is emphasized, however, that although
evidence-based recommendations apply to the typical patient, for individuals the
best treatment plan may differ and can be adjusted depending on the patient’s values
and preferences. In addition, there is not sufficient evidence to support the use of any
pharmacologic therapy for IPF to date, but some agents may have possible benefits
for individual patients.

The above highlight the importance of palliative care in improving patients’
quality of life and the need for monitoring of patients with IPF, in order to appreciate
worsening of symptoms and oxygenation, detect treatment complications, identify
the course of the disease and initiate timely, appropriate therapeutic interventions.
Detailed guidelines for monitoring of the clinical course of the disease, including
disease progression, worsening of symptoms and comorbidities can be found in
[16]. A practice that is common with other pulmonary diseases is the monitoring of
oxygen saturation by pulse oximetry.

Oxygen saturation should be measured in all IPF patients at rest and with
exertion, in order to assure adequacy of oxygenation. The technologies mentioned
in the previous section allow for daily measurements of such vital signs in
real conditions, providing continuous monitoring of the patient’s status, with no
significant rise in cost for the provider or the patients themselves. In addition,
home telemonitoring should facilitate monitoring of patients that live in rural areas,
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who might not be able to schedule follow up visits as frequently as others. Most
importantly, a telemonitoring service is expected to provide IPF patients with better
awareness of their condition and reassurance that a health professional will be
notified in case of need, as it has been reported in studies on patients with other
chronic conditions.

3 Utilized Patient Monitoring Platform and Use Case
Scenarios

The utilized patient monitoring platform is a homecare system for assisted indepen-
dent living that incorporates health monitoring features, communication and social
networking between users, as well as features for emergency response, with the
support of a helpdesk service. The system exploits wireless medical sensors and
wearables for vital signs and physical activity tracking. All medical information is
securely stored in cloud infrastructure and controlled access to the data is managed
by the user.

The platform consists of four main sub-systems, an application for smart devices,
a web-based application, a helpdesk application and a cloud back-end platform. The
application for end-users is an Android application. Besides the core functionality
for communicating with the back-end, the mobile application allows for the
integration of Bluetooth devices, sensors and wearables. The web-based application
includes functionalities for interacting with all user types, configuring the user and
application parameters, and also for visualizing the biosignals and health records.
The helpdesk application is accessible by healthcare operators, which receive the
emergency requests from patients and trigger appropriate actions. Finally, the
platform back-end is set of several cloud-based services and components. The
architecture of the utilized platform is illustrated in Fig. 1.

3.1 Use Case Scenarios

In this section we discuss the platform’s functionalities and the main use case
scenarios adopted in this study. Patients access the system through the mobile
application, which enables the following functionalities.

Vital Signs Monitoring and Personal Health Record (PHR) When the patient
is required to perform a measurement, they use the appropriate sensor. The
measurement is automatically transmitted to the tablet and uploaded to the patient’s
PHR. The patient can also view past measurements on the tablet.
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Fig. 1 Homecare platform system architecture

Videoconferencing and Social Contact Patients can communicate with their
doctors via videoconferencing. While videoconferencing with a doctor is active, the
patient can perform measurements of their vital signs and the results are displayed
to both users. Relatives and friends can be added to the patient’s contact list and
access the system from their own devices and communicate with the patient via
videoconferencing, as well as receive valuable information about the patient’s well-
being and notification in case of need. Patients can also view photos and videos of
their contacts and upload content of their own.

Reminders Patients or their caregivers can set reminders, for health-related tasks,
such as doctor appointments, or non-medical tasks, such as daily activities and social
engagements.

Emergency Call In case of emergency, the patient can contact the service’s
helpdesk, with a single touch, to receive assistance and medical advice.

The main use cases concerning the patient are illustrated in Fig. 2.
Doctors access the system through the web application, which provides tools for

monitoring their patients.

Patient Monitoring Parameters For each patient, the doctor can set a schedule
of daily biosignal measurements, along with the respective acceptable ranges. The
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Fig. 2 Patient use cases

system can be set to automatically create the appropriate reminders for the patient.
In case a measurement exceeds the acceptable range, an alert is sent to the doctor,
as well as the helpdesk.

PHR The doctor can view the patient’s PHR and update certain information, such
as prescribed medications. They can also choose to receive automated weekly
reports for each patient, containing all new data in the patient’s PHR.

The main use cases concerning the doctor are illustrated in Fig. 3.

4 Pilot Setup and Evaluation

A 6-month pilot study has been conducted at the Respiratory Medicine Department
of the University Hospital of Larissa, with the participation of physicians and
patients. The patients’ enrollment in the pilot did not substitute or affect in any
way their schedule of regular visits to the clinic.
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Fig. 3 Doctor use cases

Table 1 Patients’ clinical characteristics

Variable Value (mean˙ SD)

Age (years) 67.6˙ 8.4
Gender (male/female) 14/6
Smoking habit (non-smoker/ex-smoker) 12/8
Pack-years 51.26˙ 14.33
FVC (%pred) 70.77˙ 17.39
FEV1/FVC 87˙ 13.7
DLCO (%pred) 40.23˙ 19.88
RV (%pred) 69.74˙ 20.85
TLC (%pred) 64.27˙ 13.11

4.1 Patients

A total of 20 patients have been involved in the pilot study, of which 6 are female
and 14 are male, 15 with IPF and 5 with combined IPF and emphysema. The mean
age is 67.6 years. Six of these patients receive long-term oxygen therapy at home.

Diagnosis of the patients’ condition (IPF or combination of IPF with emphy-
sema) was based on internationally accepted criteria [16, 17]. The only exclusion
criteria were lack of ability to use the provided equipment or refusal of the patient
to participate in the study. Table 1 provides a summary of the patients’ clinical
characteristics. The geographic dispersion of the pilot participants is displayed in
Fig. 4.
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Fig. 4 Geographic dispersion of pilot participants

4.2 Study Protocol

Each patient was provided with an Android tablet with the mobile application pre-
installed, as well as Bluetooth-enabled pulse oximeter and blood pressure meter.
Internet connectivity at the patients’ residences was ensured before enrollment.

Patients were instructed by their attending doctor to perform daily measurements
of oxygen saturation and blood pressure. The attending doctor set the measurement
schedule and respective thresholds for each patient through the web application, as
well as the list of prescribed medication regimens (if applicable), and set reminders
to enforce adherence to the schedule, if needed.

All measurements were automatically saved in the patients’ PHRs and were
accessible to the attending doctor. The attending doctor was able to view measure-
ments at any time, but also in the weekly reports that were automatically created for
each patient by the system. In case of measurements that exceeded the respective
threshold, the doctor was immediately notified via SMS or email.

The attending doctor contacted each patient on a weekly basis via the platform’s
videoconferencing functionality. Patients were also encouraged to add their close
relatives in their contact list, in order to be able to communicate through the system
with them, too. Patients were assisted by a helpdesk service that handled technical
support, but also emergency incidents.

Regular assessments of the patients’ status were performed using well-
established questionnaires (Saint George’s Respiratory Questionnaire [19] and
InterRAI [20]). The patients have also been asked to answer to user satisfaction
questionnaires. The data collected will be analyzed in the future for impact
assessment.
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4.3 Results

All patients have been consistently adherent to their measurements schedule and
medication regimen (when applicable) for the duration of pilot. Most patients did
not require reminders to enforce their treatment schedule.

No significant technical issues or problems with the system’s usability were
presented. Approximately 70% of the participants were able to use the system with
confidence even without support. Similarly, the system presented no difficulty for
caregivers either.

Most of the participants live close to their families and thus did not take
advantage of the system’s social features. However, these features were appreciated
and actively used by the relatives of those patients that live alone.

During the course of the pilot, patients mostly used the emergency call feature in
cases of technical issues. Within these 6 months, a total of three medical emergen-
cies occurred. Two of these emergency calls where placed by the patients themselves
and one call was placed by a patient’s daughter. All incidents where handled in a
timely manner and the appropriate form of help was routed immediately.

5 Discussion and Conclusions

In this work, we have presented the utilization of a homecare platform for remote
monitoring of patients with IPF. The system is based on commodity hardware,
making it an affordable telemonitoring option that has the potential to positively
impact patients’ quality of life, facilitate doctor-patient communication and provide
timely support in emergencies.

The results of the first 6 months of our pilot study indicate that most patients
-even those of greater age- are able to use the system confidently, without major dif-
ficulty or need for constant support. Most importantly, no patient has abandoned use
of the system, which appears to have integrated well with their daily routines. The
consistency that the participants have demonstrated in their monitoring schedules
can be partially attributed to the high level of adherence that is usually characteristic
of IPF patients, but would not be possible if the patients did not feel comfortable
using the system. Correspondingly, doctors have easily familiarized themselves with
the system and incorporated it in their care process, while continuous monitoring of
their patients has enabled them to achieve more accurate and confident assessment of
each patient’s status and timely decide on appropriate adjustments to their treatment.

Patients have made use of the emergency call service in cases of need, which
appears to be a very important feature for their relatives, as it provides an
immediately available, reliable and comforting source of support in times of need.
Similarly, the patient’s relatives seem to appreciate the system’s communication
capabilities, even more than the patients themselves.
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Overall, the results are supportive and indicative of the benefits that the system
offers to patients, relatives and doctors. As the study continues, data gathered via
questionnaires will allow for impact analysis and assessment of user satisfaction.
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IoT Contextual Factors on Healthcare

Konstantinos Michalakis and George Caridakis

Abstract With the emergence of the Internet of Things, new services in healthcare
will be available and existing systems will be integrated in the IoT framework,
providing automated medical supervision and efficient medical treatment. Context
awareness plays a critical role in realizing the vision of the IoT, providing rich
contextual information that can help the system act more efficiently. Since context
in healthcare has its unique characteristics, it is necessary to define an appropriate
context aware framework for healthcare IoT applications. We identify this context as
perceived in healthcare applications and describe the context aware procedures. We
also present an architecture that connects the sensors that measure biometric data
with the sensory networks of the environment and the various IoT middleware that
reside in the geographical area. Finally, we discuss the challenges for the realization
of this vision.

Keywords Internet of Things • Context-awareness • Sensors • Healthcare

1 Introduction

Improving the efficiency of healthcare infrastructure is a major challenge of
modern-day society [1]. Most of the medical supervision and management is
still manually executed by nursing staff [2]. The adoption of information and
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communication technologies (ICT) within the healthcare section has led to notions
like e-health and m-health [3]. Emerging concepts and procedures of ICT, such as
the Internet of Things, and Cloud Computing [4] can offer new ways to provide
efficient healthcare to the communities.

With the advent of the Internet of Things (IoT), a wide range of applications
and services is conceivable. The basic idea of the IoT is the pervasive presence
of “things” around us that can interact with each other and through the Internet
infrastructure with other things or systems across the world, providing personalized
services on run-time [5]. The Internet of Things empowers all those connected
objects with a seemingly “smart” behavior, adding appropriate reactions to events
and situations, caused by users or the environment.

Healthcare represents one of the most attractive applications of the IoT. It has the
potential to provide services such as remote medical treatment, automated health
monitoring, telemedicine and elderly care. Through the evolution of medical devices
with added smart functionality and their connection to the IoT infrastructure, a
new network for healthcare is developed, called the IoThNet [6]. It can access
the IoT backbone, facilitating the communication of medical data and deployment
of medical services. Solanas et al. [3] coined the term Smart Health (s-health), to
describe this fusion of healthcare with ICT.

A full deployment of the IoT, overall and thus also in healthcare, has yet to
be implemented and only some systems partially covering the IoT vision have
been deployed [7]. Technologies from various fields will contribute towards this
direction, overcoming challenges like reliability, interoperability, security, privacy
etc. Among those, Context-awareness (CA) plays a prominent role in refining and
enhancing the acquired/sensed data either medical, personal or environmental. It
was originally conceived as a feature of Ubiquitous and Pervasive systems and
was expanded to the area of the IoT, where a huge number of sensors will be
deployed, making it infeasible to process all sensed data. Context-awareness will
provide the techniques to decide which data is needed and which not, decreasing
the computational costs and making the systems quicker and more efficient [8].

Especially in the field of healthcare, and in applications such as health monitor-
ing, wearable objects will output great volumes of data, which will require filtering
techniques. Furthermore, contextual data about the environment and conditions of
a user’s state may be relevant and a fusion of all those parameters can provide
contextual information of higher value than a simple merging of sensory output
[9]. Context awareness provides the tools and techniques for this procedure.

The rest of this paper is organized as follows: Sect. 2 reviews the literature
and Sect. 3 proposes a new architecture scheme for the IoThNet, with CA as
a focal point. Context extraction and context awareness are analyzed at Sect. 4,
under perspective of the proposed system, while a case study is presented to show
the functionality. Section 5 reviews some healthcare applications and showcases
potential use cases of the proposed system. Section 6 discusses challenges that lay
ahead on the roadmap of a fully deployed IoThNet. Finally, Sect. 7 concludes with
final remarks and presents future and ongoing work.
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2 Related Work

The first crucial step of the realization of IoThNet is the design of the architecture,
which outlines the data transmissions and communications needed for the desired
functionality. Islam et al. [6] reviewing the field identify some unique characteristics
of healthcare such as the need for complicated body sensors and the urgency of
system behaviors/decisions. There are many prototype architecture schemes on
general IoT platforms in the literature, but the usage of one of those would fail
to incorporate those characteristics of healthcare.

Jones et al. [10] describes a generic architecture for smart healthcare. It is a good
starting point since it includes many features widely used in the field, like BANs.
The Body Area Network (BAN) concept enables wireless communication between
various miniaturized body sensors and a central body unit [11]. Jones’ scheme was
designed for mobile health monitoring scenarios, thus lacking the vision of IoThNet,
e.g. ignoring environmental data.

The BAN works in conjunction with the Personal Area Network (PAN), which
is responsible to connect all devices and sensors that reside in the personal area,
but are not part of the Body Area (which mostly means they are not wearable smart
objects). This subsystem is critical for obtaining all the contextual data that may not
originate by the user, yet they may affect him on a very direct way. Objects like
temperature, pressure or luminosity sensors, cameras and GPS are among the more
common elements of PAN [9].

Zhu et al. [12] propose a scheme for a sensing platform for e-Health. It is
part of the SPHERE umbrella project, providing a system scenario on Ambient
Assisted Living (AAL). Also, Islam et al. [6] present various schemes for the
IoThNet topology, adding the IoT connectivity to BANs, for remote monitoring
in wearables and personalized healthcare. Lu and Fu [13] introduce the notion of
Ambient Intelligent Compliant Objects (AICOs) as the building blocks of the Smart
Health infrastructure. AICOs can capture the context and reliably transmit it to the
higher layer, creating ambient intelligence.

3 Proposed Architecture

Blending the ideas and notions of the previously mentioned efforts, we propose the
architecture scheme depicted in Fig. 1. Context Awareness plays a critical role in
the proposed scheme, tagging the sensed medical data with added value. The core
of the Wireless Sensory Network consists of the BAN and the PAN.

• BAN: It consists of all the wearable sensors of the person, such as: cardiograph,
glucose meters, pulse oximeter, skin electrodes, accelerometer, temperature
probe etc. [14]. Communication inside the BAN is wireless, with low power
sensors sending their low volume data to the Mobile Base Unit (MBU), which
often will be either a smart phone, or a smart watch.
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Fig. 1 Proposed architecture of IoThNet

• MBU: This unit is responsible for the communication inside the BAN, but also
for extraBAN connectivity [10]. Its functionality is a three step procedure:

1. Data acquisition from BAN sensors
2. Preprocessing of data on the Personalized Context Module. Taking into consid-

eration the history of the users and the Rules set for specific needs, the sensed
data are prefiltered, discarded or tagged with extra context before they are sent to
the next layer.

3. Data disposition to the IoT middleware

Apart from this functionality, the MBU features a UI, which can visually inform
the user on certain body indications, deviations in measurements, as well as to allow
him to adjust the module’s processing behavior.

• PAN: The Personal Area Network consists of various AICOs, which are smart
objects located around the (temporary) space of the user, such as cameras and
microphones, environmental sensors, smart machines etc.

• Lu and Fu [13] have used AICOs to efficiently recognize activities, information
with high value when developing an automated healthcare system.

• IoT Middleware: It is part of the IoT backbone. Usually at a fixed location,
this module is responsible to apply appropriate algorithms on the acquired data
from the AICOs and the MBUs of its area of interest and make the correct
decisions. It consists of two basic components: the Reasoning Machine that runs
the algorithms and the Context Broker that fetches the appropriate contextual data
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for every scenario [15]. Having the whole picture in hand, the IoT middleware
can reach to more accurate conclusions than the MBU and it lies at the end of
the Local Services area. Beyond that, the Middleware communicates through the
IoT infrastructure with the outer world, getting automated or manual feedback
and adjusting the required actions accordingly.

• Back End: This in general describes all the IoT modules that reside on the
backbone and are responsible for wider range calculations. The Clinical Back
End is not the only one, but it is the one responsible for Healthcare issues.
Modules of the Clinical back end may be found at hospitals and other medical
institutions and have the ability to contact health professionals, carers or the
family of the person of interest. This is the last automated step, providing all
the necessary data to qualified attenders so that they can take the correct actions
based on the crisis information acquired through the whole procedure.

The proposed architecture combines both Local Services and IoT services,
(i.e. automated health profile retrieval, automated calls for medical emergencies)
providing inoperability and varied levels of accuracy and speed in action taking.
The context is gradually built from the low level data from sensors of the Body
to the medium level sensors of the Personal Area and the high level contextual
data found in Medical Libraries, Databases and other sources. The final product of
Context Aware Computing is information stripped of all unnecessary data, tagged
with derived and contextual data and ready to be processed by the specialized staff
(manually or automatically).

4 Context-Awareness in Healthcare

Context awareness (CA) in Healthcare refers to the ability of the system to be aware
of the various parameters of the environment into which a patient resides, including
the patient and intelligently react upon this awareness [16]. Context in healthcare is
not different compared to other fields. Many sensor data can be used both in medical
treatment cases and in general smart home applications.

There are many categorization schemes of context in the literature. Abowd and
Mynatt [17] use a conceptual approach presenting the five Ws as the minimum
information needed to understand context. We will view this categorization under
the healthcare perspective.

• “Who” is answered not only with the identity of the user but also those around
him/her. The surrounding people can be classified depending on the relevancy to
the user’s healthcare: medical staff, personal curator, doctor, relative, acquain-
tance or irrelevant. Anonymization and privacy should be handled delicately.

• “Where” is interested in the location of the user, especially related to medical
centers. Possible classifications could be: inside hospital/medical center, home,
close to medical facilities, remote.
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• “When” deals with temporal connections especially relevant to healthcare events.
Recently after an accident, around time for the medicine treatment, during
extreme weather conditions are some probable tags of the timestamp.

• “What” is interested in the objects of interest of the user. The object is a general
term describing any activity performed, any physical object used, any biometric
value measured. It provides the inanimate things surrounding the users that affect
their condition.

• “Why” is the hardest question to be answered, requiring the fusion of all the
previous Ws. Usually, the answer to “Why” is the end product of the CA
computing, which determines the system’s next actions. Detecting a fall, the
system tries to reason why the user fell and accordingly it can decide if there
is need for immediate action or the fall was a normal part of an activity.

Those five questions combined together can give a satisfactory description of
a person’s medical state. The Context, as described in the five Ws, is generated
through a procedure called Context Life Cycle. In general the Context Life
Cycle consists of four steps: Acquisition, Modeling, Reasoning and Dissemination
[8]. This life cycle can be applied to every field, including the Medical and
Healthcare.

a) Context Acquisition. The main input of context is through sensors located at
the BAN or PAN of a person. Sensors measuring temperature, glucose, pulse,
acceleration etc. on wearable devices, but also cameras and smart objects located
at the area provide contextual data to the CA agent. Context is not only sensed
through sensors [18]. A patient’s health record, the past activities and temporal
and spatial preferences may also provide useful data. Thus, context can be
categorized into sensed (which can be measured directly by sensors), profiled
(which can be retrieved, usually by medical databases) and derived (complex
context computed by primary contextual sources i.e. a person’s activity).

b) Context Modeling/Reasoning. After the context acquisition, a CA agent is
responsible to model and reason on it. Many techniques exist for both steps,
with the rules and ontology being the most prominent in literature. Paganelli and
Giuli [19] propose an ontology based context model for monitoring on chronic
patients.

c) Context Dissemination. The process ends with the dissemination of the derived
contextual information towards the appropriate channels of interest. This step
depends on the alert level caused by the deductions of the CA computing
procedure. Typically the dissemination targets include both the medical staff
appropriate to take action in emergencies and the registered relatives of the
patient.

Our proposed architecture of Fig. 1 includes the previously mentioned steps of
CA computing. Due to the nature of Healthcare, this context life cycle is repeated
twice: at the Mobile Base Unit and at the IoT Middleware. Their difference lies
only in scope. Since the MBU is located on the person’s body, it is limited only
to those sensors that are directly related to that person. On the other hand, the IoT
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Middleware, having at its disposal other sensors of the area, as well as medical
databases and other external data, can execute more complex deductions of the
person’s medical state. What the first level lacks in scope though, it gains in
frequency of updates and speed of reaction.

4.1 Use Case

We will demonstrate the flow of context in our architecture through a scenario:

Lucian is middle-aged suffering from kinetic problems caused by a recent accident.
He is recovering at home, using some wearables to track his health state,
organized by an application on his smart phone. Lately he started trying to walk
again slowly around the house.

At some point, Lucian’s pulse sensor is indicating abnormal measures that flow into
the MBU module, initiating a CA computing process. The MBU, responsible for
the low level procedure, pulls measures from the other sensors of the BAN, which
show normality. Furthermore, retrieving Lucian’s history that shows increased
stress for that specific period of the day, the Reasoning Engine of the MBU
reasons that the emergency does not demand any action and closes the process
by storing the event to the database.

At another point, more than one BAN sensors indicate abnormality (increased pulse
rate, fluctuations from the accelerometer etc.). Immediately, the MBU pings the
other sensors, some of which also respond with alarming measurements. The
UI of the MBU alerts Lucian with a sound initiating an emergency situation,
which he may accept or decline. In case of a time over or a positive user
input, the acquired contextual data is sent to the IoT middleware, which will
conduct the second level of CA computing. Retrieving data from AICOs around
the area, the IoT middleware can deduce that Lucian is in fact motionless and
soundless, which indicates a possible fall and faint. This logical deduction of the
acquired context is disseminated through the IoT infrastructure to all interested
part i.e. closest hospital, relatives and personal curator, thus concluding the CA
computing process.

Various components and systems have been proposed in the literature that could
fit into our proposed architecture. Islam et al. [6] stress the need for an embedded
context prediction (ECP) service applied over the IoThNet. Since most context
reasoning techniques work with probabilities, a CA computing procedure always
tries to predict the outcome of the acquired context, e.g. abnormal health indicators
at pulse and accelerometer may predict a fall for the supervised person.

Activity Recognition is another important feature of CA computing since it helps
determine the physiological state of a person. Correlating it with vital signs, a more
concrete understanding of the person’s current context is possible [20]. This process
can be executed only at the IoT Middleware of our proposed architecture, since
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only this module is linked with the AICOs located at the Personal Area, which
help determine the activity performed. Lu and Fu [13] use AICOs to build a robust
activity recognition component in Attentive Homes.

Prioritization and reliability are two crucial characteristics of a well performing
CA system. Although in many case scenarios, sensors respond with accuracy
and submission, this is not always the case. Incorrect measurements are probable
because of the low cost requirement of the billions of sensors applied through the
IoT in its full realization [7]. Also in case of high stress situations, multiple data
flows may cause loss of important information, so some kind of prioritization is
required. Viswanathan et al. [20] propose a novel QoS-aware wireless communi-
cation solution that deals with those issues, mainly through multihop routing via
neighboring BANs.

Finally, the ERMHAN project provides a system with components that incorpo-
rate various notions like the variable alarm levels and a context broker that notifies
the interested parts when some context has changed. Also it implements an ontology
and rule based reasoning machine that can work for home based medical care and
assistance [21].

5 Applications in Healthcare

The IoT is anticipated to give access to a variety of healthcare services for a
wide range of the population, providing automated medical treatment and efficient
reaction in emergencies [22]. Islam et al. [6] provide an extended list of such
services and applications. We will review some of them under the Context-
Awareness perspective of our proposed architecture.

• Ambient Assisted Living (AAL) is a healthcare variant of the Smart Home. The
main purpose is to provide an independent way of living for the elderly and
other people, ensuring greater autonomy and supervision to detect any problem.
Since AAL is mostly restricted to a certain living space, our architecture works
efficiently, providing local services based quickly and efficiently. The context is
available on spot, by the sensors deployed on the BAN and PAN of the person in
interest. It could be argued that the architecture was especially designed to face
the challenges set by AAL.

• Medical Status monitoring. Similar to AAL, it limits its range of responsi-
bilities to the constant monitoring of medical status. Among the most usual
measurements are: Glucose Sensing, Electrocardiogram, Blood pressure, Body
Temperature and Oxygen Saturation. The Context life cycle is similar to that of
AAL. Sensors on the body indicate abnormalities that need to be investigated by
acquiring richer contextual data from surrounding sensors.

• Fall detection. Being among the leading causes of death over 65, accidental
falls have received enough attention by IoT researchers. Accelerometers and
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gyroscopes are the most common sensors used but some studies propose
unobtrusive use of ambient video surveillance [23].

• Activities of daily living. Related to fall detection, recognizing the activity is
contextual information of high value in all healthcare applications. Although
not itself an application, this functionality can be viewed as an autonomous
procedure which can cooperate with healthcare (and other) applications. In
our proposed architecture, it is executed by the IoT Middleware, which then
disseminates the type of recognized activity to all interested modules (among
which is the healthcare module).

• Medication management. Noncompliance and neglect of medication intake are
common especially when cognitive disabilities are present. The IoT infrastruc-
ture can provide services against this, by adding appropriate sensors on medicine
packaging. The context is rather simple in this application. The patient has
either taken his medication or not at the intended time, information that can be
transmitted to designated curators.

• There are many other applications like the Wheelchair Management, Rehabil-
itation System, mobile-Healthcare solutions, Community Health and Children
Health Information that can be positively affected by IoThNet functionality. In
each case, the context can be acquired, reasoned and disseminated using some of
the components of the proposed architecture, which works independently of the
service in use.

6 Challenges

The concept of utilizing the IoT infrastructure for automated healthcare sets many
challenges that need to be addressed, on various independent research areas. Solanas
et al. [3] address the challenges that their coined s-health needs to overcome.
Similarly, context aware computing as a functionality that acts complementarily
faces its own challenges.

• Standardization and sensor integration—Due to the wide range of the IoT
applications, various stakeholders, institutions and leading companies have
already developed different non-compatible protocols and standards. Although
compatibility solutions may be possible for larger objects, the low complexity
of sensors requires some standardization. RFID and 6LoWPAN seem the most
probable candidates as the protocols for the Wireless Sensor Network, but
appropriate standard should be set upon other procedures as well [24].

• Multidisciplinary research—Since many of the IoT related technological chal-
lenges posed on the field of healthcare exist on other fields as well, it is
crucial that those multidisciplinary research groups that address those issues
interact and collaborate. Similarly, research on context awareness, can benefit
from cooperation of varied groups that work on context acquisition or reasoning
techniques, whether they are applied to healthcare services or not.
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• Security and privacy—People show a greater sensitivity when sharing their
personal health data. It follows that privacy and security are of higher importance
for such services of the IoT compared to others. They both must be ensured
throughout the healthcare application scenario. Several proposals have been
provided for encryption and security policies [25], while privacy issues have been
addressed by non-obtrusive camera use, but still there is enough protest against
collecting private data despite the assurances given.

• Cloud computing—The creation of smart environments for automated medical
care will require the collection and analysis of huge numbers of data relevant
in the context of smart health. Cloud computing can provide the backbone for
intense computing procedures. CA agents and other IoT middleware could use
Cloud resources to perform computations of less emergent scenarios, so that
they can be available for more urgent situations. Yet, it is not straightforward to
implement Cloud computing on IoT services if security, privacy and accessibility
issues aren’t solved first [26].

7 Conclusions

The emergence of IoT with its wide scope has enabled a range of services among
which one of the most prominent is the automated medical treatment and healthcare,
called smart health. This paper proposes a framework for the development of
IoThNet, the IoT variable for healthcare, which combines the BAN and PAN areas
of the user with the existing IoT infrastructure to provide a seamless functionality.

At the core of this framework lies the Context Aware Computing, which plays
a critical role at implementing efficiently many of the applications and services
required smart health, as it provides rich contextual information from various
sensors and data sources. The Context Life Cycle of acquiring, modeling, reasoning
and disseminating the context is tackled by the framework and the interconnections
between the various smart objects are established.

In our vision of the IoT, the Mobile Base Units of the users and all the IoT
Middleware will have a context aware module that can perform the necessary CA
functions for gathering and reasoning on context data. Such modules will have GUIs
to allow the users to interact with the system, provide new rules and customize its
functionality, in order to provide a more complete Human Computer Interaction.

Our future plans are to develop and validate a prototype that will deliver the
promised functionality. Our focus will be on the contextual factors that affect
the functionality of smart health, while providing a robust system that can be
connected with existing IoT middleware and other infrastructure. Although the road
is still long ahead of us, the IoT is emerging as a life-changer, especially in the
field of healthcare. It is thus of great importance to improve and establish critical
technologies like Context Aware Computing.
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Methods and Patterns for User-Friendly
Quantum Programming

Alexandros Singh, Konstantinos Giannakis, Kalliopi Kastampolidou,
and Christos Papalitsas

Abstract The power and efficiency of particular quantum algorithms over classical
ones has been proved. The rise of quantum computing and algorithms has high-
lighted the need for appropriate programming means and tools. Here, we present a
brief overview of some techniques and a proposed methodology in writing quantum
programs and designing languages. Our approach offers “user-friendly” features
to ease the development of such programs. We also give indicative snippets in
an untyped fragment of the Qumin language, describing well-known quantum
algorithms.

Keywords Quantum programming • Quantum programming language • Func-
tional programming • Qumin

1 Introduction

With Moore’s law reaching an apparent plateau, attention to unconventional com-
puting paradigms is ever increasing. Quantum computation, that is, computing
based on quantum mechanical principles, is among the most sought-after of these.
While quantum computing is still in relative infancy, quantum algorithms show very
promising results. For example Grover’s algorithm, which can be used as a database
search algorithm, offers a quadratic speed-up over its classical counterparts, outpac-
ing any classical algorithm [1].

Grover’s algorithm can also be used to brute force a symmetric cryptographic
key with orders of magnitude more efficiency than any other classical algorithm.
Another popular quantum algorithm is Shor’s algorithm which can factor any integer
N in polynomial time and could make many modern cryptographic systems (such
as RSA) obsolete [2].

The above observations have attracted the attention, not only of academia, but
also of the industry and various funding sources. The pursuit of novel and efficient
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computing technologies has already led to the raise of investments and funding
schemes that aim to profit from proposed current and future quantum computing
systems, with D-Wave System being a notable example [3].

Quantum programming has experienced a surge of interest, with many theoretical
models being proposed from quantum circuits to lambda calculi/type systems [4–8],
quantum logics, and quantum assembly languages [9–11]. Quantum Programming
Languages (QPL) allow us to argue about quantum algorithms beyond the hardware-
like level of quantum circuits which they are frequently described in. Such a
higher level description of quantum algorithms would include features such as data
structures, procedures, and syntactic constructions such as control flow statements:
recursion, loops, conditionals, etc.

Works like [12] have tried to formulate some basic requirements one would
expect a QPL to fulfil. These vary accordingly to the underlying paradigm,
with frequent requirements amongst others being: completeness, extensibility,
abstracting away and being independent from the underlying machinery, and being
expressive enough to allow one to define quantum data structures, oracles etc.,
handling of measurement, handling of quantum memory/registers. A QPL that
fulfils the aforementioned requirements would open the road for the application of
quantum computing in various areas such as networks, databases, cryptography and
telecommunications, leading to revolutionary innovations in many fields crucial to
our modern computing-intensive world.

In this work we present a brief overview of some techniques, algorithms and
patterns we consider helpful in writing quantum programs and designing languages
that offer “user-friendly” features to ease the development of such programs. We
also give indicative code snippets in a fragment of the Qumin language.

Qumin has an experimental implementation in a Python programming language
environment [13], using the libraries numpy for matrix/vector calculations and
parsimonious for parsing. The implementation consists of the interpreter for
the language, tools for parsing and typechecking and auxiliary tools for parsing
type signatures and automatically generating various types.

This paper is organized as follows: Sect. 2 includes the related work. In Sect. 3
we describe an extension of the untyped lambda calculus, whereas Sect. 4 is our
main contribution. Specifically, we discuss and illustrate by examples, the proposed
techniques for programming in a quantum framework. Finally, a discussion of our
results and plans for future work is included in Sect. 5.

2 Related Works

For a comprehensive introduction to quantum computing we refer the reader to
the work of Nielsen and Chuang in [14]. Various models and paradigms have
been defined for quantum programming and a handful of fully-fledged quantum
programming languages have already been implemented, as we discuss below.
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The field of quantum algorithms has produced a number of very interesting
works. Among them, Shor’s [2] and Grover’s algorithms [1] are some of the better
known ones. Quantum programming has experienced a surge of interest, with
many theoretical models being proposed from the well-established quantum circuits
to experimental (typed and untyped) lambda calculi, type systems [4, 6–8], and
quantum assembly languages [9–11].

Such models include the popular QRAM model: a register machine capable
of performing quantum operations (such as preparing a quantum state, unitary
transformations and measurement of quantum registers), which is controlled by
a classical computer. Some descriptions and/or implementations of QPLs include
the functional languages Quipper [6], QML [4], QPL [11], QLISP [10], and the
imperative languages QCL [12, 15] and LanQ [16].

In [17] the authors Sanders and Zuliani also present a quantum programming
language, the qGCL based on the Guarded Command Language, along with its
formal semantics. Additionally, the above work includes some examples of actual
quantum algorithms expressed in the aforementioned language.

3 A Naive Extension of the Untyped Lambda Calculus

To prepare the ground for our upcoming discussion of algorithms and patterns, it
would be beneficial to first discuss the theory of untyped lambda calculus, extended
with some primitive operations and constants, in order to facilitate operations in
Hilbert spaces H, which we will refer to as �H .

t := (term)
x (variable)
v (vector)
U (operator)
.U � v/ (operator application)
.v ˝ v/ (tensor product)
measure.v/ (measurement)
�x:t (abstraction)
t t (application)

Where, for a given Hilbert space H,

• v belongs to the set of normalized vectors of H.
• U belongs to the set of matrix representations of unitary operators of H.
• U � v is operator application, by way of matrix multiplication: Uv.
• v ˝ v is the tensor/Kronecker product of two vectors/matrices.
• measure.v/ is measurement of state v in the computational basis. (returns state

after collapse)
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In practice, the parentheses and the multiplication dot can be omitted when the
meaning is clear. For example, Deutsch’s algorithm is expressed in �H as such:

�Uf :measure..H ˝ I/Uf .H ˝H/.j0i ˝ j1i//

Where Uf is the matrix that corresponds to the oracle of a binary function:

f W f0; 1g ! f0; 1g
Uf .jx; yi/ D jx; y˚ f .x/i

4 Programming in Qumin

We will focus on the dynamically typed fragment of the language Qumin. The
central construct we are interested in is that of an function as captured by the lambda
abstraction. For example �x:xC 5 is written in Qumin as such:

lambda.x/f.xC 5/g

Lambda abstractions can be invoked in-line by including arguments in a paren-
thesis as such:

lambda.x;y/f.xC 5/g.3;5/

Which would evaluate to 8.
Qumin, being a functional programming language, places great significance in

the notion of functions. Functions are first-class citizens, in that they can be passed
around and returned as any other primitive, like lists or numbers, and can be bound
to identifiers. The returned value of a function is the last evaluated expression in
its body. For example, a function that takes another function and applies it to an
argument:

lambda.f;x/ff.x/g.lambda.x/f.xC x/g;5/

Which evaluates to 10.
To define a named function, we attach a lambda abstraction to an identifier. For

example f .x/ D xC 5 is written in Qumin as such:

let f = lambda(x){
(x + 5)

}

And can be invoked as such:

f.5/

Which of course evaluates to 10.
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Qumin also supports implicit partial application:

let f(x,y){
(x + y)

}
let partiallyApplied = f(10)
partiallyApplied(30) => 40

Finally, specifically in the case of binary functions, we can also call them in infix
notation: (argument1 function argument2). For example:

let myOp = lambda(x,y){
parindent (x + (3 * y))

}
(5 myOp 10) => 35

Arithmetic operators (+,-,*/) in Qumin are defined as any other function
would be, we just call them infix for clarity.

4.1 Quantum Programming in Qumin

4.1.1 Vectors and Matrices

Vectors and matrices are of central importance in quantum computing, where they
represent the state/qubits of a system and unitary operators/gates respectively. In
Qumin vectors and matrices are implemented using lists and lists of lists. For
example a state j i D a j0i C b j1i in the two-dimensional space H, is written
in Qumin as such:

let psi D Œab�

While, for example, the identity matrix that corresponds to the identity operator
in H would be written as:

let identity = [[1 0]
[0 1]]

Naturally, as the dimension of H increases, the process of writing matrices by
hand quickly gets unwieldy. For example, for 4 qubits one would be expected to
write a 16x16 (256 values) matrix by hand. To tackle this problem, we can eschew
the use of matrix representations and work with linear operators as functions.
This alleviates the aforementioned problem of having to manually define multi-
dimensional matrices by hand. E.g. the identity operator is always f .x/ D x,
regardless of the space’s dimension. Unfortunately this has the side-effect of
making things like finding eigenvalues/eigenvectors much more difficult, while also
introducing a severe slowdown in computations.
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4.1.2 Matrix Generators

The solution to the aforementioned dilemma is given by a group of functions called
(matrix) generators. Generators allow us to make use of a linear operator in its
function form where convenient, and in its matrix form otherwise. A generator is
a function that when given an linear operator f W H ! H and a basis fvig of H,
generates f ’s matrix representation on H with respect to the basis. This allows us to
write linear operators as functions, composing them and manipulating them as one
would expect to manipulate a mathematical operator, and when we want to make
use of its matrix representation, all we have to do is invoke the generator on it.

Matrix Generator Algorithm.
Inputs: f W H! H; fvig
Outputs: Mdim.H/�dim.H/

0: M [ ]
1: For v in fvig:
2: append f .v/ to M
3: transpose M

For example, the identity operator is defined as such:

let identity = lambda(vec){
vec

}

Then generating, for example, the identity matrix on a 16-dimensional (4-qubit)
Hilbert space, amounts to running:

generateMatrix(identity,16)

Apart from allowing us to avoid writing big matrices by hand, generators allow us
to define operators in a mathematical, easily-understood, and general with respect to
dimension, way. For example the Quantum Fourier Transform is written in Qumin
as such:

--load generator

let omega = lambda(jj,k,N){
exp((fold(*, [2 pi 0+1i jj k]) / N))

}

let qfSum = lambda(limit,vec,index,N){
if ((limit = 0)){

0
}
else {

((omega(index,limit,N) * car(vec)) +
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qfSum((limit - 1), cdr(vec), index, N))
}

}

let outer = lambda(vec,index,N){
if((N = index)){

[]
}
else{

append(((1 / sqrt(N)) * qfSum(N,vec,index,N)),
outer(vec,(index + 1),N))

}

}

let qft = lambda(vec){
let N = len(vec)
outer(vec,0,N)

}

As we can see, the Qumin implementation closely follows the mathematical
expression of QFT:

yk D 1p
N

N�1X

jD0
xj!

jk

Where:

!jk D e2	 i jk
N

The function omega implements !jk (ie the Nth root of unity), qfSum imple-

ments the sum
N�1P

jD0
xj!

jk, and outer builds the transformed vector (yk) by multi-

plying each result of qfSum by 1p
N

.

4.1.3 Deutsch’s Algorithm

We will now proceed to show an implementation of Deutsch’s algorithm. Once
again, we look back to �H . Quantum computation in �H is based on three primitive
operations: �;˝ and measure, which in Qumin are defined as functions named �,
˝ and measure respectively. If one wishes to avoid using unicode, he can use
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the aliases apply for � and tensor for ˝ instead. For example, we already have
presented Deutsch’s algorithm in �H so let us present the Qumin version:

--load generator
--load operators

let fConstant = lambda(x){
[1 0]

}

let fBalanced = lambda(x){
x

}

let deutsch = lambda(f){
let H = generateMatrix(hadamard,2)
let I = generateMatrix(identity,2)
let Uf = oracle(generateMatrix(f,2))
let state = ([1 0] ˝ [0 1])
measure(((H ˝ I) � (Uf � ((H ˝ H) � state))))

}

As we can see, the body of deutsch closely resembles the corresponding lambda
version: �Uf :measure..H ˝ I/Uf .H ˝ H/.j0i ˝ j1i//

Running Deutsch’s algorithm on the first example function, f .x/ D 0 gives us:

deutsch(fConstant)

=> Probability of state 0 is 0.5
Probability of state 1 is 0.5
Probability of state 2 is 0.0
Probability of state 3 is 0.0
System collapsed to state: 0

While it on the second example function, f .x/ D x gives us:

deutsch(fBalanced)

=> Probability of state 0 is 0.0
Probability of state 1 is 0.0
Probability of state 2 is 0.5
Probability of state 3 is 0.5
System collapsed to state: 3

As expected.
One may notice that in the implementation of Deutsch’s algorithm we made use

of a function called oracle. The oracle function converts classical operators
to unitary ones, allowing us to use them in our quantum computations. To do this,
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oracle expects as input a binary function f and creates a new operator U that
operates on a composite space, the tensor product of the domain of f as a qudit and
an additional helper qudit. That is, for f .x/, oracle creates U.x; y/ defined as such:
U.x; y/ D .x; y˝ f .x//.

5 Conclusion and Future Work

Notable works on quantum aspects of computing, like the well-known quantum
algorithms of Shor and Deutsch have shown some prosperous signs. There is a need
for deep understanding and examination of the computation processes that could
be implemented. Works like this contribute in the field of quantum programming.
Overall, since Quantum Computing is a quite new scientific field, the theoretical
foundation of technologies and methodologies regarding this branch is still under
research. Aiming to this direction, our work proposed a specific methodology to
program and express quantum algorithms and computation processes.

As for future work, it would be of interest to use the language as a tool to study
the computational aspects of quantum computation, such as using it to simulate
variants of quantum automata that have interesting and useful properties, such as
measure-once automata [18] and periodic quantum automata [19]. Apart from that,
further implementations of quantum algorithms would also be of interest, serving
to expose potential new features that are crucial to their implementation. Finally,
the language could be used as an educational tool for familiarization with notions
related to quantum computation and quantum algorithms.
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Bullying in Virtual Learning Communities

Stefanos Nikiforos, Spyros Tzanavaris, and Katia Lida Kermanidis

Abstract Bullying through the internet has been investigated and analyzed mainly
in the field of social media. In this paper, it is attempted to analyze bullying
in the Virtual Learning Communities using Natural Language Processing (NLP)
techniques, mainly in the context of sociocultural learning theories. Therefore four
case studies took place. We aim to apply NLP techniques to speech analysis on
communication data of online communities. Emphasis is given on qualitative data,
taking into account the subjectivity of the collaborative activity. Finally, this is the
first time such type of analysis is attempted on Greek data.

Keywords Bullying • Virtual Learning Communities • Natural Language
Processing • Sociocultural Learning Theories

1 Introduction

Bullying has become a major problem in recent days concerning different groups
of people: educators, parents, government, scientists. The digital form of bullying,
cyber bullying, has been widely expanded mainly through the internet. Despite the
research results so far, there are a lot of questions to be answered [1, 2]. In this work
it is attempted to use NLP techniques for speech analysis within Virtual Learning
Communities (VLCs) in order to investigate new aspects of the problem [3–5],
mainly in the context of sociocultural learning theories [6–8].

2 Related Work

Research in the field of NLP related to cyber bullying has given results so far in
locating bullying [9, 10], or harassment episodes [11], or identifying roles of the
participants in them [12, 13]. There are also works aiming at the distinction between
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bullying and teasing [13], others attempting to locate language standards or analyze
emotions of the participants [14], while others propose live control systems on
social networks using virtual agents regulations combined with user evaluation and
behavior modification [15].

The major drawback of the existing works is the behavioral treatment type of
the issue. This method is surface and gives provisional results, without creating
learning (internal process and permanent behavior modification). Moreover, they
mainly use quantitative data, disregarding the subjectivity and the need of adaptation
of analytical models by language/country [2, 16].

In that context sociocultural learning theories can be a promising framework,
since they are taking into account such social aspects [6, 17, 18]. In the hereby study
it is attempted a setup of four case studies, where basic principles of sociocultural
theories are examined at the level of VLC: teacher’s role to behavior modification,
learning at collective level, problem solving activity motivates struggle and, inner
speech inside virtual community.

From a psychological point of view, the study of the aspects above consist a
critical point to behavior (bullying) motivation [19, 20]. Recognition of motives
is a secondary phenomenon arising only at the level of members’ personality and
continuously being produced during the course of its development. It is possible to
explain this underlying motive only objectively, from ‘outside’. To recognize the
real motives of its activity, the VLC must also proceed along an ‘opposite go back
way’ speech analysis, with the difference, however, that along this way he will be
oriented by signals-experiences, emotional ‘marks’ of living in it [19]. Setting or
re-setting ideal motives in a virtual community via inner speech using authentic
activities worth a lot for a teacher, since he can helps this way community and its
every member.

A lot of methods have being proposed for a collaborative activity into a physical
learning community in order to get transformed and existing as a virtual one.
Problem-based learning, project based learning, learning by design are some of
them. In the present study is used ‘Problem Project Based Learning with Formative
Interventions in Authentic Activities’ model for implement collaborative solving
activity in a VLC, where Problem Projects are not restrict designed rather formative
intervened [21]. During the collaborative activity, the VLC removes to a new
balance point every time a formative intervention happens. This way, the results
of the educational research are of more value since they are outcomes under real
circumstances—an associated ‘creative chaos’ [22]—rather than pre-structured and
strictly controlled instructional processes.

The above approach can be considered as blended one which combines self-
paced learning, synchronous or asynchronous web collaborative learning, and face-
to-face classroom learning, enhancing at the same time inner speech development
inside VLC.

In the present research is suggested that the socio-cultural framework of the
VLCs should be taken into account for analysis of speech and emotions. We propose
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speech and artifacts analysis on VLCs aiming to answer the following research
questions: Does cyber bullying exist on VLCs? What is the development of cyber
bullying during the transformation process of a community? Which are the motives
of the participants in bullying episodes? How can we tackle the problem targeting
to the transformation of the motives and the permanent behavior modification?

In the following section are described the case studies contributed to these
questions.

3 Case Studies

In order to analyze bullying in the Virtual Learning Communities using Natural
Language Processing (NLP) techniques, mainly in the context of sociocultural
learning theories, the following setup of four case studies took place.

3.1 Case Study 1: Community and Individuals: The Influence
of the Community to Behavior Modification

In this case study (CS) a Virtual Learning Community was created in order to
implement an educational cultural project. Participants were mixed: an already
existing physical learning community of 21 persons (being partners for over 6 years)
and another team of 9 persons that had shown aggressive behavior in the past.

Implementation of the project took place in four main stages: During the first
stage, participants communicated in a free style manner chat through wikispaces1

platform. Second stage started after the formulation of the problem-based project.
Participants discussed about the project and made their suggestions. In the third
stage, participants began to act for the ‘solution’ of the problem-based project
[23, 24]. In the final stage, participants uploaded and notified the final deliver-
ables/artifacts.

The main target of the discussion and artifact analysis in this VC is to imprint the
community incorporation progress.

The dataset of this CS consists of 655 words of chat between the participants.
The main research questions are: Is the process of joining the community reflected

to the speech of the participants? Is the speech of the individual participants
influenced by the (inner) speech of the community? Is there any shift in the speech
per stage?

1www.wikispaces.com.

http://www.wikispaces.com
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3.2 Case Study 2: Combining Two Communities: The (Active)
Role of the Instructor to Behavior Modification

In CS2 a VC was created in order to implement an educational cultural project. Par-
ticipants in this VC were mixed: an already existing physical learning community of
21 persons and another existing physical learning community of 22 persons. In both
communities participants were partners for over 5 years. The project took place in
the same stages as in the above mentioned CS1. Instructors of each community had
different roles: one had an active instructive role and the other had no participation in
the virtual environment (he only participated in the physical class). The main target
of the discussion and artifact analysis in this VC is to imprint the transformation of
the two already existing communities into a new one.

The dataset of this CS consists of 5.913 words of chat between the participants.
The main research question is: Does the active role of the instructor affect the

behavior of the participants?

3.3 Case Study 3: Non Collaborative Activities: Collaborative
Problem Solving Activity Motivates Struggle

In CS3, a physical learning community - participants were partners for over 6
years—was transformed into a VLC through the wikispaces platform. Twenty
persons participated, without having any problem-based activity. The online envi-
ronment was used in a free style manner (mainly as a chat forum). Instructors had
neither active, nor instructive role.

The dataset of this CS consists of 325 words of chat between the participants.
Comparing CS3 with CS4 where collaborative problem solving activity was

on, research questions of interest are: Does the non collaborative problem solving
activity affect (i) the speech and (ii) behavior of the participants?

3.4 Case Study 4: Problem-Based Activities

In CS4, 21 participants in a physical learning community (the same as in CS1
and CS3) were transformed into a VLC via wikispaces platform, implementing
an educational cultural project. Projects were either assigned by the instructor or
selected by the participants according to their interests.

This CS was implemented in two consecutive teaching periods.
The main target of the discussion and the artifact analysis in this CS is to

identify possible differences in the speech and behavior of the participants among
the teaching periods.
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The dataset of this CS consists of 7.106 words of chat between the participants
in the first teaching period and of 3.973 words in the second one.

The main research questions are: Are there any differences in the speech of the
participants between the two consecutive teaching periods? Is aggressive behavior
(bullying) observed in the same level in the second teaching period compared to the
first one?

Next step for the hereby research will be data analysis, attempting to answer the
questions above. Nevertheless posing such questions could be of general interest,
e.g. for teachers and school researchers as bullying arises to schoolish reality.

4 Conclusion

The main contribution of the present research is the study of bullying in VLCs
(Virtual Learning Communities) using NLP techniques, mainly in the context of
sociocultural learning theories. We aim to apply NLP techniques to speech analysis
on communication data of online communities. Despite the fact that the present
research is at the preprocessing data stage, this is probably the first time such
analysis is attempted in VLCs, and so over on Greek data, since similar researches
could not be located. Identifying motives of the participants during a bullying
episode in the base of inner speech is also innovative. Emphasis during analysis
is given on qualitative data, taking into account the subjectivity of the project
framework.

Recognition of motives using Natural Language Processing consist a critical
point to behavior (bullying) treatment. Setting or re-setting ideal motives in a VLC
via inner speech using authentic activities worth a lot for a teacher, since he can
helps this way community and its every member.
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Programmatic Assessment of Professionalism
in Psychiatry Education: A Literature Review
and Implementation Guide
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Abstract Programmatic assessment is being adopted as a preferred method of
assessment in postgraduate medical education in Australia. Programmatic assess-
ment of professionalism is likely to receive increasing attention. This paper
reviews the literature regarding the assessment of professionalism in psychiatry.
A search using the terms ‘professionalism AND psychiatry’ was conducted in the
ERIC database. Only original articles relevant to professionalism education and
assessment in psychiatry were selected, rather than theoretical or review papers that
applied research from other fields of medicine to psychiatry. Articles regarding the
need for professionalism education in psychiatry were included as they provided
a rationale for curriculum development in this field as a precursor to assessment.
Key findings from the literature were summarised in light of the author’s own
experience as an educator and assessor of both medical students and trainees in
psychiatry, and incorporated into a guide to implementing programmatic assessment
of professionalism in psychiatry. Within psychiatry, the specific evidence base
for use of particular tools in assessing professionalism is limited. However, used
in conjunction with psychiatrists’ views about what is important in profession-
alism education, as well as knowledge from other medical disciplines regarding
professionalism assessment tools, this evidence can inform implementation of
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1 Background

1.1 Programmatic Assessment in Medical Education

Educational theory and practice has seen a change in how assessment is viewed,
from assessment of learning to assessment for learning. The latter involves the gath-
ering and integration of evidence from multiple complementary sources regarding
each learner’s abilities and areas for improvement, providing a highly informative
framework to enhance learning. A key objective is to determine whether any
particular candidate’s performance today is as good as it can be and how to
accomplish this, rather than whether one candidate performs superiorly to another.
This shift has led to conceptual changes in the collection and organisation of
assessment data, how judgement is perceived in the assessment process, and the
adequacy of current psychometric approaches in measuring assessment quality [1].

Programmatic assessment goes one step further in not only emphasising the
need for assessment to facilitate learning but also to effectively inform progression
decisions [2]. It aims to optimise the learning, decision-making and curriculum
quality-assurance functions of any assessment program for the benefit of the organ-
isation, teachers and students [3]. In programmatic assessment, modern methods
complement—rather than supplant—traditional ones [1, 4–7]. Assessments are
carefully mapped against learning outcomes [3] and are generally regarded as
individual data points geared towards low-stakes formative assessment, through
their emphasis on learning and feedback. Intermediate- and high-stakes summative
assessment decisions are based on the meaningful combination of multiple data
points [2]. Comprehensive organisational systems support this process and the
timing of assessment outcomes and consequent decisions is separated. Mentoring
can be used to support self-management of learning, assisting learners to analyse
assessment outcomes and approach learning objectives in light of these [3]. In
addition to maximising learning, improved validity and reliability of measurements
and documentation of competence development are further objectives [8].

Programmatic assessment-for-learning has a clear rationale derived from
educational research and practice and is applicable to any stage of training,
providing a constructivist understanding of learning is maintained. However,
implementing large-scale programmatic assessment requires the cooperation of
multiple stakeholders and may not always be feasible. Limited applications (e.g.
improvements in mentoring or feedback) may be more practicable but their benefits
may be reduced [3].

Studies of programmatic assessment have demonstrated both strengths and
weaknesses in this approach. Bok et al. [8] explored the interaction between edu-
cational practice and a large-scale programmatic assessment initiative implemented
as part of a competency-based learning curriculum. Implementing the program
was not straightforward. Students progressively viewed low-stakes formative
assessments as summative but appreciated peer feedback as a formative feedback
tool. Learners required supervision and social support to scaffold self-directed
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learning. Assessors required comprehensive training and guidance to assist them
in combining data from multiple assessments into an all-inclusive, portfolio-based
evaluation. Similarly, in a qualitative study conducted in a graduate-entry medical
school setting, Heeneman et al. [9] found that while programmatic assessment
served to motivate students’ learning, formative assessments were perceived as
summative. The reflective portfolio was valued for generating knowledge through
feedback on an ongoing basis. For some students, however, perceived hindrances
to the reflective elements of programmatic assessment (e.g. the experience of 360-
degree feedback as overwhelming) dominated their attitude towards learning.

1.2 The Construct and Assessment of Medical Professionalism

Arnold [10] provided an overview of the construct of professionalism from a general
medicine perspective: (1) altruism (selflessly serving patients’ needs); (2) respect
for others (a cornerstone of humanism); (3) honour and integrity (high standards of
behaviour and adherence to codes of practice); (4) accountability (to patients, the
profession and society); (5) excellence (dedication to surpassing the ordinary and to
continuous learning); and (6) duty (commitment to service) [11].

Arnold [10] also classified available methods for the assessment of professional-
ism, classifying relevant studies into three categories: (1) evaluation of profession-
alism as part of clinical performance (e.g. peer assessments); (2) measurement of
professionalism as a comprehensive entity (e.g. through group surveys or critical-
incident analysis); and (3) measurement of specific elements of professionalism,
such as humanism (e.g. using Objective Structured Clinical Examination [OSCE]
or 360-degree feedback). Self-assessment, self-regulation, and self-reflection were
also relevant here, as were personality and value inventories and moral reasoning
tests. Although existing assessment methods were plentiful, a need to refine their
psychometric properties and to improve both qualitative and quantitative techniques
was identified. Defining professional behaviours as contextual expressions of
value conflicts and developing assessment tools to examine their resolution was
a recommended focus of future research. Further research topics were the possible
customisation of assessment tools to medical career stage and understanding the
impact of environmental factors on professionalism assessment.

2 Objectives

This paper briefly reviews the literature regarding the assessment of professionalism
at all levels of learning within psychiatry. Suitable articles were identified using the
search terms ‘professionalism AND psychiatry’ in the ERIC educational database.
Only original articles relevant to professionalism education and assessment in
psychiatry were selected, rather than theoretical or review papers that applied
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research from other fields of medicine to psychiatry. Articles regarding the need for
professionalism education in psychiatry were included as they provided a rationale
for curriculum development in this field as a precursor to assessment. Key findings
from the literature were summarised in light of the author’s own experience as
an educator and assessor of both medical students and trainees in psychiatry, and
applied to a schema developed by van der Vleuten et al. [3] to demonstrate how
programmatic assessment of psychiatric professionalism can be undertaken across
an entire learning curriculum.

3 The Perceived Need for Professionalism Education
in Psychiatry

A desire for additional education regarding training- and practice-based ethical and
professional dilemmas was expressed by trainees from all clinical disciplines and
levels of training, but especially by women, in a survey conducted by Roberts et al.
[12] at the University of New Mexico School of Medicine. One hundred and thirty-
six residents (58% response) and 200 medical students (65% response) responded to
the survey. There was no simple relationship between interest in ethical matters and
training level. Residents’ perceived needs in ethics education varied according to
specialty, with psychiatry residents indicating a particular desire for better education
in training-stage ethical dilemmas. In particular, psychiatry residents reported that
more education regarding supervisor-trainee conflict, undertaking duties outside
one’s experience, and introducing students to patients as doctors was required.
Compared to primary care or other specialty residents, psychiatry residents also
indicated a marginally greater need for further education in a range of practice-
and profession-related topics. The authors suggested that medical academics should
focus on these topics in undergraduate and graduate training programs to better
address trainees’ needs for ethics and professionalism education.

Roberts et al. [13] surveyed all qualified psychiatrists in the rural states of
Alaska and New Mexico to understand their views regarding ethics training. The
97 psychiatrists who responded were moderately interested in receiving ethics and
professionalism training, with level of interest being inversely related to duration
of practice and less than that of doctors-in-training (as shown in other studies).
Both genders rated topics similarly, but women were generally more interested
than men. The authors concluded that creating continuing medical education
opportunities in professionalism and ethics that are responsive to the requirements
of practicing psychiatrists may be challenging but important nonetheless, given the
core competency status now afforded to these domains.

Lapid et al. [14] surveyed residents at six psychiatry residency programs
(134 respondents, 61% response rate) regarding their views on ten domains of
professionalism and their perceived need for ethics education, particularly regarding
boundaries in psychiatrist-patient, supervisor-trainee and peer-peer relationships.
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Further education regarding most of the relationship and boundary issues enquired
about was requested by psychiatry trainees, especially those who experienced
ethical quandaries more often.

One hundred and fifty one psychiatry residents at seven United States’ psychiatry
residency programs were surveyed by Jain et al. [15] to ascertain their views
regarding the goals of professionalism and ethics education, the ethical principles
that should underpin the curriculum, and how teaching should occur. Residents
reported receiving some ethics education during residency training but less so than
during medical school. The residents endorsed all 11 medical education goals in
professionalism and ethics and indicated a preference for clinically- and expert-
oriented teaching methods rather than web-based approaches.

In an accompanying paper [16], the same authors reported further findings from
the above survey regarding trainees’ identified need for education in informed
consent, professional and ethical principles, and care of the vulnerable patient. As
in the preceding paper, trainees experiencing more ethical dilemmas rated the need
for further education in these domains more highly. All topics examined were rated
as warranting more education.

Morreale et al. [17] examined the importance of items related to professional
behaviour (personal characteristics, interaction with patients, social responsibility
and interaction with the healthcare team) via an electronic survey of medical staff
in the Department of Psychiatry at Wayne State University School of Medicine:
35 third-year medical students, 41 residents and 42 psychiatrists. Professional
behaviour was valued by all three groups, with most items rated as ‘important’
or ‘very important’. Despite professional behaviour being assessed as a core
competency for both residents and medical students at the survey centre, psychiatry
residents had the highest mean score in all items whereas medical students rated
‘personal characteristics’ and ‘interaction with patients’ as less important than
the two other groups surveyed. ‘Social responsibility’ was rated as significantly
more important by residents compared to both medical students and psychiatrists.
A highly-regulated resident training environment (emphasising the importance of
professionalism) and the idealism of new residents were postulated explanatory
factors for these differences.

Choi et al. [18] investigated whether there was a relationship between medical
students’ views and convictions regarding professionalism and their use of sub-
stances, including nonmedical prescription stimulants, through a confidential survey
sent to all medical students at a private medical university in the United States (46%
response rate). Patterns of alcohol, marijuana and nonmedical prescription stimulant
use were studied, as were stress levels and history of suicidal thoughts. Over one-
third of respondents reported drinking to excess over the past month and 5% had
used nonmedical prescription stimulants over the preceding year. A substantial
proportion of students were unaware how to assist colleagues using stimulants.
Students condoning substance use were significantly less likely to perceive it as
an unprofessional behaviour worthy of treatment.
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4 Methods for Assessing Professionalism in Psychiatry

Hodges et al. [19] observed several instances of behaviour consistent with profes-
sional misconduct towards simulated patients during a study evaluating a psychiatric
OSCE for University of Toronto medical students. Concerning student performances
included the aggressive restraint of a psychotic patient and receptiveness to a
disinhibited manic patient’s sexual overtures. The emotionally demanding nature of
the OSCE material was postulated to have contributed to these behaviours emerging.
The predictive validity of these occurrences was uncertain due to the preliminary
nature of the research. Students involved were offered extensive feedback and
debriefing but not disciplined in any way.

Roberts et al. [20] sent a 124-item written survey to 308 medical students (65%
response rate) and 233 psychiatry residents (58% response rate) at the University of
New Mexico School of Medicine to evaluate their views and preferences regarding
professionalism and ethics education. Only 18% of respondents considered existing
professionalism and ethics training to be adequate. A diverse range of initiatives in
professionalism and ethics education were supported by respondents, more so by
women than men and by residents than medical students. Clinically- and expert-
oriented learning (such as ward rounds, demonstration by supervisors, patient
contacts and case conferences), as well as clinically-focussed assessment methods,
were preferred over didactic (e.g. lectures), unconventional (e.g. standardised
patient interactions) or independent (e.g. web-based) learning approaches. By way
of explaining this finding, the authors contrasted the meaningful immediacy of
professionalism and ethics learning acquired through clinical encounters with the
potentially detached nature of online learning [21–23].

Psychiatry residents at the University of Arkansas for Medical Sciences Depart-
ment of Psychiatry were required to keep a work portfolio demonstrating their
abilities in 13 skill areas identified by the department as essential for safe and
proficient psychiatric practice. Jarvis et al. [24] examined whether the portfolio
entries could also demonstrate resident performance in the general competency
of professionalism as defined by the Accreditation Council for Graduate Medical
Education (ACGME). Professionalism was reflected in 85% of the psychiatric skills.
Skills in which there was a ‘definite’ reflection of professionalism included: crisis
management, legal issues, professional communication, psychotherapy, treatment
course, and working with teams and families. Skills in which there was ‘some-
definite’ reflection of professionalism included: medical psychiatry and specific
treatment modalities. Skills in which there was ‘some’ reflection of professional-
ism included: initial evaluation and diagnosis, neuropsychiatry, and teaching and
presentation skills. Skills in which the reflection of professionalism was regarded as
‘none’ included: biopsychosocial formulation and self-directed learning.

Bennett et al. [25] conducted a 20-item survey among 120 directors of psychiatry
clerkships and medical student education in the United States regarding the
approaches used to identify, monitor and remediate unprofessional medical student
behaviours. While the 57 respondents agreed that recognising unprofessional
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behaviours was important, variable monitoring, remedial and disciplinary
modalities were reported. Ninety-six percent of the clerkship programs evaluated
professionalism and 70% reported taking action in response to unprofessional
behaviours among one to three students annually. Unprofessional behaviours were
seen as a potential impediment to medical student progress by 86% of directors
and an emphasis was placed on student feedback. Mental health assessment was
recommended in 76% of cases and severe or repetitive unprofessional behaviours
were regarded as possible grounds for expulsion from medical school.

In a study conducted at the University of Cincinnati by Bennett et al. [26],
tasks indicative of professionalism were performed significantly better in an end-
of-course (fourth-year) competency examination by medical students who had
previously undertaken a standardised patient examination during their third-year
psychiatry rotation (246 out of 469 students). In particular, these students were
deemed by both clinical examiners and standardised patients themselves to be more
respectful of patients and to use comprehensible language and interact with them
in a more professional manner. The competency exam was essentially an OSCE
comprised of seven 15-min stations whereas the standardised patient examination
that preceded it involved a 30-min videotaped interview with a standardised patient
followed by a 2-h write-up of the case. While the write-up was the focus of
assessment for most students, both the videotape and write-up were jointly reviewed
by way of remediation by the student and clerkship director in the 10% of cases
where performance was considered suboptimal (score of <80 out of 100).

Ballon and Skinner [27] sought to enhance the development of professionalism
among trainees in an addiction psychiatry postgraduate core rotation by incor-
porating reflection techniques into their learning program: reflective journaling,
regular reflection time (3 h per week), weekly reflection meetings with the education
coordinator, preparation of a reflection paper and reading of reflection references.
Trainees endorsed these reflection techniques as exceptionally useful in developing
professional attitudes for effectively engaging and appropriately caring for people
with addiction disorders. Greater use of reflective practices in psychiatric education
was recommended by the authors as a way of fostering reflexive self-awareness as a
key professional competence necessary for effective clinical practice, in challenging
settings particularly.

In order to understand how medical students learn and grow during their
7-week psychiatry clerkship, West and Nierenberg [28] reviewed all student-
patient-faculty encounters recorded by 173 students over 3 years on a web-based
learning documentation system at Dartmouth Medical School. The system allowed
students to document their progress in developing competency through beneficial
learning situations in advanced communication skills, professionalism, personal and
continuous learning and system-based practice. Professionalism issues challenged
students most frequently: assessing their own strengths and weaknesses (13.4% of
encounters), putting aside personal biases in delivering patient care (12.5%), placing
patient interests first (12.1%), adhering to professional ethical standards (11.7%)
and maintaining confidentiality (11.1%). Data thus obtained facilitated ongoing
modification of the clerkship experience by the clerkship director.
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In a follow up report to the studies by Jain et al. [15] and Jain et al. [16],
Marrero et al. [29] reported on psychiatry residents’ attitudes towards profession-
alism and ethics evaluation. Clinical supervision and clinically-based assessments
involving direct observation of interactions with actual patients and clinicians were
preferred over non-clinical (oral examinations, short-answer questions, essays) and
simulation-based (standardised patient interactions) assessment methods.

Schillerstrom and Lutz [30] described absence patterns and compared academic
performance among 433 third-year medical students with and without absences
at The University of Texas Health Science Center at San Antonio. The study was
conducted in the context of a policy being implemented to manage medical student
attendance during the psychiatry rotation, allowing an absence of three days without
consequence. Although students with �1 absences had lower mean National Board
of Medical Examiners psychiatry ‘shelf’ exam scores than those with no absences,
no significant differences between groups were demonstrated in overall academic
performance (including professionalism assessment). The authors thus concluded
that the attendance management policy was effective.

5 Discussion

The literature suggests a considerable demand for more training in professionalism
and ethics among doctors at all levels of learning within psychiatry. This is
especially the case for medical students [12] and psychiatry trainees [12, 14–
16]. Qualified psychiatrists also identified a need for ongoing instruction in this
area, albeit to a lesser degree [13], suggesting it should be a focus for continuing
professional development (CPD). There are several papers highlighting specific
topics of importance in psychiatric professionalism—as identified by medical
students, psychiatry trainees and psychiatrists—that can be used as a basis for
curriculum development, teaching and programmatic assessment [12–17].

The literature regarding the assessment of professionalism in psychiatry specif-
ically is very limited. A survey of psychiatry training directors regarding the
detection and monitoring of unprofessional behaviour indicated that a variety of
methods are used [25]. Absenteeism was not an accurate marker in this regard
among medical students on their psychiatry rotation, as overall academic perfor-
mance (including professionalism assessment) was not affected [30]. Information
regarding the use of the following assessment tools is available.

5.1 Direct Observation of Clinical Practice

This method, in which supervisors base their assessment of learners’ professional-
ism on direct clinical observation, was a preferred method among medical students
[20] and psychiatry trainees [20, 29] for the assessment of professionalism. There is
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a dearth of psychiatry-specific evidence regarding how this approach should actually
be used in practice. It is, however, a method that is potentially suitable for use at
medical student, psychiatry trainee and consultant psychiatrist levels.

5.2 Examinations of Clinical Competency

Objective Structured Clinical Examination (OSCE) is the key modality for which
psychiatry-specific evidence exists [19, 26]. Learners themselves may experience
such methods less favourably than direct clinical encounters, as they are less lived,
poignant and meaningful [20–23, 29]. While such methods may pose limitations in
revealing unprofessional behaviour [29], Hodges et al. [19] reported that potential
professional misconduct came to light in the course of a medical student OSCE
that required counselling of the students involved. It is uncertain how effective
OSCE would be in detecting unprofessional practice in more advanced learners (i.e.
trainee psychiatrists) whose superior knowledge may allow them to conceal such
tendencies. The use of an OSCE format as a teaching rather than assessment tool
[31] has merit in CPD settings.

5.3 Reflective Practice

Trainees in addiction psychiatry endorsed reflective practice as exceptionally useful
in managing patients with addiction disorders [27]. This method is suitable for
use at medical student, psychiatry trainee and consultant psychiatrist levels as its
longitudinal perspective is more informative than examination-based methods that
are better suited to modular assessment.

5.4 Portfolio-Based Learning and Assessment

Jarvis et al. [24] demonstrated professionalism to be evident in 85% of the
psychiatric skills documented by psychiatry trainees in a learning portfolio. Profes-
sionalism issues were also found to challenge students most often in a web-based
learning documentation system [28]. As in the case of reflective practice (which
may contribute to portfolio-based learning) portfolios are potentially useful at all
levels of psychiatry training given their longitudinal nature and may be especially
pertinent for psychiatrists who are not required to sit relicensing examinations.

In view of the paucity of evidence about the assessment of professionalism in
psychiatry directly, educators must draw upon the literature regarding the assess-
ment of professionalism in medicine as a whole in developing and implementing
programmatic assessment of professionalism in psychiatry [32]. Ideally, imple-
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mentation should be accompanied by research evaluating the discipline-specific
effectiveness of the techniques employed.

6 A Guide to Implementing Programmatic Assessment
of Professionalism in Psychiatry

A guide to implementing programmatic assessment of professionalism in psychiatry
is provided below, based on a schema proposed by van der Vleuten et al. [3]. While
the schema itself is not unique, this is the first time it has been applied to develop
a detailed proposal for implementing programmatic assessment of psychiatric
professionalism in particular.

6.1 Develop a Master Plan for Assessment

Use of a competency framework for professionalism, such as that developed by
the American Board of Internal Medicine in the United States [11], provides
an overarching structure. Like other complex competencies, professionalism is
fundamentally a behavioural characteristic that develops over time. Expert judge-
ment of performance in real clinical situations and longitudinal assessments (e.g.
portfolio) will be particularly important, but modular and standardised methods
are all relevant. Sampling of multiple contexts by multiple assessors will address
inherent subjectivity. Formative and summative assessment occurs on a continuum
of low- to high-stakes decisions, where any individual assessment is a single data
point and multiple data points are required for high-stakes (pass/fail) decisions
[3]. In undergraduates, the master plan will focus primarily on a single psychiatry
rotation, but professionalism can also be assessed elsewhere in the course, with data
points from other disciplines contributing to a longitudinal picture. In postgraduate
training, the masterplan should stretch across the duration of the program. A
comparable three- to five-year professionalism learning and assessment cycle can
be adopted to meet CPD and revalidation requirements.

6.2 Develop Examination Regulations That Promote Feedback
Orientation

Examination regulations should emphasise the low-stake (formative) nature of
individual assessments, with credit points linked only to high-stakes (summative)
decisions, to avoid students ignoring feedback and focussing only on passing
tests [3, 8, 33]. A model currently used in postgraduate psychiatry training in
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Australia, whereby several low-stakes workplace-based assessments—involving
generous feedback opportunities—contribute to the attainment of an entrustable
professional activity, is suitable for assessing professionalism [34]. A similar format
could be adapted for use in undergraduate or CPD settings, although the content of
activities and assessors may vary, e.g. low-stakes practice visits by colleagues can
be used to provide psychiatrists with feedback on aspects of professionalism.

6.3 Adopt a Robust System for Collecting Information

Use of an electronic portfolio (e-portfolio) is recommended to allow large amounts
of information about professionalism, and other psychiatric competencies, to be
gathered, handled and analysed over time, thereby allowing regular determination of
whether learning goals relating to this competency are being met [3]. Incorporating
professionalism focussed activities into e-portfolios that span entire postgraduate
psychiatry training programs should be straightforward. An e-portfolio with a
psychiatry professionalism component spanning all the clinical years of a medical
course is advantageous in overcoming barriers posed by a time-limited psychiatry
rotation to using an e-portfolio to its full potential. In a CPD or revalidation setting,
the e-portfolio should reflect learning in and assessment of professionalism over a
three- to five-year cycle and be oriented more towards peer-review (such as 360-
degree appraisal) and self-reflection than examinations. However, the principles of
low-stakes assessments (e.g. annual performance appraisal) informing high-stakes
decisions (e.g. meeting revalidation requirements) should be adhered to.

6.4 Assure That Every Low-Stakes Assessment Provides
Meaningful Feedback for Learning

Effective programmatic assessment is founded on rich information. The main
purpose of any individual data point is high-quality, credible feedback following
a ‘less-is-more’ approach. While this requires resources, programmatic assessment
will fail without it [3]. At a medical student or psychiatry trainee level, feedback
from a supervisor or mentor is essential, but should be supplemented by patient,
carer and multidisciplinary team member feedback. The benefits of practice visits
in providing formative feedback in a CPD setting have already been touched upon.
Expanding peer feedback and support among medical students and psychiatry
trainees through feedback sessions moderated by a more senior colleague (to
address junior learners’ limited expertise in professionalism-related issues) is
recommended. Peer feedback is also more resource efficient than other feedback
modalities.
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6.5 Provide Mentoring to Learners

Feedback as a basis for reflection and further discussion is needed for effective
learning [35–37]. Mentoring allows a reflective dialogue to be effectively developed,
whereby follow-up on feedback is stimulated. A mentor should be a regular staff
member with knowledge of the curriculum, who can build a trusting relationship
with the mentee and who should be removed from the decision-making process [3].
Mentorship represents an ideal forum for assisting learners to successfully negotiate
the professionalism learning and assessment process. In the author’s experience,
however, only a subset of psychiatry trainees are likely to pursue mentorship and
providing mentorship by psychiatrists to the many medical students who study
psychiatry would likely be prohibitive. At a medical student level, professionalism
teaching and assessment, including feedback and mentorship, should therefore
be shared with colleagues in other disciplines, e.g. general practice. Setting up
mentorship schemes for psychiatrists is recommended but identifying an adequate
number of suitable mentors and matching them appropriately with mentees may be
challenging.

6.6 Ensure Trustworthy Decision-Making

A highly trained assessment panel or committee can aggregate much information to
make high-stakes (pass/fail) decisions that are credible and trustworthy, providing
the information is accurate and reliable. Panel input by mentors and trainees
should be facilitated (e.g. via a mentor’s letter annotated by a trainee) but mentors
should not make final pass/fail decisions [3]. Input by consumers, carers and other
multidisciplinary team members should also be sought given the importance of these
stakeholders in mental health settings. A need for such panels at undergraduate and
postgraduate training levels is apparent. More rigorous appraisal of psychiatrists’
CPD activities, including in the area of professionalism, as part of revalidation may
see such panels having to be convened in the CPD setting.

6.7 Organise Intermediate Decision-Making Assessments

Intermediate assessments at regular intervals in a program of learning provide
learners with feedback regarding progress and potential future high-stakes deci-
sions, thereby adding credibility to the final decision and programmatic assess-
ment as a whole [3]. Methods such as mini-Clinical Evaluation Exercises (mini-
CEX) and OSCE are suitable in undergraduate and postgraduate training. Struc-
tured approaches to appraising real-world clinical skills are especially suited to
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postgraduate-level training, e.g. by observing and evaluating a trainee’s profession-
alism in managing a complex psychiatric patient with a highly distressed family.
Such evaluations can be undertaken within the previously mentioned structure of
workplace-based assessments leading to entrustable professional activities, with
the latter representing the intermediate assessment [34]. Demonstrating that sev-
eral professionalism targets have been met at an annual performance appraisal
would represent an intermediate decision-making assessment at a CPD level (e.g.
participating in annual 360-degree appraisal and documenting self-reflection in an
e-portfolio). The performance appraisal should be conducted by a panel, given the
rising stakes associated with it, and be informed by accurate, reliable data. Several
intermediate assessments (i.e. performance appraisals) can be included in a three-
to five-year CPD or revalidation cycle (pass/fail assessment).

6.8 Encourage and Facilitate Personalised Remediation

Remediation should be personalised and stem from a learner’s ongoing reflection
about professionalism. It should be offered promptly when needed [38]. An
experienced mentor should engage the learner in developing a remediation program
[3]. Remediation of unprofessional behaviour may be particularly sensitive due to
the implication or expectation that disciplinary action may be required in more
severe cases. The stakes involved may increase with level of training and experience.
Thinking carefully about how remedial and disciplinary activities are separated
requires attention and a clear demarcation may not always be possible, e.g. where
remediation is a requirement of disciplinary action undertaken by a registration body
in response to reported unprofessional behaviour.

6.9 Monitor and Evaluate the Learning Effect
of the Programme and Adapt

Qualitative and quantitative data about the quality of the assessment program should
be systematically gathered and applied to improve it [3]. Given the paucity of litera-
ture about professionalism assessment in psychiatry, feedback from all participants
is essential for program refinement. For example, requiring professionalism issues to
be addressed during practice visits is essential to start the programmatic assessment
process but program evaluation by participants may lead to changes in the content
or process of the visits being recommended. Collecting information about lessons
learned and disseminating it through publications akin to those reviewed in this
paper is recommended for advancing the field.
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6.10 Use the Assessment Process Information for Curriculum
Evaluation

The breadth of information collected during programmatic assessment is useful
in evaluating the curriculum and teaching environment [3]. If assessment of
professionalism regularly uncovers performance deficits, the curriculum content
and teaching methods should be reviewed. As a starting point, however, it is
recommended that educators involved in curriculum planning refer to the existing
literature regarding topics of importance in psychiatric professionalism, as identified
by medical students, psychiatry trainees and psychiatrists [12–17]. The extensive
range of topics covered are useful for preparing materials to guide learning and
assessment, e.g. development of OSCE scenarios or topics to focus on during self-
reflection or practice visits.

6.11 Promote Continuous Interaction Between
the Stakeholders

Programmatic assessment of professionalism in psychiatry is the responsibility of
all organisations involved in training (e.g. university, health service and Special-
ist College) and the individuals that comprise them (e.g. trainees, supervisors,
mentors, examiners and training directors). Appropriate communication between
parties should be fostered while preserving confidentiality and objectivity [3].
As indicated in the preceding discussion regarding remediation, the converse of
professionalism—unprofessional behaviour—is a particularly sensitive area and
careful attention to how assessment information flows between stakeholders is
needed, perhaps more so than for other competencies.

6.12 Develop a Strategy for Implementation

Modern education is moving away from modular teaching with summative assess-
ment to constructivist learning theories in which learners are guided and supported
to generate their own knowledge and skills. Programmatic assessment is more
compatible with this perspective but represents a radical change in thinking and
may fail (like many problem-based learning initiatives) if not properly implemented
[3]. In the Australian context in which the author works, programmatic assessment
has been adopted in both medical student education (at Monash University) and
postgraduate psychiatry training (through the Royal Australian and New Zealand
College of Psychiatrists) [39]. Robust processes for the teaching and programmatic
assessment of professionalism at these levels thus already exist. Further attention
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to ongoing professionalism education and assessment for psychiatrists may be
warranted as well as ensuring that content in this competency domain is actually
covered.

7 Conclusion

Observation of trends in postgraduate medical education in Australia suggests that
programmatic assessment is being adopted as a preferred method of assessment.
Programmatic assessment of professionalism is thus a topic that is likely to receive
increasing attention over coming years. Within psychiatry, the specific evidence
base for use of particular tools in assessing professionalism is very limited.
However, used in conjunction with evidence regarding what psychiatrists at all
levels of training consider to be important in professionalism education, as well
as evidence about the usefulness of professionalism assessment tools from other
medical disciplines, this evidence can inform implementation of programmatic
assessment of this domain in undergraduate, postgraduate and CPD settings. Given
the emergent nature of such assessment initiatives, they should be subjected to
rigorous evaluation of their effectiveness. This paper is the first to provide a guide
to applying the concept of programmatic assessment to psychiatric professionalism.
Its recommendations are applicable to psychiatry educators, and medical educators
more broadly, who seek to systematically evaluate professionalism across an entire
training curriculum.
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Opinion Mining for Educational Video Lectures

Dimitrios Kravvaris and Katia Lida Kermanidis

Abstract The search for relevant educational videos is a time consuming process
for the users. Furthermore, the increasing demand for educational videos intensifies
the problem and calls for the users to utilize whichever information is offered by
the hosting web pages, and choose the most appropriate one. This research focuses
on the classification of user views, based on the comments on educational videos,
into positive or negative ones. The aim is to give users a picture of the positive and
negative comments that have been recorded, so as to provide a qualitative view of
the final selection at their disposal. The present paper’s innovation is the automatic
identification of the most important words of the verbal content of the video lectures
and the filtering of the comments based on them, thus limiting the comments to the
ones that have a substantial semantic connection with the video content.

Keywords Opinion mining • Education • Video lectures • Comments

1 Introduction

Educational videos constitute the most popular form of online education material
today. The recent appearance of Massive Open Online Courses [1], which rely
mainly on videos, as well as the tendency for data openness, have significantly
increased the amount of educational videos available online for Internet users. Users
must select videos which are the appropriate for them among a variety of videos on
the same subject. This procedure is time consuming considering the time required
to watch and to finally choose the best video for the user.

The videos are currently found mainly in shared-media communities such as
YouTube. The pages containing the videos have some special features that mainly
concern the number of views, whether the viewer liked or disliked the video, a
short summary and the other users’ comments on them. These characteristics can be
exploited for the benefit of the users, in order for them to have a better view of the
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videos at their disposal. Following the saying “Do not judge a book by its cover”,
we study the qualities of the web pages “covers” of the video, and the comments in
particular. So users have at their disposal the view of other users who watched the
corresponding video, and can exploit it in their decision to watch the video or not.

This work has two important contributions. The first concerns its scientific
contribution in the field of educational data retrieval by studying the automatic
classification of the opinion of users, into both positive and negative ones, based
on the comments of users in educational video lectures. The second relates to the
selection of the comments of the users, based on the verbal content of the video. The
words with the highest keyness [2] are automatically extracted from the transcript
of the educational videos and, based on these words, only the comments containing
them are kept. So the categorization of the users’ opinions into positive or negative
ones only take into account the comments that are targeted to the content of the
lecture and are of substantial importance.

The first part of the paper presents related work on the subject of opinion
mining in the comments of the video. The second part presents the data of our
experiment followed by an analytical methodology. Last but not least, it presents
the experimental procedure, the results and finally it provides the conclusions.

2 Related Work

Our work reinforces the relevant previous work on the opinion mining comments
on YouTube and offers a new approach to qualitative selection of reviews. The work
called “EmoTube: A Sentiment Analysis Integrated Environment for Social Web
Content” [3] introduced a tool called “EmoTube”, which presents the summarization
of users’ opinions based on the comments on YouTube videos, depending on
their geo-location. The comments used are pre-processed in a simple manner by
removing common words, words not found in dictionaries, and punctuation marks.
The final presentation of the results in a pie chart form, chosen by the authors, is
an interesting approach. The research called “Opinion Mining on YouTube” [4] is
a systematic approach to Opinion Mining by modelling classifiers for predicting
the opinion polarity and the type of comment, and also proposing robust shallow
syntactic structures for improving model adaptability. To automatically identify
concept words of the video, the authors use words from the video title and descrip-
tion. Finally, the paper “Extracting Opinion Targets from Environmental Web
Coverage and Social Media Streams” [5] compares two approaches for identifying
potential opinion. The first approach combines statistical keyword analysis with
sentiment classification and the second approach uses dependency parsing. In this
case the YouTube comments are used to identify issues related to climate change.
Our work, compared to related research, presents an interesting innovative aspect,
which concerns the use of educational video lecture transcripts, where the content
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is of significant importance. The transcripts are utilized in order to extract the
terminology of each video lecture. Then the users’ comments are filtered based
on the extracted terms, keeping for the classification process only those which are
strongly related to the content of the video lecture.

3 Data

Our experiment data has been collected from the largest shared-media provider i.e.
YouTube [6]. In the web page that the video is hosted there are features from the
creator of the video, e.g. title, summary, etc. There are also social characteristics
from the registered YouTube users such as the views, likes, dislikes and comments.

1116 videos from 40 different subject areas were selected, as shown in Fig. 1 in
the form of a word cloud. The more the video lectures the bigger the size of the word
of the subject in the word cloud. All the videos under examination were selected on
the condition that they included recorded users’ comments. Having set a limit of
3000 comments per video lecture we collected more than 1.3 million comments.
The process of collecting the social characteristics such as the likes, dislikes and
comments of each video was implemented using the YouTube API [7].

Fig. 1 Word cloud
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4 Methodology

In the first phase, the automatic selection of the most important comments from
the users takes place, and then using Rapidminer v5.3 [8] a model using supervised
learning is built which is applied to those comments, classifying them as positive or
negative.

4.1 Filtering the Comments

In order to calculate the keyness of words, i.e. the frequency of a word in the text
when compared with its frequency in a reference corpus [9], we used the AntConc
version 3.4.3 software [10], which employs a Maximum Likelihood algorithm. The
procedure of estimating the keyness of the words takes place for each video category
separately. For example, in order to estimate the keyness of the words of a specific
video lecture on mathematics, the word frequencies of the transcript of this video
lecture are compared against the word frequencies from the transcript of other video
lectures in the mathematics category.

4.2 Building the Model

Our labeled data consisted of 500 positive and 500 negative sentences. Our data
contain sentences labelled with positive or negative sentiment and comments from
amazon.com, imdb.com and yelp.com [11]. We created a word vector from our
data sets using TF-IDF [12], which reduces the weight of the terms that frequently
occur and increases the weight of the terms that appear more rarely. For the best
performance of the TF-IDF we pruned the terms that appear in more than 90% of
the sentences.

In the second stage we created the final word vector list following the procedures
of the Rapidminer presented below:

• Tokenize: Using the “non-letters” mode, it generates single word tokens from a
comment.

• Filter stop words: Removes common English words such as “a”, “and”, “the” etc.
• Stem (Porter) [13]: Reduce words to their stem.
• Transform cases: Converts all words into lowercase.
• Filter Tokens: We took into consideration the words with maximum length up to

25 characters, avoiding that way multiple characters strings.

In the third stage a tenfold cross-validation procedure was set in order to assess
the accuracy and validity of the model. The main dataset splits into ten subsamples:
nine constitute the training set and, one the test set. The model uses initially the
nine training sets for training and then the test set to evaluate its accuracy. The
cross-validation process is then repeated 10 times.

http://amazon.com
http://imdb.com
http://yelp.com
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In the fourth stage we select the classifier. According to relevant literature
[14–16] there are several algorithms for binary classification, such as Logistic
Regression, Support Vector Machines (SVM), the Naive Bayes classifier, the k-
Nearest Neighbors algorithm, and Decision Tree learning. Our aim is to find the
one that will achieve the highest accuracy value, which shows the number of correct
classifications to the total number of classifications.

4.3 Applying the Model

The users’ comments are subjected to the same procedure as the positive/negative
labeled data when building the model. Using the “Apply Model” operator of
Rapidminer we combine the unlabeled user reviews on the model constructed.
Rapidminer extracts the results in a table with the prediction of positive or negative
for each comment.

Finally we calculate the percentage of positive and negative opinions (comments)
of the users and display graphics in a pie graph to the user.

5 Experimental Procedure

Initially in the procedure of filtering the comments we estimate the keyness value
of the words in the transcripts using AntConc, based on the Maximum Likelihood
metric. Thus, for the transcript of a particular video lecture on “mathematics” we
present in Table 1 the top ten words with the highest keyness value. When filtering,
however, the comments of the users of the particular video lectures, we will use all
the words with positive keyness. In the end, only the comments containing at least
one of these words will be kept and will be used as input during the implementation
of the classification model.

Table 1 Keyness of the
words

Rank Keyness Keyword

1 1.128 Formula
2 0.937 Method
3 0.874 Determinant
4 0.797 Line
5 0.702 Prime
6 0.694 Coordinates
7 0.690 Field
8 0.587 Lambda
9 0.583 Theta
10 0.512 Region
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Table 2 Accuracy of
classifiers

Classifier Accuracy

Logistic Regression 70.55%
Support Vector Machine Linear 82.25%
Naive Bayes 60.36%
k-Nearest Neighbors 40.86%
Decision Tree 71.66%

Table 3 Positive or negative prediction of comments

File Positive confidence Negative confidence Prediction

Comment1.txt 0.900 0.100 Positive
Comment2.txt 0.115 0.885 Negative
Comment3.txt 0.530 0.470 Positive
Comment4.txt 0.433 0.567 Negative

In the model construction process, the classifiers were tested for their per-
formance. We found, as shown in Table 2, that, in our case, the Linear SVM
achieved the highest accuracy (82.25%). To avoid overfitting the parameter C, which
determines the flexibility in separating the classes, was assigned a value of 1, leading
to model with a good generalization ability. The application of this model on the
users’ comments showed that the confidence parameter clearly shows whether they
are categorized as positive or negative, as shown in rows 2 and 3 of Table 3. There
were cases, however, where the confidence was close to the limit between positive
and negative as shown in rows 4 and 5 of Table 3. For this reason we created a safe
zone for the classification of comments by setting a threshold of confidence that
classified the comments as positive or negative to 0.6.

6 Results

The results of the experiment showed that the number of user comments decrease
after the filtering, at a different rate, however, for each video lecture examined. There
were 19 videos whose comments were totally removed in the end, and studying them
we found that the comments did not concern the verbal content but other factors
such as the volume of the speaker’s voice, the format of the video, and other general
comments.

Figure 2 below shows the positive and negative rates of the users’ comments
per video lecture. Of the 1116 total videos surveyed, 806 had more positive
comments, 274 had more negative comments, 17 had an equal number of positive
and negative comments, and 19 had no comments at all. Figure 3 shows the
respective percentages of the quantitative parameters like (positive aspect) and
dislike (negative aspect) for each video.
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Fig. 2 Positive and negative percentage of comments

Fig. 3 Positive and negative percentage of likes and dislikes

Comparing the two charts, we find out that there is a great difference in the rates
recorded concerning the qualitative (comments) and quantitative (likes and dislikes)
views of users. More specifically, it is clear that the quantitative approach gives
high positive rates in video lectures reaching 96.22%, and there are few cases in
which the dislikes outweigh the likes. On the other hand, the qualitative approach
presents a more uniform distribution concerning the positive and negative comments
with the positives reaching an average of 62.25%. This difference between our two
approaches leads to the conclusion that the original perception that the user has
about a video lecture through the likes and dislikes is partially misleading. Thus,
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Fig. 4 Presentation of users’ opinion

it should be taken into consideration, and both approaches should be presented
to the users. Furthermore, the high rates of likes will help the user to select the
appropriate video lectures, since they would not exclude any of them. During
our research we further found that in the quantitative approach 135 video were
recorded without any likes and dislikes, although they were accompanied by users’
comments. Respectively, in the qualitative approach, it was found that only 19
videos had all their comments removed, and there were no longer any recorded
users’ opinions. This reflects the significance of the existence of qualitative views
of users, because they can offer a parallel and more meaningful view to the users for
each video lecture.

For the final result of the percentage of the qualitative positive and negative
comments of each video lecture under examination, we propose a presentation to
the final user in the form of a pie graph [5], as shown below in Fig. 4. Furthermore,
it is possible to present the words of the highest keyness value so that the user can
also have at his disposal the keywords of a specific video lecture.

7 Conclusion

In the present paper we studied the selection of the comments of users of the
video lectures based on the terms of the verbal content of the video. The automatic
extraction of words with the highest keyness from the transcript of the educational
videos showed that user comments, which are essential, can be identified and
exploited to form an aggregated view of the users. In the opinion mining binary
classification process, the SVM Linear algorithm reached the highest accuracy in
relation to the others. The results of the classification highlighted a significant
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issue concerning the case where the percentages of positive and negative comments
are almost equal, so the correct classification can be doubted. In order to address
this issue we introduced a threshold to classify the comment. The comparison of
quantitative (likes, dislikes) and qualitative (comments) parameters showed that
there is a divergence of opinions. The average percentage of positive views of the
quantitative parameters is 96.22%, and classifies all the videos as positive, thus
not allowing users to have a clear picture of the video lecture. The corresponding
percentage of quality parameters, however, is 62.25%. Thus, the existence of the
users’ opinion, which is derived from the users’ comments, and focuses on the
verbal content of the video lecture, gives a qualitative view to the users on the video
they want to watch.
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Cognitive Enhancement Using ICT and Its
Ethical Implications

Spyros Doukakis, Giannis Stamatellos, and Nektaria Glinou

Abstract The utilization of digital tools aiming at the cognitive enhancement of
students and adults, so that they can achieve better performance and professional
or academic success, has increased in recent years. This paper focuses on ICT
tools such as computer games, programming languages and educational software
as means for cognitive enhancement and attempts to highlight their contributions.
Issues of design and the limitations of digital tools are discussed. In the final section,
the ethical implications of using educational ICT tools for cognitive enhancement
from a virtue ethics perspective are presented.

Keywords ICT • Cognitive enhancement • Ethical implications • Education •
Virtue ethics

1 Introduction

The cognitive enhancement of students and adults has always been a desideratum of
formal and informal education. In this context, cognitive enhancement focuses on
the improvement or strengthening of cognitive functions such as attention, memory,
processing speed and problem solving [1]. In recent years, research in cognitive
enhancement has gained more interest as it is not only related to cases of patients
who suffer from some kind of dementia or demonstrate attention deficit disorder or
have had a stroke etc., but it has broadened its spectrum to also include individuals
without serious health issues, of all ages, with a view to the enhancement of their
cognitive function so that they will have better performance and professional or
academic success.

For cognitive enhancement to be achieved, different interventions are attempted
and a variety of strategies are chosen, some of them generally acknowledged and
documented in publications and others described as quite promising but not yet
widely acknowledged [2]. Thus, there is an initial division between pharmaceutical
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and non-pharmaceutical enhancements. Pharmaceutical enhancements or biological
cognitive enhancements (BCEs) involve pharmaceutical products and other tech-
nologies such as implants or configurations, magnetic stimulation and possibly
modification of human embryos via genetic engineering [3]. Non-pharmaceutical
enhancements include strategies such as nutrition, physical exercise and sleep and
other more focused interventions such as meditation, mnemonic techniques, educa-
tion through digital tools and brain stimulation [2]. The present study focuses on
non-pharmaceutical enhancements, particularly on cognitive enhancement through
education with the use of digital tools. First, a literature review on cognitive
enhancement strategies through various types of digital tools will be presented.
A closer look on the design of such tools and their limitations will follow. Next,
ethical issues arising from the utilization of digital tools aiming at cognitive
enhancement with special reference to a virtue ethics perspective of human selfhood
and autonomy will be examined. The study concludes with suggestions for research
approaches towards studying the education of students and adults on the use of
digital tools aiming at their cognitive enhancement.

2 ICT and Cognitive Enhancement

The development of digital tools (from the construction of the first computer in
1942 to recent tablets and smartphones) provided researchers and experts with
the opportunity to explore the possibilities of educational media. The launching
of each new device (microcomputers, graphing calculators, tablets, smart phones
etc.) is accompanied by a multitude of programs and software either for educational
purposes or for the accommodation of professional and social needs, with the latter
category often utilized for educational purposes as well.

According to literature [1], certain software programs aiming at cognitive
enhancement have been developed. Software programs such as Brain Fitness
Program, Cogmed QM, Braintrain Captain’s Log and Cognifit have been developed
by teams of specialists in the field, and researchers have studied their contribution
to the cognitive enhancement of individuals. Participants in the studies were healthy
adults (young and old), as well as patients with some form of dementia. A detailed
analysis of the results derived from the aforementioned studies can be found in Jak
et al. [1].

Moreover, electronic games that are believed to contribute to cognitive enhance-
ment are available on the market. Traditional games of this kind are Tetris, as well
as games that entail problem solving, puzzles, crosswords, etc. In their article, Jak
et al. [1] analyze and discuss findings of research studies conducted with the use
of electronic games such as Nintendo Big Brain, Rise of Nations, Medal of Honor,
Tetris and Space Fortress.

In the field of education, research has focused on serious games, which are
designed with a view to cognitive enhancement, skill development and greater
engagement of the learners. According to Green and Bavelier [4], suitable for
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cognitive enhancement are those games that have rich 3D possibilities, involve
fast moving targets and require visual processing of the whole image of the game,
contributing to the development of attention and improvement of speed as well as
precision of decision-making.

In their critical analysis, Jak et al. [1] infer that there is a considerable number
of programs (software and games) that have contributed to the improvement of
educational methods in cognitive enhancement activities. However, they attest
that only a limited number of studies have indicated improvements in people’s
daily lives or long-term improvements. Finally, they point out the methodological
limitations of the existing research studies, concluding, nevertheless, that research
findings show that software and games positively affect the individual’s sense of
personal development and raise his/her self-confidence. The latter conclusion is
also supported by Green and Bavelier [4], who state that when serious games
involve action, they improve perceptive skills, develop selective attention skills,
contribute to cognitive enhancement and reinforce the skill of “learning how to
learn”; however, further research is required to investigate their impact on daily
life and the way gamification can contribute to young people’s and adults’ learning.
Connolly et al. [5] corroborate this viewpoint and place emphasis on the activities,
skills and functions that games must include in order for learners to achieve the
expected learning outcomes.

Programming languages have also been suggested as tools for cognitive enhance-
ment, aiming at algorithmic problem-solving, development of analytic thought and
attention. In specific, the Logo programming language has been a tool for the
cognitive development of students, which has enabled mathematical expression
through programming [6]. Logo was transformed into the Scratch language by a
group of scientists in the Lifelong Kindergarten Group at the Massachusetts Institute
of Technology. Scratch is a visual programming language that can be utilized for
the development of games, simulations and puzzles, thus contributing to brain
stimulation and to interaction between users and the computer. Both Logo and
Scratch are regarded as educational languages appropriate for children and adults.
Moreover, studies on university students have shown that programming languages
are among the tools for cognitive enhancement. According to a study by Georgouli
and Sgouropoulou [7], writing programs in an object-oriented language contributes
to cognitive enhancement. The researchers maintain that, apart from the program-
ming language itself, important factors for cognitive enhancement and development
of the students’ social skills are group work, the blended learning model (which was
employed in the study), and peer assessment. Recently, researchers have studied the
use of environments of tangible programming with robot programming activities as
a method of cognitive enhancement in patients with memory problems. According
to Demetriadis et al. [8], these environments contribute to the enhancement of logic
and analytical thought as well as visual-spatial skills.

In the next section educational software that has been integrated to a great
extent in the education of students and adults are discussed. Early development of
software related to science and mathematics aimed at the visualization, modeling
and programming, and typically included activities in the form of drill and practice,
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mainly offering a richer visual approach in comparison with the paper and pencil
model. Over time, there has been development of software suitable for: (a)
the dynamic management of objects and relations, (b) algebraic exploration, (c)
exploration, simulation and processing of data and, finally, (d) modeling. These
kinds of software are accompanied by proper theoretical contexts which emphasized
the pedagogical expediency of their use and were often based on the learning theory
of constructivism. Furthermore, they focus on the role that language and other
mediation means play in teaching and learning on the basis of the principles of
the socio-cultural theory [9], and situated learning [10] as a result of the activity,
context and culture within which the process of learning and cognitive enhancement
is taking place. Additionally, the role of scaffolding in cognitive enhancement is of
particular importance, since these kinds of software and the accompanying activities
are controlled by the learner, thus contributing to the construction and reconstruction
of personal meanings.

In this context, educational software that could contribute to cognitive enhance-
ment and skill development has been developed. Indicative examples of such
software are GeoGebra and Maple for mathematics, as well as Modellus and
Interactive Physics for the natural sciences. With the development of appropriate
tasks, these software packages offer incentives and contribute to the strengthening
of mental abilities, such as attention, memory, processing speed and problem-
solving. In recent years, these kinds of software have been improved considerably
and provide opportunities for increased motivation and cognitive enhancement
through multiple representations. Besides, the results from their use regarding the
performance and formal knowledge of the learners have been investigated [11–13].

As evident from the above, ICT is utilized to a great extent for the cognitive
enhancement of individuals. However, the way and the context of utilization are
important factors that can indicate their possible limitations on one hand and their
possibilities on the other. In this context, there is an open discussion on issues of
design and the limitations of ICT as tools for cognitive enhancement, as well as
on ethical issues arising from their use. Both issues will be approached in the next
sections.

3 Design and Limitations of Digital Tools

The increasing development of digital tools for educational purposes, as well as
the development of digital tools for accommodating professional and social needs,
which are nevertheless utilized to support educational processes, raises the question
of their suitability for education and the cognitive enhancement of the learners. It is
not necessary for all (educational) digital tools to possess those characteristics that
could contribute to the cognitive enhancement of the learners and have a positive
impact on attention, memory, processing speed and problem solving issues [14].

Furthermore, when developing digital tools along with the accompanying activ-
ities, it is essential to consider certain characteristics that have been found to
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contribute to the learners’ cognitive enhancement. Even the interface environment
of a programming language can contribute to the learners’ cognitive enhancement.
According to Plerou et al. [15], the interface environment, the color and the
existence of narration are all crucial during the development of such environment.
In the case of digital tools that contribute to the learners’ cognitive enhancement it
is also important to take into consideration the principles involved in the evaluation
of digital tools for educational purposes [16]. In specific, the axons of evaluation
are:

• The content, as regards to both the existence of scientific validity and the absence
of partiality.

• The suitability of digital tools with a view to the learners’ cognitive enhancement
and, more specifically, the presence of multiple representations, variety of
applications from real life, utilization of simulations, improvement of traditional
teaching approaches, opportunities for assessment and self-assessment, possibil-
ities for individualized and differentiated support, etc.

• The degree of interaction with the user, which facilitates navigation and access to
various parts of the application; the existence of various levels of difficulty where
the flow is controlled by the user; instructions to the learner are clear; when the
learner repeats the same part of the software, different questions appear and after
a certain number of wrong answers the correct one is given.

• The structure and organization with a modular approach, table of contents,
help to user when needed, possibilities of enrichment and extension of the
learning process by the instructor; also, messages and texts are succinct, clear
and comprehensible.

• Aesthetics, with reasonable use of fonts, colors and symbols, well organized
windows compatible with the goals of the attempted cognitive enhancement.

• Technical adequacy for non-stop operation, compatibility with all operating
systems and possibility for online use.

• The existence of a user’s guide with technical guidelines, troubleshooting
instructions and pedagogical instructions for its utilization.

Finally, since education is indispensably connected with research, it is essential
that the related digital tools can be utilized as research tools. This will enable the
researcher and the educator to determine the degree to which these tools contribute
to cognitive enhancement as well as their limitations and possibilities. The ultimate
goal will be to optimize possible benefits from their use and to enable the recording
of their contribution to the learners’ personal development on the basis of the context
in which it is attempted.

4 Ethical Implications

The ethical implications of human enhancement have been discussed in a normative
context in terms of human agency and with special reference to politics, society and
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the law [2, 17]. An ethical debate is articulated in modern bioethical discussions
[18], including both pharmaceuticals and non-pharmaceutical means of cognitive
enhancement such as nutrition, physical exercise, sleep, meditation, mnemonic
strategies, computer training, and brain stimulation [2]. However, a bioethics top-
down analysis has been criticized in its “mere application of established principles
a priori that are recognized as valid in all circumstances without regard to the
specificity and situatedness of each intervention.” [17]. Based on this criticism,
both the Kantian categorical imperative and the utilitarian principle have been
rejected [19]. The problem which has been identified is that different context-
sensitive properties of human enhancement are not subject to a generalized and
comprehensive ethical theory [17].

Considering the limitations of a top-down action-based ethical approach, the
following argument could be suggested: since cognitive enhancement affects per-
sonal development and well-being through fostering secondary virtues such as the
feeling of self-mastery and achievement, endurance, self-confidence and may confer
self-knowledge [2], therefore a self-directed agent-based virtue ethics approach
is relevant to the discussion of cognitive enhancement. Dresler et al. [2] state in
their ethical analysis that “pharmaceutical or other enhancers are not intrinsically
ethically dubious”. However, in the light of a virtue ethics perspective, the use of
cognitive enhancement could be reevaluated as “intrinsically dubious” as far as self-
determination and human autonomy are concerned. Self-determination is primarily
related to the decisions of the moral agent and the reasons to use cognitive enhance-
ment are directly related to self-formation and the agent’s personal improvement.

In particular, focusing on the use of ICT in computerized cognitive training,
the potential to positively impact one’s sense of social connectivity and self-
efficacy is addressed [1]. Self-efficacy constitutes an important element in the
ethical evaluation of cognitive enhancement using ICT in particular, and human
enhancement in general, and also leads the discussion to a computer ethics context
with a virtue ethics self-directed aspect. During the last decades, virtue ethics has
been revived with a focus on human selfhood and character development, especially
after the monumental work of Alasdair MacIntyre’s After Virtue (first published
1981) [20]. Virtue ethics is also related to computer and cyber ethics discussions.

Frances Grodzinsky [21] emphasized the importance of virtue ethics in the
information society and computer education. She argued that problem-solving in
computer ethics cannot be strictly based on a Kantian duty-based deontological or
a utilitarian consequence-based approach; a serious macro-ethical issue generated
by ICT needs to be primarily evaluated from a micro-based perspective of the
individual’s moral agency [21, 22]. Virtue ethics develop students’ personal ethics
which later leads to professional ethics in ICT. Grodzinsky reevaluates the teaching
methods of computer ethics courses in class in the ethics of Aristotle and Kant,
considering however a relationship between virtue ethics and some elements of
Kantianism in terms of human agency and autonomy [21, 23].

Human autonomy has been recognized as an intellectual virtue important for
human agency and values; a natural desire to knowledge and autonomy underlies
the competence of a self-determined and independent moral agent [24]. As Roberts
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and Wood [24] put it, “the autonomous intellectual is such, not because he is an
intellectually self-made man, but because he has actively and intelligently appro-
priated the regulators in his noetic structure.”. Autonomy and self-determination
is also important in education. According to Grodzinsky, virtue ethics provide a
character-forming self-reflection that appears to be more applicable to students than
an action-guiding rule-based agency; students see “the utilitarian or the deontologist
as someone other than themselves, and there seems to be very little internalization
of these action-based theories” [21].

Bearing in mind an ethical focus on ‘being rather than doing’, a character-
based aspect in the use of ICT education is beneficial. ICT students are able to
develop practical wisdom and moral excellence by being aware of the core values
that undermine a computer ethics question. This is achieved by working on their
personal identity, imagination and narrative [21]. Hermanns [23] further argued that
virtue ethics should be approached from an individual human flourishing viewpoint
with reference to moral values and behaviors in the ontology of a virtuous character
and the development of virtuous habits. Moreover, Coleman [25] identifies a list
of characteristics of computational agents that can be understood as virtues within
a framework of virtue ethics. Coleman suggests that computer ethics could be
conceived as a form of android ethics and the study of the morals of computational
agents. As in the above critical discussion of an action-based ethical approach in
the use of ICT, Coleman maintains that a construction of a moral computer should
not be based on a deontological or consequential ethical approach, but more on an
Aristotelian agent-based virtue ethics perspective.

In addition to the Aristotelian view, modern discussions of computer ethics
education is also enlightened by a Platonic perspective of character development
in relation to a more contemplative, or even metaphysical, self-directed theory of
moral agency. More precisely, a Neoplatonic virtue ethics of intellectual autonomy
and self-determination are relevant to cyber ethics and particularly a character-
based moral agency applicable in computer education [22]. In this respect, a
Platonic perspective of virtue ethics is central to the agent’s cognitive enhancement
as Plato’s cardinal virtues of wisdom, justice, courage and self-control are the
prerequisite and fundamental skills of character development and human excellence,
goodness and knowledge. In this light, an Aristotelian virtue ethics perception is
also relevant to the debates of human enhancement in terms of the political and
personal achievement of eudaimonia through ethical praxis. Therefore, both the
Aristotelian and the Platonic perspectives of virtue ethics underlie a political, social
and psychological agent-based value that could be used as a guidance to the question
of human enhancement not only in terms of self-efficacy at micro-level but also by
extension in its socio-political ontology of moral agency at a macro-level. Thus,
while a consequence-based utilitarian ethical theory promotes personal happiness
and social utility by focusing on the consequences of moral action, and a duty-
based Kantian or deontological ethical theory treats the moral agents as ends in
themselves, it is suggested that the ethical debate of cognitive enhancement, and the
wider issue of human enhancement, should be more effectively approached in the
light of a virtue ethics discussion on human selfhood and autonomy.
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5 Conclusion

The utilization of digital tools aiming at cognitive enhancement is an important
approach towards supporting students and adults. Considering that today, in addition
to computers, there are tablets and smartphones equipped with appropriate software
and complementary activities available, it is useful to explore the ways those could
contribute to cognitive enhancement. In addition, it seems that the ethical debate
about cognitive enhancement should be moved from the level of action to the center
of human selfhood, from a practical and empirical calculation of decision-making
to the virtues of the person and the internal determinations, conscious decisions and
the will of the moral agent. Finally, it seems that an important factor of cognitive
enhancement could be the socio-cultural context in which it is attempted. The above
issues are yet to be explored in future research studies.
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Smart Health Caring Home: A Systematic
Review of Smart Home Care for Elders
and Chronic Disease Patients

Marina Moraitou, Adamantia Pateli, and Sotiris Fotiou

Abstract As access to health care is important to people’s health especially for
vulnerable groups that need nursing for a long period of time, new studies in the
human sciences argue that the health of the population depend less on the quality
of the health care, or on the amount of spending that goes into health care, and
more heavily on the quality of everyday life. Smart home applications are designed
to “sense” and monitor the health conditions of its residents through the use of a
wide range of technological components (motion sensors, video cameras, wearable
devices etc.), and web-based services that support their wish to stay at home. In
this work, we provide a review of the main technological, psychosocial/ethical and
economic challenges that the implementation of a Smart Health Caring Home raises.

Keywords Smart environments • Smart home • Smart care • Elderly people •
People with chronic disease/disabilities • Monitoring • Assistance • Care •
Sensors • Actuators • Echnological • Psychosocial • Economic challenges •
Independent living • Quality of life

1 Introduction

Based on estimation for the evolution of demographics, life expectancy is predicted
to increase resulting in population aging [1]. As the great majority of elderly people
are living alone, they treat their home as a refuge, in which they try to cope
with highly risk situations, such as falls, sensory impairment, diminished mobility,
isolation, and medication management. Aiming to a society with healthy citizens,
we seek solutions that will improve the quality of their lives and allow them to stay
safe at home. Recent developments in information and communication technologies
related to computer networks, embedded systems and artificial intelligence have
made the vision of building a smart home environment technologically feasible.
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Smart environment is a physical world interwoven with invisible sensors,
actuators, displays, and computational elements. These computing elements are
generally embedded seamlessly in everyday objects and networked to each other and
beyond (the internet, usually) [1]. The term “Smart health caring homes” address to
a residence equipped with technology that facilitates monitoring and remote sensing
of residents and/or promotes independence and increases residents’ quality of life.
The technology is integrated into the infrastructure of the residence and does not
in principle require training of or operation by the resident, distinguishing thereby
smart home applications from stand-alone units that can be used in the home setting
and need to be operated by the end-user (e.g., blood pressure cuffs, videophones,
etc.).With the intention to enhance users’ independence, SHCH projects utilize a
wide range of applications serving different users’ needs [2]:

• Physiological monitoring. Collection and analysis of data pertaining to physio-
logical measurements such as vital signs of pulse, respiration, temperature, and
blood pressure, as well as blood sugar level, bladder and bowel output.

• Functional monitoring/Emergency detection and response. Collection and anal-
ysis of data pertaining to functional measurements such as general activity
level, motion, gait, meal intake, and other activities-of-daily-living. Emergency
detection is enabled through the collection of data that indicate abnormal or
critical situations (such as falls).

• Safety monitoring and assistance. Collection and analysis of data pertaining to
measurements that detect environmental hazards such as fire or gas leak. Safety
assistance includes functions such as automatic turning on off bathroom lights
when getting out of bed, facilitating safety by reducing trips and falls. Location
technologies aimed at safety also fit into this type.

• Security monitoring and assistance. Measurements that detect human threats
such as intruders. Assistance includes responses to identified threats.

• Social interaction monitoring and assistance. Collection and analysis of data
pertaining to social interactions such as phone calls, visitors, and participation
in activities. Social interaction assistance includes technologies that facilitate
social interaction, such as video-based components that support video mediated
communication with friends and loved ones, virtual participation in group
activities etc.

• Cognitive and sensory assistance. Cognitive assistance technologies include
those of automated or self-initiated reminders and other cognitive aids, such
as medication reminder and management tools and lost key locators, for users
with identified memory deficits. They also include task instruction technologies,
such as verbal instructions in using an appliance. Sensory assistance includes
technologies that aid users with sensory deficits, such as eyesight, hearing, and
touching problems.

In this paper, we provide a review of the main issues that must be addressed
during the implementation of a SHCH project. Based on this review, the main
research streams could be divided into: technological, psychosocial and economic
challenges. Following, we present the main findings of prior studies and outline
avenues for future research in the area of SHCH environments.
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2 SHCH Challenges

2.1 Technological Challenges

Taking into consideration the recent advances in networking technologies, such
as devices’ miniaturization and increase of computational power in pervasive
and ubiquitous computing, it can be easily deducted that recent technological
maturity gave a significant impetus to smart environments research. SHCH’s design
requires the combination of research from different disciplines, such as computer
networks, embedded systems and artificial intelligence, ubiquitous and mobile
computing, robotics, middleware, agent-based software, sensor networks and mul-
timedia computing. SHCH are complex heterogeneous environments comprising
a Home Automation System that contains a set of home electric and electronic
appliances that fulfil several functions (e.g. washing and cooking machines, heaters
and more advanced “smart” devices [3] like smart floors, etc.), a Control System
that combines human with software-based control using information provided by
sensors and the instructions sent to actuators in order to achieve one or more
high-level goals or functions and a Home Automation Network that assures
all technological components, including Home Automation System and Control
System, can exchange status and control information [4]. Figure 1 presents an

Fig. 1 Smart health care home architecture
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indicative SHCH architecture by identifying the main components of the network
and the way in which they communicate.

Perception of the environment is a bottom-up process. Sensors monitor the
environment using physical components and make information available through the
communication layer. The database stores this information while other information
components process the raw information into more useful knowledge (e.g., action
models, patterns). New information is presented to the decision making algorithms
(top layer) upon request or by prior arrangement. Action execution flows top-
down. The decision action is communicated to the services layers (information and
communication) which record the action and communicates it to the physical com-
ponents. The physical layer performs the action with the help of actuators or device
controllers, thus changing the state of the world and triggering a new perception. In
order to implement a secure and functional smart health care home environment, it
is required to assure secure exchange of clinical data between different systems or
data sources. To facilitate the appropriate collection, transmission, processing and
interpretation of information, a semantically sound and technically feasible set of
standards is also demanded. These standards include clinical, vocabulary, messages,
workflow, and technical standards [5].

• Clinical standards, such as guidelines indicating evidence-based care, must be
clearly reflected in the domain knowledge included in programs for disease
management and wellness.

• Vocabulary standards pertain to terminologies in different formats and usually
developed for specific purposes, such as clinical documentation, comparison of
data, or statistical reporting.

• Standards for messages address the issue of interoperability and focus on
the electronic exchange of information within or between health information
systems. Health Level Seven (HL7) is such an example, which provides standards
for the exchange, management, and integration of data that support clinical
patient care and the management, delivery, and evaluation of health care services
[6]. Such an interoperability standard is essential when it comes to exchange of
data between a home-based application and the electronic medical record of a
clinical facility. Current HL7 v3 message models, e.g., for patient care, do allow
for the patient to be “author of health information,” thus respecting self-care
responsibilities.

• Workflow standards describe the tasks and processes of the care plan, involved
stakeholders and timeline, required interactions, and transactions. For example,
at home care, there is a detailed care plan that dictates the number of home
care visits, their goals, who conducts them (registered nurse, nursing aid, social
worker, etc.), and rules for specific processes (e.g., capturing of vital signs).

• Technical standards address infrastructure, networking, and security issues. Par-
ticularly relevant for disease management applications are the Internet protocol
(TCP/IP) for the infrastructure and Extensible Markup Language (XML) for the
technical expression of messages.
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The interoperability between different entities among software or hardware
applications at home care and disease management demands also the use of common
communication protocols [7]. These protocols can be classified into: (1) proprietary
protocols, owned by private companies and not disclosed to the public, (2) public
protocols, usually maintained by company or consortium, but public to public,
(3) standard protocols that are recognized by standardization bodies. Some of
the most famous communication protocols are IEEE 802.15.4/Zig-Bee, EIB/KNX
ISO/IEC 14543-3, IEEE 802.11/Wi-Fi. The integration and the interoperability of
heterogeneous smart devices is achieved by an intermediary software layer called
middleware that is responsible for (1) interfacing with device drivers (2) providing
interoperability using standardized interfaces and protocols. The most commonly
used standards for the development of the middleware are Open Services Gateway
initiative (OSGi) [8], Foundation for Intelligent Physical Agents (FIPA) [9] and Web
Standards (WS) [10]. Concluding the above technological challenges, it becomes
obvious that the SHCH project must be simple, robust and easy to configure
with zero errors, taking into concern that the targeted users are from different
psychological/social/mental/physical disability status and a failure of the system
could cost one’s life.

2.2 Psychosocial and Ethical Challenges

Living your everyday life using the aforementioned technology introduces psy-
chosocial and ethical issues concerning the usability, accessibility, privacy, security,
autonomy of the home and mainly the lack of human touch. Usability of the SHCH
is of critical importance as it is related to the accessibility of users to the new
technology and leads to rapid learning, good skill retention, and low error rates. End-
users should be able to communicate with each other, find information, and navigate
the software and hardware with ease [11]. A large segment of home care patients are
elders and in some cases have functional limitations due to aging, or their diagnosis,
or both. A functional limitation describes a “reduced sensory, cognitive or motor
capability associated with human aging, temporary injury, or permanent disability
that prevents a person from communicating, working, playing or simply functioning
in an environment where other people in the population can function” [12]. Thus,
system designers should be aware of all limitations (e.g. many users may not have
high-speed internet infrastructure in their home), in order to create fully operational,
accessible, usable, rigorous, low cost SHCH environments that are not addressed to
a small portion of citizens [13].

A further ethical issue pertains to call for an examination of how privacy,
confidentiality and security of transmitted and exchanged clinical data are protected
as regard to individuals’ health information. These concerns indicate that technology
and ethics may not always co-exist harmoniously. Privacy issues sometimes have
been identified as a potential barrier to acceptance of assistive health information
technologies [14–16]. Privacy is composed of: (a) informational privacy which
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refers to the desire to control the sharing of personal information with others
and may be violated when health devices reveal more information than the user
desires, and (b) physical privacy which is related to both the degree to which
one is physically accessible to others and the accessibility of one’s personal space
or territory and may be violated when health technology impinges on the user’s
control of such access. Regulation concepts towards privacy demand transparency,
informed consent, confidentiality, purposefulness, privacy, dignity, information
management, usability, user control, and the coordination of responsibilities and
actions within a clearly-defined framework for action. Berlo from introduces the 3-
Ps (Perspectives, Principles, and Paradigms) approach which introduce the necessity
of defining older people’s perspectives about the new technology. Principles of
autonomy, beneficence, non-maleficence and justice are applied, and the paradigms
or contextual situations are referenced [17]. Zwijsen et al. also point out that “people
are, or should be, independent and self-determinant” [15].

A different concern that raises with the introduction of SHCH in our life is the
fact that they create functional dependency of users turning them to less autonomous
individuals. [18] It also supports systems that enhance the medicalization of the
home or set new functional attributes as a consequence of non-portability or limited
power supply which may restrict users to shortened distance or time away from
home. Additionally it is likely that SHCH may demand on time and effort associated
with using the new technology, for example, in learning how to use it and for its
maintenance. Such demands will be greater for users who are inexperienced with
technology (which include some elderly). Thoughts have been also associated with
the robustness of the equipment, including its perceived reliability and effectiveness.
Concerns about inaccurate measurement (e.g. vital signs) which may be directly
impacted by the technology, itself, or by how familiar its human operators are in
using it [19]. Moreover, medical data of all SHCHs should be collected into a single
database, which will belong to public health organizations.

SHCH interventions have the potential to bridge geographic distances and allow
the anonymity that might be desired for a specific medical condition. However,
such applications might be lacking the sense of touch and inter-human close contact
that occurs in face-to-face meetings. SHCH patients may fear technology replacing
in-person interaction with their health care providers or affecting friendships and
other relationships [16, 20]. Family caregivers may be afraid that this will mean
greater burden of providing care, since they should also be responsible for SHCH’s
sustainability. Finally, great anxiety have been revealed about the sustainability of
SHCH and the possibility that a call/information message might have no human
response or assistance. Other fears concerns their ability to assure the system’s
affordability [15, 16] and efficiency in a long time horizon [21].
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2.3 Economic Challenges

SHCH emerged from the parallel need of reducing national public health costs
and elders people’s requirement to stay and receive treatment and health care
support at home [22]. At first sight, living at a SHCH environment could bridge
geographic distance and increase access to care. However, going deeply into costing
the infrastructure required, it might result in eventually reducing access to care, as
its use actually increases the cost of the care. As a result the study of economic
challenges are of major importance. A SHCH must be cost-effective from the
viewpoint of both patients and society. In other words, the investment in technology
for medical purposes would represent a realistic ratio (e.g. less than 10%) of the
total home investment. An evaluation of the cost effectiveness of SHCH demands a
correlation of incremental costs and health benefits.

An available device that function as standalone unit can often be purchased at
a relatively low cost and used by a patient with a chronic disease to monitor his
state at home. Furthermore, SHCH reimburses the costs of the technologies due to
virtual visits and remote monitoring [23], moving away from payment for services
to paying for outcomes [24]. From the other side, the health device is part of an
information technology application, allowing the transmission of monitoring data
through Internet to a central server, which burden the cost several times. From the
hospital perspective of view, the costs associated with the construction of a new
building to house the call center, and the hiring of new technical staff must also be
included into the analysis. Given the limited resources of the health care system and
the challenges that home care agencies face, it is possible that a subset of home care
patients will finally have access to the SHCH services.

Apart from the direct costs (program administration, IT delivery, training and
maintenance, health care costs, and patient-borne costs pertaining to disease
management), cost analysis should also include societal, health care system, third-
party, and patient/family perspectives. These indirect costs include patients or
caregiver’s productivity losses, providers’ traveling time to the patients and other
more qualitative sources of costs.

The majority of published economic studies on SHCH are not pure economic
evaluations, so they cannot assist in determining whether a treatment is justifiable
based on the incurred costs and benefits. Polisena et al. have concluded that the
use of SHCH system reduced the costs of health care provision, due to the need
for fewer contacts with health care providers, meaning reduced frequency of access
to other services but not necessarily a reduced need for these services [25]. This
highlights the significance of inclusion of clinical outcomes (disease markers or
patient’s quality of life) in economic evaluations. The clinical outcomes are part of
the cost-effectiveness, or cost-utility analysis and can highlight the potential long-
term impact of the SHCH. The cost-effectiveness analysis needs to include data on
clinical outcomes associated with a particular disease or condition studied, such as
event rates and deaths. Such research requires for long term period to demonstrate
differences in long-term clinical outcomes, and hence should adopt a longitudinal
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pattern. An economic evaluation should also include a sensitivity analysis to
determine the robustness of the study findings based on the assumptions made. Last
but not least, time and energy that could be saved using SHCH properly of patients,
nurses, doctors, and family or voluntary careers should also be included. The
benefits most often mentioned are reduced anxiety, reduced hospital admissions,
reduced length of stay in hospitals, earlier discharges from hospitals, delayed entry
into nursing homes, and reduced need for nursing care at home [26]. As quite a
few researchers suggest [25, 27–31], SHCH has the potential to reduce costs, but
its impact from a societal perspective remains uncertain until higher quality studies
become available.

3 Conclusions

Combining the wish of elder people or people with chronic disease/disabilities to
receive care at home with the ever increasing maturity of smart technologies, the
vision of SHCH starts becoming a reality. This paper provides a review of the main
technological, psychosocial/ethical and economic challenges that SHCH projects
have to meet so as to support and promote patients’ quality of life while remaining
at home. Figure 2 summarizes the main challenges, as they have been concluded
from our systematic review of the SHCH current research.

Evaluating the technological area needed for SHCH, it is evident that there
is active research with great progress in network infrastructures, communication
protocols, sensors, middleware, and SHCH components’ interoperability. This
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highlights the emerging role of SHCHs and the fact that they are becoming smarter.
However, there are many ongoing challenges that researchers in this area continue
to face such as the ability to handle multiple inhabitants in a single environment, the
need for user-centered projects, the decrease of the infrastructure cost and the extent
of the environment. We identified that, apart from the design and implementation of
applications, it is of vital importance that issues concerning usability, accessibility,
privacy, security of collected data, autonomy, formed consent, medicalizations of
home and human touch must be declared, so as not to jeopardize the well-being
of their inhabitants. Concerning the economic effectiveness, while such projects
have the potential to reduce costs, further economic evaluation studies taking into
consideration the perspectives of all stakeholders involved in the SHCH ecosystem
(technology providers, patients, hospitals and doctors) for calculating costs versus
benefits in a long time horizon are required.
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SSEv: A New Small Samples Evaluator Based
on Modified Survival Curves

Styliani Geronikolou and Stelios Zimeras

Abstract Rare diseases, either of genetic or epigenetic origin, either proliferative
or degenerative, are hard to be studied credibly, because of sparse prevalence, thus,
small sampling. In addition, biological or translational experimentation either with
animal models, or in vitro studies share small sampling-often due to lack of financial
support or due to mannered and costly techniques. Pilot or feasibility studies been
performed, before expensive clinical trials are decided, focus on small samples.
Small Samples Evaluator (SSEv) is a useful tool based on a modification of survival
curves. The technique can be applied to repeated measures, as well as to case-control
or cross-sectional designed studies. A web-based application of SSEv is created and
presented herein. The application is freely accessible at: https://ssev.eu.

Keywords Rare diseases • Small samples statistical analysis • Survival analysis
modification • Translational epidemiology • Credibility

1 Introduction

More than 4800 out of 6000 rare diseases, affecting 2–30,000,000 peoples in the
EU, are genetic. Almost half of them affect children, thus, are of great research
interest. Rare diseases, either of genetic or epigenetic origin either proliferative
or degenerative are hard to be studied because of sparse prevalence, thus, small
sampling. Investigators of basic sciences, clinical or translational researchers, as
well as epidemiologists of rare diseases face the same problem: small sampling
or small prevalence. Biological as well as translational experimentation either
with animal models, or in vitro studies share small sampling-often due to lack
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of financial support or due to mannered and costly techniques, or participants’
disability/unwillingness to follow up a study design.

In small sized studies, validity/statistical power problems arise [1]. Various tech-
niques have been proposed for small samples: i.e. non parametric tests, simulation
for sample enlarging before calculation [2], effect sizes corrections [3–5], or even
simple t-test [6] etc.

2 Small Samples Evaluator Method

In epidemiology, survival analysis is a common method widely applied in mortality
as well as in determination of pregnancy (fertility) rates [7], drug efficacy; [8, 9].

We propose, hereby, a new technique been borrowed from the survival analysis,
modifying the time of events as the values (for rare diseases or sparse data) or mean
values (when block of data are available i.e. insect cultures, cell cultures, polycentric
epidemiological studies) of data differences between the compared groups. Based on
that assumption, the convergence of the final results is more rapid. Thus, according
to this modified hazards analysis for Mean Data (i.e. Group A) set probability of
scoring greater than a specific value ’ is given by Pr[mean Data Group A � ’].
This probability can easily be obtained from the graph and for the two comparison
groups: case vs control. For that calculation, the long-rank test is used to find
significant differences between comparing groups. According to curve comparison
analysis, significance may be obtained. To overcome the problem with the small
sample variation the Lipsey & Wilson correction to Hedge’s statistics formula is
proposed [10]. As the g tends close to 0 (g ! 0), the comparison between the
survival curves is getting larger (non-signoficant differences, no variability). As the
g tends to be large (g!1), the comparison betweeen the survival curves is getting
smaller (significant differences, variability).

We validated the method in given and published biological data [10]. In the
first five sets of experiments, we had separated the insects into two groups: (a)
the Exposed group (cordless phone) and (b) the Unexposed group using GSM
1880 MHz mobile phone field. In the second five set of experiments we had
separated the insects into two groups: (a) the Exposed group (mobile phone) and
(b) the Unexposed group using GSM 900 MHz mobile phone field. The results of
the experimental repetitions are presented in Tables 1 and 2.

Figure 1 illustrates the results of the hazards analysis of survival functions
considering Mean Ovicity in vials among the two groups (mobile/cordless phones
and control group). According to this modified hazards analysis for Mean Ovicity in
vials the probability of scoring GSM 1880 MHz mobile phone (or GSM 900 MHz
mobile phone) greater than a specific value ’ is given by Pr[mean Ovicity in
vials � ’]. This probability can easily be obtained from the graph and for the two
comparison groups (cordless phones vs control and mobile phones vs controls). For
that calculation the long-rank test is used to find significant differences between
comparing groups. According to curve comparison analysis, there was significant
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Table 1 Experimental results from cultures radiated with cordless phone (1880 MHz)

Experiment
Culture radiated with cordless phone
Mean ovicity in vials (egg nr)

Control
Mean ovicity in vials (egg nr)

1 9.7 12.25
2 9.6 13.1
3 12.4 12.4
4 11.9 12.1
5 9.3 12.4
Mean˙ St.dev Total 10.58˙ 1.45 12.45˙ 0.384

Data are expressed as mean˙ SD

Table 2 Experimental results from cultures radiated with second generation mobile phone
(900 MHz)

Experiment
Culture radiated with mobile phone
Mean ovicity in vials (egg nr)

Control
Mean ovicity in vials (egg nr)

1 9.05 13.5
2 7.8 11.4
3 7.95 12.4
4 9.1 12.8
5 8.7 12
Mean˙ St.dev Total 8.52˙ 0.60 12.42˙ 0.794

Data are expressed as mean˙ SD

difference among the types of the phones for the Mean Ovicity in vials (egg nr)
considering the cordless phones (pD 0.049) and the mobile phones (pD 0.002).

After the modified survival analysis the long-rank test, there was significant
difference among the types of the phones for the Mean Ovicity in vials (egg nr)
considering the cordless phones (pD 0.048) and the mobile phones (pD 0.002). For
Mean Ovicity in vials (egg nr) the probability of scoring 1880 MHz portable phone
(or 900 MHz mobile phone) greater than a specific value ’ is given by pr[mean
Ovicity in vials � ’]. This probability can easily be obtained from the graph and
for the two comparison groups (cordless phones vs control and mobile phones vs
controls). The results absolutely agree with the ones published in Geronikolou et al.
[10].

3 Small Samples Evaluator (SSEv) Web Based Application

The web-based application of SSEv is a useful tool for small samples statistical
analysis. The application is freely accessible at: https://ssev.eu. It can generate
credible results and figure curves small user-provided data sets. This server enables
users to analyze their data and generate curves for valid estimation of their

https://ssev.eu
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comparing groups differences. Additionally, it provides users probability calculation
to empower their result. Furthermore, the corrected for small samples Hedge’s g is
also provided by this web application.

4 Discussion

Reporting and interpreting credible results, avoiding bias due to small samples
might be of ethical and bioethical importance affecting patients and families real
life, researchers daily practice ease etc. Here, issues such as quality of study design,
representation of the sample and, mainly, power issues after the statistical method
arise [1]. Publishing is another phase, where statistical power proven by large
sampling is impossible in the above cases, whereas, innovative early studies, pilot
or feasibility studies are often discouraged or declined [11].

Non-parametric methods are also called distribution-free tests and rank methods,
thus, feasible for small samples. For the simplest parametric tests there are
corresponding non-parametric tests (Mann–Whitney test, Wilcoxon, etc), while non
parametric tests are used for testing hypotheses rather than estimation. They are
less informative–comparing to parametric tests, using ranks rather than original
values. Simulation solution enlarges the sample for typical power sake, but refrain
the dynamic of the sample, lacking representiveness. Our solution calculates
differences, illustrates convergences providing probability of the resulting effect to
occur in real life, thus, more informative.

5 Conclusion

Our proposed modification of survival analysis (SSEv) is a tool that rapidly evalu-
ates the differences between two small sampled groups, calculating probabilities
to empower the results. The convergence of the curves illustrate the differences
between the compared groups. The tool is feasible for cross-sectional and case-
control studies, as well as repeated measures. It may prove to be helpful for
translational, biological researchers as well as clinicians.
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Efficient Health Information Management
Based on Patient-Generated Digital Data

Maria M. Psiha

Abstract Technology has been a growing part of healthcare for decades. The
patient experience is going digital, and consumers are leading the way by accessing
EHRs and using digital tools, such as wearables and apps, to manage their health.
Patient-generated health data (PGHD) are health-related data created, recorded,
or gathered by or from patients (or family members or other caregivers) to help
address a health concern. PGHD may have several reported patient engagement and
empowerment benefits, but lingering issues may prohibit providers from actually
using patients’ data. In this paper we review the main recent PGHD uses, challenges
and opportunities.

Keywords EHR • Patient-generated health data • Healthcare management •
Challenges • Patient engagement

1 Introduction

Rapid advances in mobile and cloud technology, wearable sensors, and data
analytics, combined with nearly universal access to cellular services, are shifting the
way healthcare is both delivered and received [1]. Until recently, patients who have
played a mostly passive role in their own care are familiar with great advances in
imaging devices, advanced surgical technology, sophisticated heart rate monitors,
and more recently, electronic patient management systems and clinical workflow
systems, which are being utilized daily in health systems, hospitals and clinics. The
challenge now focuses on technologies being used by patients outside of the clinical
setting. These technological achievements can solidify active patients’ role in the
future of medicine and care.

Patient-Generated Health Data (PGHD) is becoming extremely significant in
the operational efficiency of health systems. According to a National eHealth Col-
laborative Technical Expert Panel, PGHD is health-related, data-created, recorded,
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gathered or inferred by or from patients, family, personal caregivers or designees to
help address a health concern [2]. Data from wearables, clinical in-home devices and
consumer applications are powering personalized approaches to remote monitoring,
telemedicine, preventative wellness and analytics. Sensors and manually entered
data by the patient allow these new technologies to collect and store real-time
events, not only helping patients to better understand their personal wellbeing,
but also arming practitioners with a more complete patient profile and the ability
to be proactive in their care. Physicians can now monitor the effectiveness of
treatments, respond to alerts, follow-up and offer advice, without the patient having
to physically go into their office [1].

According to a 2015 survey, 68% of American adults owned a smartphone, up
from 35% in 2011. Additionally, the older demographic—and currently the highest
number of healthcare users—is actively engaged with smart technology. In fact,
58% of 50–64 year olds and 30% of 65C year olds owned a smartphone in 2015
[3] (Fig. 1). This means that, as the use of oldest mobile technologies declines
and the proliferation of smart technology increases, users have come to expect
the ability to access information anytime, and from anywhere [1]. Now, patients
are looking to access to their own data and expect digital interactions with their
healthcare provider. A 2014 FICO survey revealed that 80% of people would like
the option to use their smartphones to interact with healthcare providers [4]. These
same researchers also found that 76% of people worldwide would like a digital
reminder for their medical appointments, and 69% would like to be able to arrange
appointments and receive prompts to take their medication.

To meet the aforementioned demands, the healthcare industry has had to
adapt to the digital boom, ultimately changing the healthcare practitioner-patient
relationship. Now, electronic medical records, health apps, and wearable technology
have made it easier for both patients and practitioners to monitor and respond to
PGHD. In fact, the use of health apps has doubled in the past 2 years, shifting from
16% in 2014 to 33% in 2016 among consumers who use technology to manage
their health, and 3 out of 4 patients followed their doctor’s recommendation to wear
a health app [5] (Fig. 2). The personal health device market is expected to grow to
more than 70 million devices sold by 2018, which will improve the availability and
affordability of wearable devices for health [6]. The International Data Corporation
reports that worldwide shipments of wearable devices, including devices like Fitbit
and Google Glass, will reach 110 million by the end of 2016, a 38.2% growth over
the previous year. By 2020, the forecast for devices shipped is expected to double
[7].

2 From Electronic Health Record to PGHD

A trusted organization is typically the national or regional entity that provides
infrastructures for offering data storage and access services. At the EU level
these services are called Personal Health Record (PHR) and Electronic Health
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Fig. 2 Use of health apps and wearables has doubled in the past 2 years among health technology
users. The most popular health apps are Fitness and Diet/Nutrition. Adapted from Accenture
Consulting [5]
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Fig. 3 Consumers know more about what data they can access in their EHR. Adapted from
Accenture Consulting [5]

Records (EHR). The ePSOS1 infrastructure, developed with support of the EC
Competitiveness and Innovation Programme (CIP), provides service and semantic
interworking capabilities between national PHR/EHR.

Based on recent studies, and contrary to popular belief, age isn’t a deterrent for
shifting to digital healthcare. In fact, 38% of users aged 65–74 are most likely to use
their EHR to review their health information (Fig. 3). Compared to two years ago,
healthcare consumers know more about what data they can access in their EHR. In
2016, 65% with EHRs said they know what data they have access to in their EHR
vs. 39% in 2014. However, 35% still don’t know what information they can access
(Fig. 3) [5].

Patients’ access to their own EHR is a controversial issue. Many care profes-
sionals are concerned about negative effects deriving from patients reading their
record information without support from clinicians [8]. Patients on the other hand
often think their concerns are outweighed by the benefits. Specifically, most (92%)
patients believe they should have full access to their records, while only 18%
of physicians share this belief. Interestingly, about half (49%) of patients believe
they should have full access (Fig. 4) [5]. According to the Accenture survey most
US doctors (82%) want patients to actively participate in their own healthcare
by updating their electronic health records. However, only a third of physicians
surveyed (31%) believe their patients should have access to their full health record.
These findings were consistent among 3700 doctors surveyed by Accenture in eight
countries: Australia, Canada, England, France, Germany, Singapore, Spain and the
United States [9]. The vast majority of US doctors also believe that patients should
be able to update some or all of the standard information in their health record,
including demographics (95%), family medical history (88%), medications (86%)

1http://www.epsos.eu/.

http://www.epsos.eu
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and allergies (85%). And, many doctors (81%) even believe that patients should be
able to add some clinical updates to their record, such as new symptoms and self-
measured metrics, including blood pressure and glucose levels. Meanwhile, nearly
half of US doctors (47%) believe patients should not be able to update their lab test
results.

There are technical challenges associated with accessing and integrating PGHD,
but these are no longer the hurdles preventing digital health adoption. These kinds
of healthcare innovations open doors to data and information that those in the
healthcare industry have never had before. The practitioner-patient relationship
becomes less about gathering data and more about interpreting what the patient-
generated data means for the care of that individual, in the context of their life.

3 Applications and Challenges

Whereas much progress has been made in collecting data from clinical care teams
via EHRs, there is still a critical gap in capture of information from patients/care-
givers. PGHD integrated into EHRs could address this important gap and make this
information available for clinical care, research, and quality improvement.
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PGHD provides an unparalleled opportunity to monitor and track a patient’s
longitudinal cancer experience, to engage patients as partners in their care, and to
make advancements toward a true learning health care system for cancer care [10].
Examples of biometric PGHD that have promise for cancer care include heart rate,
temperature, weight, blood pressure, pulse oximetry, physical activity and intensity,
caloric expenditure, and sleep duration and quality.

Additionally, diabetes patients have to always keep their blood glucose under
control, because higher glucose levels can lead to severe complications (e.g.,
retinopathy, neuropathy), while lower might cause coma and even death. Thus,
patients should measure glucose a few times a day for the rest of their lives.
Analyzing patients’ glucose measurements along with other PGHD, caregivers are
able to help individuals stick to their normal numbers and avoid serious health
deterioration.

In the past, electrocardiograms (ECG) could only be administered by a physician
in a clinical setting, providing a snapshot of the patient’s cardiac responses for that
one moment in time, in a situation that does not reflect their real life [1]. Now, there
are smartphone apps that let the patient take a single-lead ECG and transmit that
information to their physician. Moreover, the data can be integrated into electronic
health records and the patient can input personal notes e.g. time of day or an activity
that could have accounted for the issue, such as caffeine or stress-induced spikes.
Although this type of reporting is not a replacement for an in-depth assessment and
a full 12-lead ECG, it is being used to monitor things like atrial fibrillation while the
patient is not in the office.

Accenture Federal Services announced a 2-year consulting contract with the
ONC to help the federal government create a framework for collecting and using
patient generated health data in both research and clinical care. Accenture executives
told MobiHealthNews that this framework is an important first step toward creating
standards that would make patient generated health data more interoperable [5].2

Of course, disruption does not occur without challenges. While PGHD is being
leveraged in many areas of healthcare today, it is still in the relatively early stages.
There are several challenges to unlocking the potential for PGHD that need to be
addressed including provider concerns, workflow issues, standardization of PGHD
and interoperability of devices/sensors, security and privacy issues, and lack of the
necessary HER functionalities and software innovations [10] (Fig. 5).

A common concern is that patient-generated data is a fleeting trend and that the
use of digital technology will eventually fall off. However, in a recent interview,
Fitbit CEO James Park addressed this concern explaining that “we noted that out
of 18 million new registered device users added in 2015, 72% were still active
users at year end.” [12]. The truth is that as technology continues to advance,
becomes cheaper, faster and much more accessible to a broader range of patients
and providers, it naturally becomes woven into the everyday fabric of our lives.

2http://www.mobihealthnews.com/content/onc-taps-accenture-create-patient-generated-health-
data-framework.

http://www.mobihealthnews.com/content/onc-taps-accenture-create-patient-generated-health-data-framework
http://www.mobihealthnews.com/content/onc-taps-accenture-create-patient-generated-health-data-framework
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Lack of industry-wide standards for both PGHD and interoperability of devices
is a growing concern within the information technology community [10]. A further
significant gap is the lack of comprehensive Web accessible databases of anonymous
PGHD, encoded with well-established data and metadata standards [13, 14]. Such
data provide numerical parameters for use in computational models. This need was
expressed in §3.2.3 of the Virtual Physiological Human (VPH) STEP Roadmap [15].

The privacy and security of PGHD is also a challenge and potential barrier to
operationalizing PGHD. It is common knowledge that effective data protection
is vital for building trust in e-Health. It is also a key driver for its successful
cross-border deployment, in which harmonization of rules concerning cross border
exchange of health data is essential [16]. In January 2012, the European Com-
mission Adapted a proposal for a regulation setting out a general EU framework
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for data protection3 with a view to modernizing current data protection rules and
strengthening their harmonization. The e-Health Task Force report and the responses
to the public consultation for the e-Health Action Plan H2020 both point to a strong
interest in discussing the concept of ‘ownership’ and control of data while providing
more clarity on the conditions for accessing and re-using health data for research and
public health purposes and the flow of such data across health and care systems, if
suitably protected [16]. Data protection issues also need to be addressed in respect to
the use of cloud computing infrastructures and services for health and wellbeing data
processing. E-Health and wellbeing ICT initiatives should integrate the principle
of privacy by design and by default as well as make use of Privacy Enhancing
Technologies (PET’s), as foreseen in the proposed Data Protection Regulation.
The latter contains new principles which will allow the deployment of trustworthy
tools e.g. the principle that controllers will be accountable for their data processing,
carry out data protection impact assessments and comply with strengthened security
requirements.4

Another fear is that patient-generated data will replace traditional examinations
and medical expertise, ultimately diminishing the role of the healthcare provider. In
reality, the ability to collect real-time data supplements the expertise doctors have,
shifting where they focus their efforts, not replacing their medical knowledge [1].
Access to data and the ability to customize the patient experience is a differentiator,
not a substitute, for the healthcare provider.

4 Conclusion

The next step of research community in human physiology modelling was the devel-
opment of VPH Framework which is a methodological and technological framework
that, once established, will enable collaborative investigation of the human body as
a single complex system. In other words, a VPH info structure facilitating complex
integrative modeling of human physiology and pathophysiology, in ways that make
it immediately accessible and fruitful for personalized, predictive and integrative
health care. Specifically, the Physiome and VPH initiatives strive to build a digital
representation of an in silico human from molecular to organism level [17]. One of
the main steams of H2020 research funding includes the creation of Digital Patient.
The Digital Patient is intended to be a framework of information technologies that
enable a more integrative, predictive, personalized, and patient-centric medicine.
In order to integrate such concepts into healthcare, industry professionals tout the
usefulness of PGHD, which not only gives providers a window into patient wellness

3Commission proposal for a regulation on the protection of individuals with regard to the
processing of personal data and on the free movement of such data: http://ec.europa.eu/justice/
dataprotection/document/review2012/com_2012_11_en.pdf.
4http://ec.europa.eu/justice/data-protection/article-29/index_en.htm.

http://ec.europa.eu/justice/dataprotection/document/review2012/com_2012_11_en.pdf
http://ec.europa.eu/justice/dataprotection/document/review2012/com_2012_11_en.pdf
http://ec.europa.eu/justice/data-protection/article-29/index_en.htm
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when away from the doctor’s office, but gives patients a stake in their own care,
fostering patient engagement.

PGHD can be a valuable tool to improve the patient experience of care; reduce
the overall cost of healthcare; and achieve and maintain a healthier population.
Healthcare’s access and use of PGHD has the power to disrupt the entire sector
and move healthcare toward preventive diagnosis and predictive treatment. Patients
have taken the first step to adopt the devices, companies have provided access to the
data, and leaders are providing the evidence to support ROI of PGHD. Information
collected directly from patients is important; the process must be user-friendly,
trustworthy, and secure, with minimal disruption to the healthcare organization.
Now is the time to build on this momentum to create ubiquitous adoption and
integration of PGHD that can accelerate the management and delivery of value-
based care.
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Long-Term Survival of Women with Breast
Cancer. Overview Supportive Care Needs
Assessment Instruments

Parthenopi Ktistaki, Nephely Alevra, and Maria Voulgari

Abstract Introduction: Worldwide, breast cancer is the fifth leading cause of cancer
death (after lung, stomach, liver and colon cancer), while among women it is first
on the list. The incidence of breast cancer has made a dramatic increase since 1970
which is partly interpreted by the modern western life standards. The expected risk
of breast cancer throughout a lifespan of an average is 1 in 11 women. The five-year
survival rates for breast cancer are at 80% if it has not spread, and only at 40% for
the metastatic type of cancer.

The concept of survival comes from the US, where there is an active promotion
of self-help difficulties coping strategies. Surviving from cancer may be a mixed
experience. Survivors of cancer often say they are still running a full and meaningful
life after experiencing a threatening disease. Others may find it difficult to handle
the feeling that they have no right to be alive, which is probably related to the guilt of
survival after the war. Although the survival potential for some is a satisfactory fee,
others may be looking for improvement, change, or to adapt their life and struggle
with the late effects of cancer after stopping the treatment.

In recent years it has been observed that survival of women with breast
cancer has increased significantly because of current antineoplastic therapeutic
interventions. The definition of support needs derives from the one of supportive
care considering that there is no theoretical framework or specific definition at
the moment. “Supportive care is defined as the care which helps the individual
and his/her family to deal with the experience of cancer and cover their bodily,
emotional, psychological, social, mental and practical needs, as well as their need
of information. It includes the period before the final diagnosis, during the diagnosis
and the treatments or during the ongoing disease with recurrences and the survivors
of the disease.”

Purpose: The purpose of this review is to describe the tools used in research to
measure and evaluate supportive care needs during long-term survival of women
with breast cancer.
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Method: An electronic search of articles was held in the PubMed database for
the period from 2005 up to 2015. The terms used in the search were “breast
cancer”, “quality of life”, “long-term survivorship” and “supportive care needs”.
The entry criteria of the articles were to be breast cancer diagnosis, written in
English, quantitative methodology and include patients with at least a five-year
survival. The sorting of articles were based on the inclusion and exclusion criteria
according to the MOOSE Checklist systematic review. With the criteria set out, the
articles incurred are a total of 249 from which 47 were excluded according to their
title, 28 as they were articles of other types of cancer, 61 had direct objective the
description of drugs, treatments and their cost, 5 did not study supportive care needs,
49 did not have direct research questions, 4 did not relate to the period of 10 years,
and 6 were not associated with a five-year survival. From a total of 249 articles
43 met the inclusion criteria and 23 were finally included. These 23 articles were
studied thoroughly by two independent researchers in order to record the analytical
tools used by individual researchers to measure the supportive care needs.

Results: There were several different methodological approaches identified,
particularly in the way of recruiting and determining the patient research sample
and complete questionnaires. Altogether 82 different tools were used to measure
the support needs. Supportive care needs are divided into organic, psychological,
socio-economic and spirituality. The commonly studied supportive care needs
are related to mobility/functionality (39.8%), psychological well-being (37.3%),
mainly depression, sexuality (14.5%), fatigue (7.2%) and spirituality (4.8%) of the
surviving women. Some tools were discovered that studied bodily needs (47.6%),
psychological needs (36.6%), a combination of the two (3.7%), socioeconomic
needs (8.5%) and mental needs (1.2%). Tools such as Center for Epidemiologic
Studies—Depression Scale (17.4%), Physical Component Scale (13%) and Beck
Depression Inventory (13%) are included in the most commonly used ones.

Conclusions: The supportive care needs of breast cancer women during long-
term survivorship are slightly explored, comparing to antineoplasmatic treatment
period supportive care needs. This is probably due to the subjective nature of
the concept examined. Approximately every scientific team worked on the study
of supportive care needs on two or three different dimensions. More frequently
examined are Physical and Psychological Care Needs. Gap is observed in exploring
the social/economical and spiritual supportive care needs of women with breast
cancer survivors as well as practical needs.

Keywords Breast cancer • Supportive care needs • Long-term survivorship •
Survival
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Safe Use of Defibrillators: A Case Study
in Greek Registered Nurses

John Stathoulis, Maria Tsironi, Nikolaos Konofaos, Sofia Zyga,
Alexandros Michopoulos, Helen Bakola, and George Panoutsopoulos

Abstract International literature reveals the deficit of nurses’ knowledge on the
defibrillator and the need to implement continuing education training courses
relative to clinical issues.

The purpose of this study was the evaluation of Greek registered nurses’ knowl-
edge on the safe use of the defibrillator before and after a 2-h workshop. Anonymous
self-administered validated questionnaire consisted of two parts was used to collect
the data, after the written consent of the participants. The sample consisted of 65
participants (12 men and 53 women) and the output data were analyzed with SPSS
v. 19.0 (SPSS Inc., Chicago, IL). The quantitative variables are expressed as mean
values (SD) or as median values (interquartile range D IQR) while the qualitative
variables are expressed as absolute and relative frequencies. For the comparison of
the proportions of the correct answers before and after the intervention, McNemar
tests were used. A knowledge score was computed for every participant from all
correct answers and converted to a scale from 0 to 100 (where 0 D none correct
answer and 100 D all answers were correct). Paired Student’s t-tests were used
for the comparison of the knowledge score before and after the intervention. All
reported p values are two-tailed and the statistical significance was set at p < 0.05.
The mean knowledge score increased significantly from 66.7% to 91.3% after the
intervention. The study showed that the implementation of educational programs
contributes positively to update registered nurses’ knowledge on clinical issues,
which cannot be replenished only through undergraduate education and experience.

Keywords Defibrillators • Nurses • Safety procedures • Nursing education •
Clinical engineering
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1 Introduction

The safe use of the defibrillators in everyday clinical practice is related to patient
and staff safety along with the quality of the provided patient healthcare. The
international literature reveals the deficit of nurses’ knowledge on the defibrillators
and the need to implement continuing education training courses relative to clinical
issues, such us performing safety and performance tests of the devices along with
the correct evaluation of patient’s cardiac arrhythmias.

2 Material and Methods

The purpose of this study was the evaluation of Greek registered nurses’ knowledge
on the safe use of defibrillators before and after an educational intervention and in
our case during a hands-on workshop. For the purposes of the study, an anonymous
self-administered questionnaire was used to collect the data, which was constructed
and validated for the purpose of the study and consisted of two parts: the first
contained demographical questions and the second part consisted of 22 questions
(True of False type) investigating registered nurses’ knowledge on the principles of
defibrillators’ safe use and operation along with the discrimination of basic cardiac
arrhythmias.

Before conducting the specific study, permission from the Hellenic Data
Protection Authority was requested and obtained. In the application form, the
purpose and form of the study and how the output data will be used were mentioned
ensuring the anonymity of participants and the confidentiality of results. This study
followed all the fundamental principles of research. Specifically, all the information
about the participants was completely anonymous and confidential. Commitment
given that the information and the extracted data will be used solely for the purposes
of this study.

3 Results

Quantitative variables are expressed as mean values (SD) or as median values
(interquartile range D IQR). Qualitative variables are expressed as absolute and
relative frequencies. For the comparison of the proportions of the correct answers
before and after the intervention, Mc Nemar tests were used. A knowledge score
was computed for every participant from all correct answers and converted to a
scale from 0 to 100 (0D none correct answer and 100D all answers were correct).
Paired Student’s t-tests were used for the comparison of the knowledge score before
and after the intervention. All reported p values are two-tailed and the statistical
significance was set at p < 0.05 while for the statistical analysis of the output data,
SPSS v. 19.0 (SPSS Inc., Chicago, IL) was used.

Sample consisted of 65 participants (12 men and 53 women). Our sample is a
sample of convenience and as in all studies conducted in Nurses in Greece; the
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majority of participants were women. Our sample was collected within a hands-
on workshop and consisted of Nurses of many different disciplines and workplaces
derived from hospitals throughout the entire Greek region. Sample characteristics
are presented in Table 1.

The proportion of correct answers before and after the intervention, along with
the knowledge score is shown in Table 2. A significant increase in the proportion
of correct answers was after the intervention for all questions except for 4, 11,
15, 17, 18.

The mean knowledge score (Fig. 1) increased significantly from 66.7% to 91.3%
after the intervention.

Table 1 Sample characteristics

N (%)

Sex
Men 12 (18.5)
Women 53 (81.5)

Age
20–29 10 (15.4)
30–39 31 (47.7)
40–49 21 (32.3)
50–59 3 (4.6)

Family status
Unmarried 23 (35.4)
Married 37 (56.9)
Divorced 4 (6.2)
Widowed 1 (1.5)
Number of children, median (IQR) 1 (0–2)

Educational status
Technological education registered nurses 51 (78.5)
University education registered nurses 4 (6.2)
MSc 9 (13.8)
PhD 1 (1.5)
Nurse specialty 22 (33.8)
Second degree 10 (15.4)
Degree in English 65 (100.0)

Hospital location
Athens 8 (12.3)
Thessaloniki 2 (3.1)
Other prefecture 55 (84.6)

Job position
Head nurse 4 (6.2)
Shift manager 8 (12.3)
Registered nurse 52 (80.0)
Other 1 (1.5)

(continued)
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Table 1 (continued)

N (%)

Professional status
State employee 62 (95.4)
Private law employee 1 (1.5)
Contact employee 2 (3.1)

Overall experience as registered nurse
0–4 years 10 (15.4)
5–9 years 18 (27.7)
10–14 years 15 (23.1)
15–19 years 3 (4.6)
>20 years 19 (29.2)

Working experience in present nursing department
0–4 years 21 (32.3)
5–9 years 25 (38.5)
10–14 years 7 (10.8)
>15 years 12 (18.5)

Table 2 Proportion of correct answers before and after the intervention

Correct answers
Before After

Question N (%) N (%) P Mc Nemar test

1 37 (56.9) 60 (92.3) <0.001
2 50 (76.9) 64 (98.5) <0.001
3 34 (52.3) 62 (95.4) <0.001
4 60 (92.3) 64 (98.5) 0.125
5 31 (47.7) 58 (89.2) <0.001
6 37 (56.9) 56 (86.2) <0.001
7 40 (61.5) 58 (89.2) <0.001
8 38 (58.5) 62 (95.4) <0.001
9 40 (61.5) 53 (81.5) 0.015
10 31 (47.7) 54 (83.1) <0.001
11 46 (70.8) 53 (81.5) 0.210
12 35 (53.8) 60 (92.3) <0.001
13 38 (58.5) 61 (93.8) <0.001
14 45 (69.2) 61 (93.8) 0.001
15 54 (83.1) 58 (89.2) 0.388
16 39 (60.0) 53 (81.5) 0.014
17 48 (73.8) 55 (84.6) 0.167
18 51 (78.5) 58 (89.2) 0.167
19 52 (80.0) 63 (96.9) 0.003
20 40 (61.5) 63 (96.9) <0.001
21 54 (83.1) 65 (100.0) 0.001
22 54 (83.1) 65 (100.0) 0.001
Knowledge score (%), mean (SD) 66.7 (16.2) 91.3 (10.3) <0.001a

aPaired t-test
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Fig. 1 Mean knowledge score before and after the intervention

4 Conclusions

Clinical nurses’ knowledge on the Defibrillators along with the knowledge of the
biophysics’ principles and electricity mechanisms mainly based on experience, aim
at the avoidance of adverse invents, similar to these reported by other relative
international studies. Identification of knowledge deficits concerning defibrilla-
tors must be researchers’ primary goal, and these were mainly associated with
principles of defibrillators’ functions and safe use. Implementation of continuing
education programs (lectures, hands-on training workshops and video presentations)
is expected to positively contribute to the promotion of knowledge obtained from
basic education and clinical experience.
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Abstract Introduction: As life expectancy increases, it is expected that 60% of all
cases of cancer will be detected in elderly patients in the next two decades. Cancer
treatment for older persons is complicated by a number of factors, thus negatively
affecting patients’ quality of life.

Purpose: The purpose of this study is to investigate quality of life in elderly
cancer patients undergoing chemotherapy.

Material and Method: This study was descriptive and non-experimental. It
was conducted in one large hospital in a major city of Northern Greece. The
sample was convenience comprising 53 elderly cancer patients undergoing cycle
3 chemotherapy. The data was collected using the Functional Assessment of
Cancer Therapy scale and included questions related to demographic and clinical
characteristics.

Results: The majority of participants were men (n D 27, 50.9%) who were
married (n D 32, 79.5%). Their mean age was 70.07 ˙ 3.60. Almost half of
the sample (n D 30, 56.6%) had colon cancer. There was a statistical significant
difference between men and women pertaining to physical wellbeing (p D 0.004)
and overall quality of life (p < 0.001). When comparing each subscale with the
patients’ marital status it was found that there was a statistical difference with
respect to social/family wellbeing (p D 0.029), functional wellbeing (p D 0.09)
and overall quality of life (p < 0.001). Moreover, the type of cancer affected overall
quality of life (p < 0.001) and social/family wellbeing (pD 0.029).
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Conclusions: These findings call attention to quality of life and its related factors
in elderly cancer patients. It is highly recommended to envisage measures for
improving quality of life in this group of cancer patients.

Keywords Elderly • Cancer • Quality of life • Chemotherapy

1 Introduction

Cancer is the second leading cause of death worldwide. One of the high risk
factor for cancer is advancing age [1]. As life expectancy increases, is expected
that the number of older persons with cancer will increase. Nowadays, 60% of all
cancers involve patients over 65 years and this percentage will increase to 70% by
to 2030 [2].

Advanced age is associated with a decline in a function of organ system so
the administration of antineoplasmatic drugs (chemotherapy) is accompanied with
a number of complications [3]. Generally, cancer treatment for older persons is
complicated by a number of factors, thus negatively affecting patients’ quality
of life.

There is evidence about quality of life in elderly patients undergoing chemother-
apy. These patients had advanced cancer [4] prostate cancer [5] and breast can-
cer [6]. The results of these studies have shown that quality of life is affected by
chemotherapy. Although, in Greece the population is getting older, little is known
about quality of life in elderly cancer patients undergoing chemotherapy.

2 Purpose

The purpose of this study is to investigate quality of life in elderly cancer patients
undergoing chemotherapy.

3 Material-Method

3.1 Sample and Setting

This study was descriptive and non-experimental. It was conducted in a large
hospital in a major Greek city. The sample was convenience comprising 53 elderly
cancer patients undergoing cycle 3 chemotherapy on an outpatient basis.
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3.2 Procedure

The hospital’s Research Committee gave its approval for the study. All potential
participants were approached by a member of a research team and introduced to the
aim of the study. A confidential letter was distributed to these potential participants
to inform them about the study and participants’ rights. Confidential statements were
then collected from the patients who agreed to participate, following which they
were given the questionnaire.

3.3 Instruments

Subjects were assessed for their quality of life using the Functional Assessment of
Cancer Therapy-General (FACT-G) scale. This is a 27-item scale and is comprised
of four subscales: physical well-being (seven items), social/family well-being (seven
items), emotional well-being (six items) and functional well-being (seven items).
The items are rated on a 5-point Likert scale ranging from 0 D “not at all” to
5 D “very much”. The FACT-G is scored by summing the individual scale scores.
Higher total scores indicate better quality of life. Also, the questionnaire contained
demographic and clinical characteristics [7].

3.4 Data Analysis

The data analysis was performed using the statistical software package SPSS 21.0
for Windows. Descriptive statistics were used in order to analyze the demographic
data. The variables are not normally distributed, so nonparametric tests were used.

4 Results

The mean age of patients was 70.07˙ 3.60 years. The majority of participants were
men (n D 27, 50.9%) and were married (n D 42, 79.2%). A percentage of 64.2%
(n D 34) were primary school graduates and all of them were retired. Almost half
of the sample (n D 30, 56.6%) had colon cancer. The mean scores of the FACT-G
subscales were: 8.41˙ 5.46 for physical well-being, 24.75˙ 3.75 for social/family
well being, 6.56 ˙ 2.93 for emotional well-being and 13.11 ˙ 5.79 for functional
well-being.

A statistically significant correlation was observed between the subscale of
physical well being and age (rD 0.272, pD 0.049), gender (rD 0.360, pD 0.008),
educational status (r D �0.529, p < 0.001). It was found a statistically significant
correlation between social/family well being and age (r D 0.935, p < 0.001).
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Furthermore, emotional well being subscale was correlated with family status
(r D �0.409, p D 0.002), educational status (r D �0.321, p D 0.001) and type
of cancer (r D �0.440. p D 0.001). Finally, functional well being subscale was
correlated well with age (rD 0.281, pD 0.042), family status (rD 0.439, pD 0.001)
and emotional status (rD 0.541, p < 0.0001).

5 Discussion

The study assessed quality of life in Greek elderly cancer patients receiving adjuvant
chemotherapy. It contributes to the growing body of evidence regarding quality
of life and provides an important foundation for Greek oncology nurses, because
describing the phenomenon is a fundamental step toward appropriate interventions.

Elderly cancer patients in the study sample generally experienced low levels of
quality of life. This is consistent with other studies [4, 6].

The study also found that age, gender, educational status, family status and type
of cancer influence quality of life. These findings are not absolutely comparable
with the results of a study which examined the pattern of quality of life during
adjuvant chemotherapy [6] or another study evaluated and compared the health-
related quality of life (HRQOL) of patients aged �65 with aged <65 during and
after chemotherapy [8]. The findings of the present study could be attributed to a
small sample size that did not have enough power to detect any such differences.

In addition, the present research revealed that quality of life is affected by
chemotherapy in elderly cancer patients. Also the study found that many domains
of quality of life are influenced by treatment so “a good quality of life should be a
primary goal in the treatment of elderly patients with cancer” [9].

Furthermore, it should be stressed that the assessment of health-related QOL
in elderly patients with cancer is a controversial area of research, because there
are some methodological problems such as higher frequency of illiteracy, difficulty
to understand the questionnaires, existence of comorbidities, use of instruments
not validated in the elderly population. There is a great need for further research
dedicated to elderly cancer patients with no methodological problems.

There are some limitations which should be discussed. One of them is the use
of a convenience sample, and the fact that the data collection was conducted in
one hospital in a major Greek city. Another significant limitation is the fact that
the researchers did not study patients’ clinical characteristics (e.g. stage of cancer,
chemotherapy regimen, etc.) and thus it is difficult to correlate quality of life with
them.

6 Conclusions

These findings call attention to quality of life and its related factors in elderly cancer
patients. It is highly recommended to envisage measures for improving quality of
life in this group of cancer patients.
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Quality of Life in Elderly Bladder Cancer
Patients Following a Cystectomy

Maria Lavdaniti and Sofia Zyga

Abstract Introduction: Bladder cancer is the ninth most common cancer world-
wide. The most common treatment for invasive cancer is radical cystectomy and
urinary diversion (ileal conduit, continent urinary reservoir, orthotopic neobladder).
In elderly patients, the standards methods of urinary diversion have been the ileal
conduit and ureterocutaneostomy. Quality of life is an important consideration for
patients with urinary diversion.

Purpose: The purpose of the present study was to review the literature on quality
of life in elderly patients with bladder cancer following a cystectomy and urinary
diversion.

Material and Method: A literature review was conducted using the electronic
databases PubMed and Google scholar covering the period of time from 2006 to
2016. The following key words were entered: “quality of life”, “bladder cancer”,
“elderly” “cystectomy” and a combination thereof. The exclusion criteria for the
articles were languages other than English.

Results: It was found that various questionnaires were used. Some instruments
measure QoL in general, whereas others are more specific with respect to the unique
ways in which urinary diversion can impact patients’ lives. Furthermore, some
findings are contradictory, with certain results indicating that there is no statistically
significant difference between quality of life parameters when comparing patients
with a neobladder to those with an ileal conduit. In another study, patients who
underwent orthotopic neobladder reconstruction reported significantly better physi-
cal functioning, role functioning, social functioning and QoL in general throughout
the first postoperative months compared to patients who had ileal conduit formation.
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Conclusions: All types of treatment have a number of advantages and disadvan-
tages, the details of which should be explained to elderly patients thoroughly. This
calls for comprehensive counseling sessions during which the patient and health
professional discuss all relevant considerations.

Keywords Quality of life • Bladder cancer • cystectomy

1 Introduction

Bladder cancer is the ninth most common cancer worldwide. The most common
treatment for high-grade bladder cancer (invasive cancer) is radical cystectomy with
extended lymphadenectomy and urinary diversion, which includes ileal conduit,
continent urinary reservoir and orthotopic neobladder [1]. In elderly patients, the
most often used methods of urinary diversion have been the ileal conduit and
ureterocutaneostomy [2].

There are many advantages and disadvantages of orthotopic neobladder and ileal
conduit urinary diversions. Orthotopic neobladder may disturb quality of life in
elderly patients because there is a risk of nocturnal incontinence and a need for
strick postoperative bladder training regime. On the other hand, ileal conduit urinary
diversions, may cause some problems, such as the difficulty of self-pouching, but
there are fewer complications, there isn’t a need for bladder retraining and there not
risk of stomal complications [1, 2].

Quality of life is defined as “an individual perception of their position in life in
the context of the culture and value systems in which they live and in relation to
their goals, expectations, standards and concerns.” Quality of life is an important
consideration for patients with cystectomy due to its impact on patients’ satisfaction
with body image and urinary, sexual and social functioning [3].

2 Purpose

The purpose of the present study was to review the literature on quality of life in
elderly patients with bladder cancer following a cystectomy and urinary diversion.

3 Material-Method

A literature review was conducted using the electronic databases PubMed and
Google scholar covering the period of time from 2006 to 2016. The following key
words were entered: “quality of life,” “bladder cancer,” “elderly” “cystectomy” and
a combination thereof. The exclusion criteria for the articles were languages other
than English.
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4 Results

There is a growing body of evidence related to quality of life after radical
cystectomy in elderly and younger patients.

Some findings of the studies are contradictory especially these compared quality
of life between patients who underwent different surgical procedure.

In one comparative study, researchers investigated quality of life in elderly
patients who underwent ideal conduit, ureterocutaneostomy or orthotopic urinary
reservoir. Patients in three different groups reported good quality of life but they had
different demands and expectations from their surgical procedure. The researchers
argued that more efforts should be made in order to explain to elderly patients the
advantages and disadvantages of each method [2].

Similarly, in another study was found the same level for all aspects of quality
of life in patients who received orthotopic neobladder or received ileal conduit.
The authors suggested that the orthotopic neobladder could be suitable for elderly
patients [4].

In a recent published study Longo et al. [5] compare patients underwent ileal
conduit diversion and patients underwent single stoma cutaneous ureterostomy. The
patients with ileal conduit diversion had higher operating times, estimated blood
loss, need for intensive care unit stay and length of hospital stay than the others.
They concluded that a single stoma is a method without many complications and
without significant impairment of quality of life in elderly patients.

Siddiqui and Izawa [6] in their detailed review suggested that ideal conduit after
radical cystectomy is the better choice for most elderly patients and this group of
patients reported acceptable levels of quality of life.

Furthermore it was found that in the studies used different instruments for
measuring quality of life but the most frequently used tools was the EORTC
QLQ-C30 and FACT-BL [2, 4]. Undoubtedly, there is a need for further research
in this group of patients and future studies should attempt to incorporate larger
samples, longer term follow up and validated disease specific HRQOL instruments.

5 Conclusions

All types of treatment have a number of advantages and disadvantages, the
details of which should be explained to elderly patients thoroughly. This calls for
comprehensive counseling sessions during which the patient and health professional
discuss all relevant considerations.
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