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Supervisors’ Foreword

The rocky mantle convects on timescales of centimetres each year in order to
release heat from the Earth’s deep interior. Thermal boundary layers lie at the top
and bottom of this convective system: the bottom layer is the enigmatic D00 region
that serves to buffer the slowly moving mantle from the more vigorously con-
vecting liquid outer-core; the top layer comprises the more familiar tectonic plates
that shape the Earth’s surface. Seismology provides our best tools for studying
these regions. As the polymineralic mantle moves and deforms, the lattice pre-
ferred orientation of the constituent mineral preserves the signature of mantle flow
and leads to directional variations in seismic velocities, or seismic anisotropy. In a
seminal paper in 1964, Harry Hess showed how azimuthal variations in seismic
P-wave velocities supported ideas of plate formation and spreading at mid-ocean
ridges. Nearly 50 years later we are now able to map anisotropy in less accessible
parts of the Earth. In this thesis, Andy Nowacki develops a methodology for
studying seismic anisotropy in the Earth’s deep interior. He then draws on novel
techniques for modeling mantle flow and new constraints from mineral physics to
interpret these seismic observations.

Andy studies anisotropy in the lowermost mantle using seismic phases that turn
above the D00 region and those that reflect from the core-mantle boundary. He uses
clever and careful observations of shear-wave splitting in these phases, which is
our least ambiguous evidence of anisotropy. Mantle flow models, based on density
models derived from seismic velocity tomography, can be used to test plausible
mineralogies and their associated deformation mechanisms. In 2004, in what was
perhaps the most exciting discovery in mineral physics in the past few decades, a
new phase transition in perovskite—the most abundant mineral in the mantle—to a
denser ‘post-perovskite’ form was observed at near core-mantle boundary pres-
sures. Andy shows that the presence of this mineral phase is consistent with his
observations of anisotropy and takes significant steps in constraining the dislo-
cation slip system for this mineral.

Andy’s technique for studying shear-wave splitting also provides a new remote
sensing tool for studying anisotropy near the source regions of earthquakes. He
uses this approach to study the Earth’s mid-ocean ridge system using earthquakes
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recorded at distant stations. The results reveal variations that correlate with factors
such as the spreading rate and proximity to transform faults. Andy shows that the
anisotropy near oceanic spreading centers can be explained with aligned crystals in
mantle peridotites, but also requires an additional contribution from thin layers of
partially melted mantle that align parallel to the base of newly formed lithosphere.

The techniques Andy develops and invokes in this thesis are both challenging
and novel. They offer us insights into the dynamical processes at play in the
regions where new plates are formed, and where they reach the base of the mantle
some 3000 km beneath our feet. Andy is now a well-known practitioner of the
study of anisotropy in the Earth’s deep interior. This work was supported by the
UK Natural Environment Research Council and the European Research Council,
and has been published in leading journals, including Nature. As seismic datasets
grow, our knowledge of mantle mineralogy improves, and geodynamical models
of convection become more complete, Andy has provided a methodology template
that will be used to link these developments in an exciting field of scientific
discovery.

Bristol, August 2012 Dr. James Wookey
Prof. J.-Michael Kendall
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Preface

There are a few good reasons to conduct scientific research. One is merely to find
out for yourself how things work. I am interested in how the inside of the Earth
works: how its evolving, churning deep interior has shaped the planet we live on
now, and how it made it possible for us to live on it in the first place. I believe
there is an inherent worth in the creation and growth of knowledge about our
environment, and I also argue that the only way we can understand ourselves—
let alone the rest of the universe—is in the careful, steady, progressive analysis of
our surroundings. Without committing to these means, the end cannot be achieved.

As important as science is for its own sake, however, there is no gain to be had
if this understanding is not passed on. Scientists do not publish their research
simply to have it challenged, improved, and checked, but also to have it read
and—hopefully—ingested into the wider canon of knowledge. Therefore, all we
scientists must strive to teach and reach out to anyone who has an interest in that
which we are ourselves often extremely so interested. I therefore would like to
warn the reader of this thesis that there may sometimes be digressions into the
more arcane of points regarding observing and interpreting the Earth; but as I
apologize, I also eulogize, because without these digressions we would struggle to
make any progress at all.

It is with some thanks to Springer, therefore, that I end this preface. I am
grateful that the body of work presented in this thesis—some of which is available
in other forms already—can be presented to a wider audience together and
somewhat coherently. I hope it is of some use to the reader.
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Chapter 1
Introduction

1.1 The Dynamic Interior of the Earth

The primary paradigm at work in studying the Earth today is that its mantle and core
(Figs. 1.1 and 1.2) are in constant motion, driven by the need to lose the heat generated
in the core from its crystallisation. The motion in the liquid outer core is very rapid
(tens of km a−1), whilst that of the solid, silicate mantle above is much slower (a few
cm a−1). Nonetheless, the mantle’s properties are shaped by this convective cooling,
which determines the conditions at the surface of the Earth on which we live.

Here, the motion of the mantle is accommodated by the creation and spreading of
cold, rigid tectonic plates at the surface (at mid-ocean ridges), and their subduction at
destructive plate boundaries. Recently, a consensus has started to emerge that some
of these plates, at least, sink deep into the lower mantle (Fig. 1.2) and perhaps to the
core–mantle boundary (CMB), where the silicate and iron parts of the Earth meet
(Grand 2002). The counterpart to slab subduction is the rising of thermally buoyant
plumes of material, perhaps initiated at the CMB.

Our primary means of imaging the three-dimensional variation of the Earth’s
interior is seismology. Seismic tomography in particular can retrieve the present-day
response of the mantle in terms of its seismic wave speed. Frequently, the presence
of hot or cold regions are inferred from regions of the mantle which are slower or
faster respectively than the radial average velocity. However, isotropic wave speed
tomography can only yield an instantaneous (relatively, in terms of mantle motion)
snapshot of how the interior behaves. To move further and observe the true dynamics
at play inside the Earth, we must look for more information.

1.2 Anisotropy

Some of that information can come from seismic anisotropy. Anisotropy refers to
the variation with direction of any property within a material, and in the case of
seismic anisotropy this implies a variation of seismic wave speed with direction of

A. Nowacki, Plate Deformation from Cradle to Grave, Springer Theses, 1
DOI: 10.1007/978-3-642-34842-6_1, © Springer-Verlag Berlin Heidelberg 2013



2 1 Introduction

Fig. 1.1 Cartoon depicting internal structure of the Earth and major seismic discontinuities. Also
shown is an example ray path for an ScS wave from an earthquake on the East Pacific Rise (yellow
star) detected at a seismic station in North America (red tetrahedron), which reflects off the core–
mantle boundary. ‘410’ and ‘660’ discontinuities are shown, as are the solid upper and lower mantle,
transition zone and inner core. The outer core is liquid

the wave propagation. The presence of this then causes the absolute compressional
wave velocity to vary with direction. Shear waves, in certain circumstances, not only
vary in velocity with direction but also split into two orthogonal waves which travel
at different speeds—a phenomenon known as ‘shear wave splitting’ (described in
Chap. 2) which is analogous to optic birefringence. It is this property which gives
perhaps the clearest indication that a shear wave has traversed a region of anisotropy,
and the method which I will pursue mainly in this thesis.

The study of anisotropy in the Earth has developed radically over the last decades.
Whilst earth scientists have long appreciated its significance, the first rigorous obser-
vations of its presence in the mantle were made in the second half of the twenti-
eth century. Hess (1964), observed anisotropy beneath the oceanic crust near the
Mendocino Fracture Zone in the eastern Pacific in seismic refraction experiments,
showing P waves travel fastest parallel to the fracture zone. He interpreted this as
due to the alignment of olivine crystals, which individually are strongly anisotropic.
In sedimentary basins, anisotropy has been considered to be dominated instead by
the gross structure of mainly horizontal beds of contrasting properties, with theories
developed by many. Thomson (1950), and Backus (1962), amongst others, developed

http://dx.doi.org/10.1007/978-3-642-34842-6_2
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Fig. 1.2 P-wave and S-wave velocities, VP and VS, density, ρ, acceleration due to gravity, g, and
pressure, P , in the Earth as given by the Preliminary Reference Earth Model (Dziewoński and
Anderson 1981). The major seismic discontinuities are shown by dashed lines and labelled on
the g plot. At ∼410 km, Mg2SiO4-olivine changes to wadsleyite. Near 660 km depth, Mg2SiO4-
ringwoodite decomposes into MgSiO3-perovskite and MgO. The D′′ discontinuity is shown with
fine dashing to indicate that it is observed at variable height and often not observed at all. Other
abbreviations are the core–mantle boundary (CMB) and inner core boundary (ICB). Not shown is the
Mohorovičić discontinuity at the base of the crust, usually between 6 and 50 km depth. g decreases
monotonically to zero at the centre of the Earth from the CMB. The D′′ region will interchangeably
be referred to also as the lowermost mantle. Note that the largest change in material properties in
the Earth occurs just below the D′′ region at the CMB

effective-medium theories to describe the behaviour of relatively long wavelengths
in such situations.

Global measurements of seismic anisotropy also have a long history. The Pre-
liminary Reference Earth Model (PREM; Dziewoński and Anderson 1981) included
anisotropy in the top 220 km as part of a radially-symmetric description of seis-
mic wave speed and density in the Earth, whilst recently Montagner and Kennett
(1996) inferred the presence of anisotropy in the deepest part of the mantle using
whole-Earth oscillations. Whilst the first-order changes in the Earth occur with depth,
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saw642an

150 km
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14
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0
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Fig. 1.3 Two global models of seismic anisotropy in the mantle: saw642an
(Panning and Romanowicz 2004) and S362WMANI (Kustowski et al. 2008). These two models
characterise the seismic wave speed in terms of ‘radial anisotropy’, where the only change in local
seismic properties occurs with a change in wave propagation angle from the vertical. The plot shows
the ξ parameter, which is the ratio of the squared velocities of horizontally- and vertically-polarised
shear waves travelling horizontally. Because it deviates little from 1, δlnξ is reported as a percentage
deviation. Positive values (cool colours) indicate the horizontally-polarised waves travel faster in
the region. Two depths are shown for each model: 150 and 2,790 km (100 km above the CMB). The
numbers on the right indicate the maximum value of δlnξ for that depth. The values are the total
perturbation relative to an isotropic mantle, including the background, one-dimensional reference
model

however, these approaches cannot give us much insight into the dynamics of the
mantle. Hence a long-standing goal has been to measure the anisotropy in the mantle
everywhere, and this has begun to be addressed. Anisotropic tomographic studies are
now becoming available, with models being produced by Panning and Romanowicz
(2004, 2006), Panning et al. (2010), and Kustowski et al. (2008). These models
(Fig. 1.3) discriminate between the wave speed in the radial and horizontal direc-
tions as a first approximation, a necessary simplification. However, as I argue in this
thesis, relieving ourselves of such constraints using regional techniques can give us
yet more information about the type and cause of anisotropy.

Whilst effective-medium theories describing how anisotropy relates to small-
scale heterogeneous structure such as layering have existed for over a century, some
advances are much more recent. A key cause of anisotropy observed seismically is
thought to be the alignment of individual mineral grains, which are themselves often
inherently anisotropic because of the crystal lattice structure. Hess could explain his
observations in terms of the alignment of olivine because mineral physical exper-
iments by Birch had determined the seismic velocities of the phase in the labora-
tory. These methods continue to inform our understanding, and are being added to.
The mineral physical repertoire now also encompasses measurements of seismic
velocities of phases not stable at the Earth’s surface, but the achievable range of
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conditions is still highly restricted. Equally, new techniques to deform polymineralic
samples are in development, also subject to strong shortcomings when attempting to
reproduce the conditions of the deepest mantle. Complimentary to lab experiments,
first-principles, ‘ab initio’ computer simulations of mineral structures at conditions
of the deep Earth have progressed alongside huge advances in computer power in
recent decades. All of these improvements in our understanding set the stage for their
integration alongside seismic observations to image the mantle’s dynamic interior.

1.3 The Boundary Layers of the Mantle

Because the mantle convects to efficiently deliver heat to the surface, much of its
interior varies slowly in temperature in the radial direction. However, at the base and
the surface, huge gradients in temperature are found where conduction dominates.
At the surface, the lithosphere is the expression of this, giving rise to continental and
oceanic plates. At the base of the mantle, the so-called ‘D′′’ layer (which I also call
here the ‘lowermost mantle’) similarly constitutes the bottom boundary layer, yet its
structure, composition and dynamic processes are still poorly known.

These two boundaries control the motion of material in the mantle, and hence the
dominant signal of the mantle’s motion is to be found there. Therefore, these are the
most fruitful areas to study if we wish to observe such dynamic processes today in
the form of anisotropy.

1.4 Thesis Motivation

The first-order stratification of the Earth into core and mantle is a result of the
segregation of denser and lighter elements shortly after the Earth’s accretion (e.g.,
Allègre et al. 2008); however the second-order stratification of the mantle into the
upper and lower mantle and the transition zone between 410 and 660 km depth is a
result of phase changes in the mineral phases present in the mantle. This may also
be responsible for another stratification in the D′′ region (e.g., Shim 2008). Seismic
anisotropy may develop in response to flow due to the alignment of mineral grains
or the layering of seismically distinct material, as explained in Chap. 2, but in either
case its origin and nature reflect the dynamics processes in the region. Hence we may
use measurements of seismic anisotropy as a measure of the strength, direction and
type of flow in the mantle’s boundary layers. This is the first step towards observing
the signs of flow which are lacking in existing methods.

Here I focus on observing and testing hypotheses of the causes and formation of
seismic anisotropy in the lowermost mantle, a region of great current interest and
uncertainty. In order to examine the deepest parts of the Earth, however, we must use
seismic waves which pass through the shallowest parts. We are, in effect, trying to
observe the deep Earth with blurry vision, and we require spectacles of the correct

http://dx.doi.org/10.1007/978-3-642-34842-6_2
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Fig. 1.4 Bouncepoints of ScS waves detected at IRIS GSN seismic stations from (top) earthquakes
with depth ≥400 km and (bottom) earthquakes on mid-ocean ridges, in each case of events of
magnitude ≥5.8. Red triangles show the seismic stations. Dark blue circles show deep earthquakes,
whilst transparent light blue circles show CMB bouncepoints for ScS waves within a distance range
of 55◦ ≤ Δ ≤ 80◦ of the stations. Similarly, dark orange circles show events on the mid-ocean
ridges and transparent light orange circles indicate the corresponding ScS bouncepoints for the
same distance range and set of stations. The coverage without MOR events is far from complete,
whilst just including MOR events (let alone other shallow events at other types of plate boundaries)
significantly improves our ability to sample D′′. The circles show the approximate first Fresnel zone
of ScS waves of period 10 s at the equator

prescription. Figure 1.4 shows the contrasting view of the lowermost mantle we get
from ScS waves from only deep events (>400 km; top), and those on mid-ocean
ridges as well (bottom). We must therefore also investigate the topmost boundary
layer, and to this end I present novel observations of a certain element of the Earth’s
surface—its mid-ocean ridges—which will be vital in developing our understanding
of D′′.
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1.5 Thesis Outline

In this thesis, I present four chapters which are an original contribution to the study
of deformation and structure in the Earth’s mantle in its upper- and lowermost parts.
The chapters advance logically, presenting a comprehensive review of recent studies
of lowermost mantle anisotropy; then making measurements at mid-ocean ridges,
providing the corrections needed to look deeper; subsequently using these to measure
shear wave splitting in D′′; and finally testing theories of deformation in D′′ by com-
paring forward models with these measurements. Each chapter has been published,
is under review, or is being prepared for publication.

• Chapter 2 reviews the recent and prevailing methods and understanding of the use
of seismic anisotropy to infer deformation in D′′.

• In Chap. 3, I provide a brief review of previous studies related to the field, and
analyse the anisotropy beneath mid-ocean ridges. I performed a systematic study
of ‘source-side’ splitting beneath all mid-ocean ridges to produce an entirely novel
set of measurements at constructive plate margins worldwide. They revealed a
discrepancy between reality and the shear wave splitting predictions of current
models of mid-ocean ridge dynamics. Using these data and one such model of
deformation, I examined the possibility that a near-ubiquitous seismic discontinu-
ity beneath oceanic plates is compatible with my observations, and with receiver
function and surface wave studies by other authors. Knowledge of upper mantle
anisotropy beneath these ridges then allows us to use mid-ocean ridges as a seismic
source when probing the deepest mantle.

• Chapter 4, presented in Nowacki et al. (2010), uses the methodologies described the
previous chapters to infer seismic anisotropy in a large region in D′′ beneath North
and Central America. Shear wave splitting measurements are made along several
ray paths, using corrections for upper mantle anisotropy to retrieve the signal of
splitting in D′′; some from the previous chapter. The hypothesis that the observed
anisotropy is caused by LPO of mineral phases in response to deformation is tested
by comparing the orientation these measurements would predict for a range of LPO
textures in different mineral phases which may be present in D′′.

• In Chap. 5 I combine the observations of the previous chapter with the methods of
Chap. 3. A model of texture development in a candidate D′′ phase, post-perovskite,
created from a global model of mantle flow derived from observations, is used to
re-examine the hypothesis of this thesis, that lowermost mantle anisotropy can be
caused by LPO. I again calculate the ray-theoretical splitting for event-receiver
ray paths where observations have previously been made, and find an enigmatic
pattern of shear wave splitting, which suggests one of three things: that LPO is
not always the primary cause of anisotropy at the bottom boundary layer of the
mantle; we do not yet have a good enough understanding of how material deforms
above the core–mantle boundary; or that our out current models of flow in the
mantle are not a true reflection of how the Earth behaves.

• The final chapter concludes by summarising the findings laid out in previous
chapters, and suggests which might next be fruitful avenues of research to further

http://dx.doi.org/10.1007/978-3-642-34842-6_2
http://dx.doi.org/10.1007/978-3-642-34842-6_3
http://dx.doi.org/10.1007/978-3-642-34842-6_4
http://dx.doi.org/10.1007/978-3-642-34842-6_5
http://dx.doi.org/10.1007/978-3-642-34842-6_3
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the advances made in the course of producing this thesis. It identifies the key
contributions made herein and outlines the methodologies employed to make them.
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Chapter 2
Seismic Anisotropy and Deformation
in the Lowermost Mantle

2.1 Introduction

2.1.1 D′′ and the Lowermost Mantle

The primary evidence for stratification of the Earth’s interior comes from seismology.
For nearly three quarters of a century seismologists have used changes in velocity
gradients to map out the concentric shells that constitute the Earth’s interior. Some
changes are dramatic, like that seen at the core-mantle boundary (CMB), whilst
others are more subtle, like that seen at the base of the lithosphere. Not long after
Bullen’s (1940) original classification of the lower mantle as the ‘D’ layer, it became
apparent that the bottom few hundred kilometres of the mantle were seismically
distinct from the bulk of the lower mantle. The lower mantle was split into D′—the
top—and D′′—the bottom (Bullen 1949). Whilst much of the original nomenclature
used to label the layers of the Earth has been abandoned, D′′ retains the name given
to it over 60 years ago.

The D′′ region encompasses a thermal boundary layer between the hot and
vigorously convecting outer core and the colder, more slowly convecting mantle. It
marks the terminus of downwelling mantle material and the place where upwelling
plumes most probably originate. It is often bounded by a seismic discontinuity that
lies on average 250 km above the CMB (e.g., Wysession et al. 1998), in many places
contains ultra-low velocity zones at its base (e.g., Garnero et al. 1998), and generally
exhibits fine-scale structure revealed through scattered seismic energy (e.g., Hedlin
et al. 1997). The focus of this review is the observation and interpretation of seismic
anisotropy in this region: in contrast to the overlying lower mantle, it exhibits signif-
icant seismic anisotropy (Meade et al. 1995; Montagner and Kennett 1996; Panning
and Romanowicz 2006).

The implications of these observations are far reaching, as the CMB region plays a
fundamental role in the dynamics of the mantle above and the core below. For exam-
ple, core convection controls the generation of the Earth’s magnetic field; mantle
convection is the driving force behind plate tectonics. Making sense of the seismic

A. Nowacki, Plate Deformation from Cradle to Grave, Springer Theses, 9
DOI: 10.1007/978-3-642-34842-6_2, © Springer-Verlag Berlin Heidelberg 2013
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observations requires a linked analysis of mineral physics, geodynamics and seis-
mology. Here we present recent advances in each of these fields and show how they
can be used to constrain the interpretation of measurements of seismic anisotropy.

2.1.2 Seismic Anisotropy

Seismic anisotropy—the variation of seismic wave speed with direction—appears to
be commonplace in the upper- and lowermost mantle (see e.g. Savage 1999), and is
probably present in the inner core (for a review, see Tromp 2001). Anisotropy may be
related to the inherent, wavelength-independent nature of the medium through which
a wave travels, such as within the crystal structure of many minerals in the Earth; or it
may be due to extrinsic, wavelength-dependent ordering of heterogeneous material,
such as sedimentary layering in basins. In either case, the propagation of an elastic
wave through the medium is described by the elasticity tensor.

The elasticity tensor ci jkl gives the relationship between the applied stress σi j and
the resulting strain εkl according to a linear relationship (Hooke’s Law σi j = ci jkl εkl ;
for instance, see Nye 1985 or Hudson 1980b). The infinitesimal strain is

εkl = 1

2

(
∂uk

∂xl
+ ∂ul

∂xk

)
, (2.1)

where un is displacement and xn is the corresponding cartesian direction. The 3 ×
3 × 3 × 3 ci jkl tensor can be reduced by symmetry (σi j = σ j i , εi j = ε j i ) to a 6 × 6
matrix using the Voigt notation,

i j → α, kl → β, ci jkl → Cαβ,

11 → 1 , 22 → 2 , 33 → 3 , 32 = 23 → 4 , 31 = 13 → 5 , 12 = 21 → 6 ,

Cαβ =

⎡
⎢⎢⎢⎢⎢⎢⎣

C11 C12 C13 C14 C15 C16
C22 C23 C24 C25 C26

C33 C34 C35 C36
C44 C45 C46

C55 C56
C66

⎤
⎥⎥⎥⎥⎥⎥⎦

. (2.2)

The matrix is symmetrical, hence the lower elements are not shown, and there are
21 independent elastic constants which describe a minimally symmetrical, fully
anisotropic system, an example of which would be a triclinic crystal. Increasing
symmetry within a system reduces the number of independent elastic constants.
For orthorhombic symmetries, there are nine; for hexagonal symmetry, there are
five (C11, C33, C44, C66 and C13); for cubic there are three (C11, C44 and C12);
and for isotropic media, there are only two (C11 and C44). (For this special case,
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Fig. 2.1 Transverse isotropy, or hexagonal symmetry, and wave propagation through such a
medium. On the left, the rotational axis of symmetry is vertical, leading to vertical transverse
isotropy (VTI). On the right, the axis is tilted away from the vertical, leading to tilted transverse
isotropy (TTI), or simply a general case of transverse isotropy (TI). Waves within the plane of
isotropy are split into orthogonal fast (blue) and slow (red) waves. The dip θ and azimuth a (the dip
direction) of the plane of isotropy define the TTI orientation

C11 = C22 = C33, C12 = C13 = C23, and C44 = C55 = C66 = (C11 − C12)/2.)
A visual summary of the independent terms in the matrix Cαβ for each crystal sym-
metry class can be found on p. 148 in Royer and Dieulesaint (2000). The second-rank
tensor is often also subscripted i j (Ci j ) rather than αβ (Cαβ) because of the conve-
nience in representing elastic constants with the reduced notation.

Because the full tensor is so complicated, it is usual to make assumptions about
the kind of symmetry present in the Earth; hexagonal symmetries are a good approx-
imation where sedimentary layering or oriented cracks or inclusions are present.
Where the layering is horizontal, the hexagonal symmetry can be described by a
vertical axis of rotational symmetry; if it is inclined, then so is the symmetry axis
(Fig. 2.1). The plane normal to the symmetry axis is the plane of isotropy. When the
plane of isotropy is horizontal (the axis of symmetry vertical), this is often referred
to as vertical transverse isotropy (VTI), whereas a more general case where the plane
inclined is termed tilted transverse isotropy (TTI).

In order to calculate the phase velocity along any particular direction given an
elastic tensor, one solves the Christoffel equation,

det|ci jkl ni n j − ρv2
n δil | = 0 , (2.3)

where ni is the unit normal to the plane wavefront, ρ is the density, vn is the phase
velocity along the plane wavefront normal, and δ is the Kronecker delta. The three
eigenvalues of the solution correspond to the P and S wave velocities, VP, VS1 and VS2,
along this direction (strictly, to the phase velocities of the quasi-compressional and
-shear waves, which are not necessarily parallel and orthogonal respectively to ni ).
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Fig. 2.2 Shear wave splitting in an anisotropic medium. The unsplit incoming shear wave encoun-
ters the anisotropic medium, and is split into two orthogonal waves, fast (S1, blue) and slow (S2, red).
The delay between the two is measured as δt , and the fast orientation in the ray frame (measured
relative to the vertical) is φ′

2.1.3 Shear Wave Splitting

Shear wave splitting occurs when a transverse wave travels through an anisotropic
medium. Analogous to optic birefringence, this creates two orthogonally-polarised
waves (the fast wave, S1 and slow, S2) (Fig. 2.2). Depending on the distance travelled
in the anisotropic medium, s, and the two velocities, VS1 and VS2, the slow wave

will be delayed by some time δt = s
(

1
VS2

− 1
VS1

)
. The measured polarisation of S1

is termed the fast orientation, φ, and this is measured at the seismic station, hence φ
is usually in the geographic frame and measured as an azimuth from north. The fast
orientation in the ray frame, φ′, is measured relative to the intersection between the
Earth radial plane (vertical) and the ray normal plane, and therefore φ′ is constant
whilst the ray is not being actively split in an anisotropic region.

The strength of the S-wave anisotropy along a certain direction in the anisotropic
medium is generally expressed as δVS = 2(VS1 − VS2)/(VS1 + VS2) ≈ (VS δt)/s.
Hence in making measurements of splitting, normally one must assume a background
‘average’ VS (from global 1–D or tomographic models) and distance travelled in the
anisotropic region, in order to calculate δVS, with these uncertainties inherent. There
is clearly a tradeoff between the path length in the anisotropic region and the strength
of the anisotropy in that direction, hence in D′′—where the layer thickness determines
the path length—our knowledge of δVS in any particular direction is limited by the
uncertainty in exactly where in the lowermost mantle the anisotropy lies.



2.1 Introduction 13

VP (km/s)
1

2 3

Min. V
P
 =  8.30, max. V

P
 =  8.71

Anisotropy =   4.7%

8.3 8.35 8.4 8.45 8.5 8.55 8.6 8.78.65

dV
S
 (%)

V
S
 anisotropy

min =  0.33, max =  4.64

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5

1

Ray direction

3

2

a

i

Upper hemisphere
projection

Fast
orientation

Fig. 2.3 Representation of elasticity tensor by the variation of VP and VS with direction. The
leftmost diagram explains the wave anisotropy plots on the right. The tensor in the three cartesian
directions 1, 2 and 3 is represented by an upper hemisphere projection of the variation of wave
speed with direction. The top of the projection is the 1-direction, left the 2-direction, and out of
the page the 3-direction. At each point (each inclination from the 3-axis, i , and azimuth clockwise
away from 1 in the 1–2 plane, a), VP (km s−1) and δVS (onto the upper hemisphere is shown by the
black ticks. Shown are the average Ci j for a selection of five kimberlites from Mainprice and Silver
(1993), where the X-, Y- and Z-directions are oriented to the 1-, 2- and 3-directions respectively

The elasticity tensor can be visualised by examining VP and VS as a function
of direction. We present the elastic behaviour of materials using upper hemisphere
diagrams, explained in Fig. 2.3. For all directions, we calculate the phase velocities as
described above and show VP and δVS with colour. Additionally, the orientation of the
fast shear wave, S1, is shown by black ticks. In these diagrams, we show the variation
in elastic properties with respect to the three cartesian axes, 1, 2 and 3. Figure 2.3
shows the elastic constants for a set of mantle peridotites taken from Mainprice
and Silver (1993). The 1–2 plane corresponds to the foliation in the sample, which
probably results from a shear fabric. The 1-direction is aligned with the lineation,
which probably shows the shear direction.

2.2 Measuring Seismic Anisotropy

The measurement of seismic anisotropy in the Earth has become routine for a limited
number of techniques. In the deep mantle, work has mostly been directed towards
observing the primary, unambiguous product of the presence of anisotropy: shear
wave splitting in phases which traverse the D′′ region. However new approaches
are becoming available which can directly invert for anisotropic structure within the
lowermost mantle using a broader range of data. Previous reviews of observations
of D′′ anisotropy are in Lay et al. (1998), Kendall and Silver (2000), Moore et al.
(2004) and Wookey and Kendall (2007)
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Fig. 2.4 Raypaths of some of
the body wave phases used to
study D′′ anisotropy
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2.2.1 Correcting for the Upper Mantle

Measuring anisotropy in the deepest part of the mantle is not straightforward, as
the upper mantle is known to be widely anisotropic itself (for a review, see Sav-
age 1999). The most common means of accounting for the effect of upper mantle
anisotropy on D′′-traversing phases is to use a correction based on SKS splitting
measurements. This phase traverses the outer core as a P wave and converts to a ver-
tically polarised S wave (SV) at the CMB, hence is unsplit upon re-entering the lower
mantle (Fig. 2.4). Making the assumption of lower mantle isotropy, SKS should only
split when encountering D′′ and the upper mantle.

SKS studies are now numerous and successfully explain many features of upper
mantle dynamics, on the basis that SKS’s path length in D′′ is relatively small because
the phase travels nearly vertically, and anisotropy in the lowermost mantle should not
affect splitting in SKS much. Niu and Perez (2004) and Restivo and Helffrich (2006)
compared SKS and SKKS phases globally to investigate whether the lowermost
mantle has an effect on such phases. In some individual cases in regions of high
shear velocity, such as beneath eastern Canada, some discrepancy between SKS and
SKKS was seen, which the authors attribute to D′′ anisotropy related to LPO of
post-perovskite or some other non-VTI mechanism. Overall, however, they found
no significant departure from a mechanism in which SKS is not split in D′′. This
implies one of three things: anisotropy is not strong in D′′, which does not appear to
be the case from other measurements; anisotropy in D′′ is not strong enough to be
noticeable for near-vertical rays like SKS-SKKS, which have a relatively short path
there; or the style of anisotropy (e.g., VTI) means that radially polarised rays are not
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split, as azimuthal anisotropy may cause splitting in SKS-SKKS phases (Hall et al.
2004). This presents a puzzle for future studies of lowermost mantle anisotropy, as
shall be explored.

If we continue with the assumption that SKS splitting reflects only upper mantle
anisotropy, then it can be used to remove the receiver-side splitting which occurs in
a D′′-traversing phase when reaching the seismometer. The ray paths in the upper
mantle of S, ScS and Sdiff are close to that of SKS for the distances discussed here,
and their Fresnel zones at periods of 10 s all overlap significantly down to ∼300 km,
so the effect of heterogeneity beneath the receiver is addressed. This does not account
for anisotropy beneath the earthquake, however. One approach to address this is to use
very deep-focus events (e.g., >500 km), which presumably do not experience much
of the upper mantle anisotropic fabric as olivine is only stable down to ∼410 km.
However, Wookey et al. (2005a), Rokosky et al. (2006) and Wookey and Kendall
(2008), for instance, show that there is observable splitting beneath even some deep
events (<600 km), so this assumption may increase uncertainties in observations of
lowermost mantle splitting where no source-side corrections are made.

Further difficulties with SKS splitting-based corrections when examining lower-
most mantle-traversing phases are that in order to adequately correct for anisotropy
beneath the receiver, one must have a good knowledge of the type of anisotropy
present there, as dipping or multiple layers of anisotropy will lead to observed
splitting having a strong dependence of the incoming polarisation of S-ScS-Sdiff.
Choosing recording stations with many SKS measurements from a wide range of
backazimuths can help alleviate this. A 90◦ or 180◦ periodicity in the splitting para-
meters φ and δt compared to the backazimuth betray the presence of complex upper
mantle anisotropy Silver and Savage (1994), which should be avoided. Equally, sta-
tions which show little or no splitting across all backazimuths may be used with
no correction. For especially well studied regions, it may be possible to correct for
even complicated types of anisotropy (Wookey and Kendall 2008), but the ability to
uniquely interpret such SKS splitting measurements is rare.

An additional factor to consider in using SKS measurements as an upper mantle
correction is that S and SKS phases are of different slowness, so their incidence
angles beneath the receiver differ by up to ∼20◦, depending on the epicentral dis-
tances being investigated. In general, this will lead to a difference in the splitting
accrued along the rays in the upper mantle, hence an SKS-derived correction may
not be appropriate. However, for an assumed hexagonal anisotropy with a horizontal
symmetry axis beneath the station, the difference is small, and it appears in many
studies the correction is adequate. Figure 2.5 shows the receiver-side upper mantle
splitting which occurs in SKS and S in a 250 km-thick anisotropic layer. The elastic
constants are of those shown in Fig. 2.3 (Mainprice and Silver 1993) with an imposed
hexagonal symmetry. For SKS in the distance range 90◦ � Δ � 120◦ (typical for
upper mantle SKS splitting studies), the range of incidence angles is small (10–6◦),
and consequently there is almost no variation of splitting parameters with backaz-
imuth. For S in the distance range 60◦ � Δ � 80◦, incidence angles are ∼23–18◦,
and splitting in S shows some small variation with backazimuth. However, because
the style of anisotropy is relatively simple, the difference in splitting parameters
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Fig. 2.5 Shear wave splitting parameters of SKS and S phases from upper mantle anisotropy. The
two phases have slightly different slownesses, corresponding to a different incidence angle beneath
the station. The upper hemisphere phase velocity plots, left, show the case of TI with a symmetry
axis parallel to 1 (representing north). The 2-axis points west and 3 is up (out of the page). The
elastic constants are those of Mainprice and Silver (1993) as shown in Fig. 2.3, but with an imposed
hexagonal symmetry. The circles at the centre of the VS plot show the range of incidence angles of
SKS (red, innermost), S (blue, outermost) and ScS (black) phases at distances described in the text.
The splitting parameters corresponding to these distances and backazimuths and a 250 km-thick
layer are shown on the right for SKS (red) and S (blue). There is almost no variation in SKS, and
for φ the two phases experience indistinguishable splitting. For δt , the largest difference is about
0.3 s, and within typical errors the two phases would exhibit the same splitting parameters. The
parameters for ScS lie between the two other phases

between S and SKS is very small—the fast orientations φ are indistinguishable, and
the delay times are less than 0.3 s different, which is similar to the typical error in δt .

2.2.2 SH-SV Traveltime Analysis

The most straightforward way to infer anisotropy in D′′ is to compare the arrival
times of the two components of a shear phase when polarised horizontally (SH)
and vertically (SV) (or, respectively, the tangential and radial components), after
correcting for upper mantle anisotropy. The phases studied are usually S, ScS and
Sdiff, and the assumption is made that the wave travels approximately horizontally
(CMB-parallel) when bottoming in D′′. Therefore, if SH arrives first, one can infer
that along this azimuth the velocity is faster in the tangential direction than the radial
(VSH > VSV). Figure 2.6 gives an example of this method.

In any study, constraining the source of the anisotropy to D′′ is the main difficulty.
There is good reason to suggest that the lower mantle above D′′ is isotropic (e.g.,
Meade et al. 1995; Montagner and Kennett 1996; Panning and Romanowicz 2006),
therefore taking pairs of phases—where one spends some time in D′′ and the other
avoids it—can be used to remove upper mantle effects. Figure 2.4 shows ray paths
for the major phases used: S, ScS, and Sdiff.

Some of the earliest studies (e.g., Lay and Young 1991; Vinnik et al. 1995) inferred
anisotropy by looking at the retardation (relative to SHdiff), amplitudes and phase
shifts of SV waves diffracted along the CMB (SVdiff). However, anisotropy is not the
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Fig. 2.6 SH-SV traveltime
analysis, Figure 5 from Gar-
nero and Lay (1997). The
authors examine shear waves
travelling along the CMB
beneath Alaska from two
events in 1970 and 1973, at
distances 90.0◦ � Δ � 97.8◦.
The onset of the S wave on the
transverse component (SH)
is around 4 s before that of
the radial component (SV).
Because there is minimal
energy on the transverse com-
ponent for the SKS arrival, it
appears that negligible upper
mantle anisotropy affects the
signal. Hence the authors con-
clude that the two components
have experienced different
velocities in the lowermost
mantle (VSH >VSV)

only possible cause of these effects for waves diffracted past distances of Δ� 95◦,
as shown by Maupin (1994) and Komatitsch et al. (2010). They model shear wave
propagation in isotropic Earth models using the Langer approximation with pertur-
bation theory, and spectral element method respectively, to show the early onset of
SHdiff relative to SVdiff because of SV’s coupling with the outer core, hence caution
is needed in ascribing anisotropy to D′′ on the basis of measurements of Sdiff at large
distances: detailed full-waveform modelling and accurate isotropic Earth models are
needed.

The majority of observations comparing SH and SV traveltimes show VSH > VSV,
with 0.5% � δVS � 3%, particularly in higher-than-average VS regions, such as
beneath subduction zones. Table 2.1 and Fig. 2.7 summarise the observations for
regional measurements of splitting in D′′. In general, however, it seems that around
the Pacific rim, VSH > VSV. Beneath the central Pacific, the pattern is more variable:
some studies find VSH > VSV, some VSH < VSV.
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Fig. 2.7 Summary of previous studies of D′′ anisotropy. Numbered regions corresponding
to Table 2.1 are shown in outline, plotted on top of a global tomographic model of VS at
2750 km (Becker and Boschi 2002) (colour indicates the variation away from PREM (Dziewoński
and Anderson 1981) as per the legend). Regions where the dominant signal is VSH > VSV are shown
in blue; those where VSH < VSV are in purple. Where a region is shown with red and blue stripes,
both situations have been seen, as well as isotropy. Yellow areas indicate regions where the orienta-
tion of an assumed TTI fabric has been determined: this symbol shows the dip direction of the plane
of isotropy with a tick of varying length, as shown in the legend (longer is steeper dip). In regions
where one azimuth of raypaths show fast directions which are not CMB-parallel or -perpendicular,
they also have a dip symbol as for the TTI regions, with the long bar parallel to the ray path in
D′′. Regions with no fill show isotropy, and grey-filled regions show complex isotropy, either from
SKS-SKKS differential splitting (see Table 2.1), or because no studies comparing VSH to VSV have
been undertaken

2.2.3 Global Inversion for Anisotropy

An extension of the above technique that can be made—in terms of searching for a
VTI structure—is to produce a global inversion for a ratio of VSH and VSV; usually
the parameter ξ = V 2

SH/V 2
SV is sought. Whilst global 1-D models of VS such as

PREM (Dziewoński and Anderson 1981) sometimes include radial anisotropy in the
upper mantle, at greater depths the inversions are generally isotropic. Montagner and
Kennett (1996) used normal mode and body wave data to infer that ξ > 1 (i.e., VSH >

VSV) in D′′ on a global scale. This matches the majority of local observations of SH-
SV traveltimes. Recently, Panning and Romanowicz (2004, 2006) have inverted a
global dataset of long-period three-component S waveforms to obtain a 3-D model
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Fig. 2.8 Average depth pro-
file of ξ = V 2

SH/V 2
SV from the

SAW642AN model of Pan-
ning and Romanowicz (2006)
(red) and S362WMANI of
Kustowski et al. (2008) (blue).
For SAW642AN The upper-
most and lowermost mantle
show ξ > 1, whilst most of the
lower mantle is approximately
isotropic. S362WMANI does
not show the same dominant
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of VP,VS, source parameters and ξ throughout the entire mantle. Any such study
will be prone to difficulties in correcting for the strongly anisotropic crust and upper
mantle, however, so great care is necessary to ensure that this does not contaminate
the resulting model (Lekić et al. 2010). Equally, such models will necessarily suffer
from sampling bias associated with the location of earthquakes and seismometers
because of potentially limited azimuthal coverage of D′′. With observations along
only one ray path, it is not possible to resolve whether VTI is a good approximation.
However, the model agrees with regional observations, showing VSH > VSV where
VS is higher than average, especially around the Pacific rim subduction zones. Where
VS is relatively low, such as beneath the central Pacific and beneath Africa, VSV >

VSH. Similarly to the work of Montagner and Kennett (1996), it also predicts ξ > 1
for D′′ on average (Fig. 2.8). Kustowski et al. (2008) invert surface and body waves for
3-D anisotropic mantle velocities using similar data, but find strong tradeoffs in the
lowermost mantle between VS and ξ, and the anisotropic structure in D′′ correlates
poorly between the two models. It seems that at present there is still some room to
improve on current global models.
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2.2.4 Regional Full-Waveform Inversion

An alternative to producing a global map of anisotropy is to conduct regional full-
waveform inversion of seismic data from phases which traverse D′′. However, current
studies are limited to assuming VTI in the lowermost mantle for computational
and theoretical convenience. Using Tonga–USA raypaths, Kawai and Geller (2010)
employ a full-waveform inversion for ξ beneath the central Pacific and find that
ξ < 1 in D′′, though there is little sensitivity to structure below about 150 km above
the CMB. This agrees with other studies along similar raypaths, with ξ ≈ 0.97, which
is at the lower end of the range of values found previously. Here, it was necessary to
impose a discontinuity of arbitrary depth at the top of the model, and upper mantle
anisotropy was not included, so this may have a large impact on the uncertainty.

2.2.5 Waveform Analysis

Whilst relatively straightforward to implement, a weakness of any study which com-
pares SH and SV waves is the assumption of VTI. Recently, efforts have been made
to relax this constraint and infer more complex type of anisotropy.

An approach used by Garnero et al. (2004a) and Maupin et al. (2005) is regional
forward waveform modelling of S–ScS waves beneath the Cocos plate and the
Caribbean. They infer small deviations of a TI symmetry of �20◦ away from VTI
as the raypaths move east to west across the region. Using an SH-SV traveltime
approach, this would and does appear as VSH > VSV, though energy will appear on
both radial and transverse components for both fast and slow arrivals.

2.2.6 Measurements of Shear Wave Splitting

Another recent advance towards allowing more complex forms of anisotropy to be
studied is to apply the measurement of both φ and δt by grid search over the splitting
parameters (Fukao 1984; Silver and Chan 1991) to lower mantle-traversing shear
phases (Fig. 2.9). [This and other techniques such as the splitting intensity method
(Chevrot 2000; Vinnik et al. 1989) are summarised by Long (2009)]. This allows one
to determine a more general form of anisotropy, as the fast orientation is not limited
to being either parallel or perpendicular to the CMB. In principle, with measurements
along one azimuth, one can distinguish whether VTI is a possible mechanism for D′′
anisotropy or not, two azimuths can define a TTI-type fabric, whilst three can define
an orthorhombic symmetry of anisotropy.

One application of the measurement of shear wave splitting is to examine differ-
ential splitting between the S and ScS, usually investigated at epicentral distances
55◦ < Δ < 82◦ [with details of the method given by Wookey et al. (2005a)]. Here,
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Fig. 2.9 Example of a shear wave splitting measurement, slightly modified from Supplementary
Figure 3 of Nowacki et al. (2010). The measurement is made at FCC (Fort Churchill, Manitoba,
Canada) on the ScS phase from an 645 km-deep earthquake beneath Brazil at 13:27 on 21 July,
2007, and pre-corrected for upper mantle anisotropy beneath the receiver. a Shows the original
three component seismogram, with the predicted ScS arrival time for a 1-D global velocity model,
and the arrival itself. b Shows the horizontal components when rotated to the fast orientation φ, as
found in the analysis, before and after time-shifting the slow component forward by the delay time
found in the analysis. c Shows the fast and slow waves before (upper left) and after (upper right)
shifting by dt. The lower subpanels show the horizontal particle motion before and after correction
with the optimum (φ, δt). d Shows the λ2 surface (corresponding to misfit) in φ − δt space, with
the optimum splitting parameters given by the blue cross, and surrounding 95 % confidence interval
(thick contour). Subplots to the right show the result of cluster analysis (Teanby et al. 2004)—the
single cluster shows this is a stable result

ScS samples D′′, S turns above it, and both phases share a very similar path in the
upper mantle. Because the ScS phase is approximately horizontal for most of its
travel in D′′ at these distances, the ray frame fast orientation φ′ (also φ∗) is used
(Wookey et al. 2005a). This measures the angle away from the Earth radial direc-
tion (i.e., vertical) when looking along the ray. Hence, for VTI with VSH > VSV,
φ′ = 90◦. If φ′ 
= 90◦, then another mechanism such as TTI must be responsible.

Single-azimuth S–ScS studies beneath the northwest Pacific (Wookey et al.
2005a), Cocos plate (Rokosky et al. 2006) and southeast Asia (Thomas et al. 2007)
have been conducted. Beneath the Cocos plate and southeast Asia, whilst there is
some variability, in general fast directions do not depart much from being horizontal.
Wookey et al. (2005a), however, found that the fast orientations dipped southeast
towards the central Pacific by about 45◦, which is a significant departure within the
stated error of 7◦. Assuming a TTI fabric, this actually provides a lower limit to
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the dip of the plane of isotropy, so clearly VTI in this region cannot explain the
observations.

Recently, studies using two azimuths of S–ScS paths have been conducted.
Beneath northern Siberia, Wookey and Kendall (2008) find that for waves travelling
north from Hindu Kush events to stations in Canada, φ′ = 89◦ (the fast orienta-
tion is approximately horizontal in D′′), whilst east-west paths from the Kuril arc
to stations in Germany show φ′ = 35◦ (the fast direction dips 55◦ to the south).
Beneath the Caribbean and North America, Nowacki et al. (2010) examine three
regions with uncertainties of �10◦ for all azimuths. For ray paths travelling north
to stations in North America from events in South America, φ′ ≈ 90◦, within error,
which agrees with previous single-azimuth observations (Kendall and Nangini 1996;
Garnero and Lay 2003; Garnero et al. 2004a). However, ray paths which cross these
are not compatible with VTI: paths travelling northeast from the East Pacific Rise
show φ′ = −42◦ (dipping to the southeast), whilst those travelling northwest from
the Mid-Atlantic Ridge show φ′ = 45◦ (dipping south). A third region off the coast of
northwest USA shows two paths with fast orientations �10◦ different to horizontal.

In the cases outlined above, where φ′ ≈ 45◦, the traditional SH-SV traveltime
method would not observe any effects of anisotropy (Wookey and Kendall 2007)
(Fig. 2.10). Equally, cases where 0◦ < φ′ < 45◦ cannot be distinguished from
simple VTI where VSH > VSV. Hence the importance of not only resolving the fast
orientation, but also incorporating a large range of azimuths, is hard to understate
if we wish to make inferences about the nature and origin of seismic anisotropy
from analysis of shear waves. It seems that, in contrast to our previously simple idea
of horizontal fast directions beneath subduction zones, and vertical ones beneath
upwellings, the picture is more complex. If VTI is not a good approximation to
the type of anisotropy in D′′, then multiple-azimuth studies must become the norm,
otherwise we are at the mercy of the specific, single event-receiver geometry as to
whether we can resolve the true effect of CMB dynamics. At the same time, however,
the Earth does not give up its secrets easily, as the location of landmasses and large
earthquakes poses limitations on which regions of the lowermost mantle we can
probe at present.

Given that several studies have now implied that D′′ does not everywhere show
VTI-type behaviour, it is prudent to assess the discrepancy between this knowl-
edge and the conclusions of Niu and Perez (2004) and Restivo and Helffrich (2006)
(Sect. 2.2.1). Because azimuthal anisotropy appears to be present beneath at least
Siberia, the Caribbean, western USA, the eastern and northwest Pacific and southern
Africa, we should expect that studies comparing SKS and SKKS should exhibit dif-
ferential splitting between the two phases which emerge from the outer core in these
regions. In fact, as pointed out, Long (2009) and Wang and Wen (2007) do observe this
in regional studies. In addition, Restivo and Helffrich (2006), for example, also show
strong anomalous splitting between the two phases beneath western USA and the
eastern Pacific, whilst southern Africa is poorly sampled because of event-receiver
geometries. Furthermore, the Caribbean is not well covered: anomalous splitting in
SKS-SKKS is evident there also, even if the global trend does not show significant
departure from VTI for the whole dataset. Another factor is that because SKS and
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Fig. 2.10 Comparison of SH–SV traveltime analysis and shear wave splitting for a transversely
isotropic (TI) medium. On the left (a), the plane of isotropy is shown by the grey circle, dipping
at an angle from the horizontal. This defines the orientation of the anisotropy. The ray frame fast
orientation of the split shear wave, φ′, is controlled by the angle between the ray and the dip direction
of the plane of isotropy, α, so that φ′ is along the line of intersection between the plane of isotropy
and the plane normal to the ray path. On the right (b) is shown the radial (R) and transverse (T)
components of the split shear wave for various φ′. For all cases δt = 1.5 s, as shown by the dashed
lines. Measuring the delay time directly on the two components only gives the correct amount and
orientation of splitting for the special cases of φ′ = 0◦ or 90◦. Within ∼15◦ of 0 or 90◦, such
measurements are still useful for detecting the presence of anisotropy, but do not provide much
information about the symmetry. Slightly modified from Wookey and Kendall (2007)

SKKS are polarised vertically upon exiting the outer core, they will not be split by
TTI where the dip direction is closely parallel or anti-parallel to the wave propaga-
tion direction. Perhaps the largest difference is that even SKKS at Δ = 110◦ spends
around 350 km in a 250 km-thick D′′ with 〈VS〉 = 7.3 km s−1, whereas ScS at 70◦ has
a path over 1000 km. It may therefore be not so surprising that SKS-SKKS differen-
tial splitting is hard to observe. However, the small number of cases where it is seen
[5 % of observations by Restivo and Helffrich (2006)] requires a good explanation
that is still lacking.
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2.3 Chemistry and Mineralogy of the Lower Mantle

The properties of the lowermost mantle are of course determined by the bulk compo-
sition and which phases are stable at the pressures and temperatures there. In order
to interpret seismic observations using geodynamic inferences, we must understand
the single- and polycrystal behaviour of the solid phases present, and the possibil-
ity of the presence of melt. There are a number of steps which are necessary to
use mineral physics data to predict flow from anisotropy. Firstly, which phases are
present must be established. Then, single-crystal elastic properties and deformation
mechanisms must be evaluated. These can then be used to determine polycrystalline
behaviour in deformation, which can allow an aggregate anisotropic fabric to be pre-
dicted on the basis of a given deformation history. Often it is hard to separate these
in experiments, for instance, which involve many crystals, and authors attempt to
find single-crystal properties from polycrystalline measurements. However success-
ful modelling of texturing and hence anisotropy requires knowledge of all of these
properties.

Lowermost mantle mineralogy can be investigated with mineral physics experi-
ments at CMB pressures and temperatures using apparatuses such as the laser-heated
diamond anvil cell (LHDAC), but there are of course limitations. An important source
of error in experiments is the pressure scales used (the Au scale of Tsuchiya (2003),
versus the MgO standard of Speziale et al. (2001), amongst others). This means the
stated pressure, and hence depth, of the transition from pv to ppv in experiments
can range by as much as ±10 GPa (±200 km in the lower mantle) depending on
the scale, which is an ongoing problem (Hirose 2007). Another significant source
of error comes from the high thermal gradients created in the cell by focussed laser
heating and diamond’s excellent thermal conduction.

Numerical calculations of the properties of materials at high pressure and tem-
perature are another important technique. As for physical experiments, however,
uncertainties are present, due to the approximations necessary in performing the cal-
culations. Density functional theory (DFT; Kohn and Sham 1965) provides the basis
for most of the studies we mention, which determines material properties by solving
Schrödinger’s wave equation. DFT gives an exact solution to the problem, but relies
on an unknown term (the exchange-correlation energy). Different approximations to
this term lead to different biases in the calculations. For a review, see Perdew and
Ruzsinszky (2010).

2.3.1 Composition and D′′ Mineralogy

The Earth’s mantle is generally believed to be pyrolitic in composition (Ringwood
1962; McDonough and Sun 1995). This chemistry determines which mineral phases
are present under the conditions of the lowermost mantle, though some experimen-
tal evidence suggests that a representative pyrolitic material, the KLB-1 peridotite,
may not alone be able to reproduce the seismically-observed density in the lower
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Fig. 2.11 Structure of MgSiO3-perovskite and -post-perovskite. Yellow spheres are Mg ions; SiO6
octahedra are shown in blue

mantle (Ricolleau et al. 2009). Input of other material such as mid-ocean ridge basalt
(MORB) from subducting slabs must therefore play a role.

The phases present above D′′ in a pyrolite composition are orthorhombic MgSiO3
perovskite, with the likely incorporation of some Fe and Al (pv; Fig. 2.11), cubic
(Mg,Fe)O (ferropericlase, fpc) and CaSiO3-perovskite (Ca-pv). Experiments suggest
they are in the proportions 75, 20 and 5 % respectively (Kesson et al. 1998; Murakami
et al. 2005) (Fig. 2.12). For MORB, which is much richer in Al and Si, experiments
show a very different mineralogy (Hirose et al. 1999; Ono et al. 2001; Hirose et al.
2005), with about 40 % pv, no fpc and 20 % Ca-pv. Significant amounts of a Na- and
Al-rich phase, and a silica phase (∼20 % each) are present.

In 2004, several authors discovered another phase transition in MgSiO3 to the
orthorhombic CaIrO3 structure at about 125 GPa (around 2700 km depth) and 2500 K
(Murakami et al. 2004; Oganov and Ono 2004). The post-perovskite phase (ppv) has
a structure of layers of SiO6 octahedra parallel to (010), intercalated with layers of
Mg ions (Fig. 2.11, right).

Recently, studies have been carried out on pyrolite and MORB samples up to
CMB conditions. In pyrolite, Murakami et al. (2005) observe the pv–ppv transition
at ∼113 GPa (equivalent to ∼2500 km) and 2500 K, where the phase assemblage is
ppv (72 %), fpc (21 %) and tetragonal or cubic Ca-pv (7 %). In MORB compositions,
Ono and Oganov (2005) investigated pressures up to 143 GPa (Au standard) and tem-
peratures of 3000 K. They observed ppv, Ca-pv, α-PbO2-type (also called columbite)
silica and a CaTi2O4-type aluminous phase. Ohta et al. (2008) also investigated
MORB samples with similar results, except they found a Ca-ferrite (CaFe2O4)-type
aluminous phase at lowermost mantle conditions. They suggest a transition in sil-
ica from the CaCl2 to α-PbO2 structure at around 115 GPa and 2000 K. Figure 2.12
summarises our current understanding of the phase proportions in the lower mantle.

Whilst we do not focus in this review on the gross variability of the phase assem-
blage at D′′ conditions because of compositional changes other than pyrolite versus
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Fig. 2.12 Proportions of phases present in the lower mantle for pyrolite and MORB composi-
tions (after Ono and Oganov 2005 and Hirose 2006, and partly based on Trønnes 2010). Yellow
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MORB, it is obviously important in the behaviour of the lowermost mantle, and there
is increasing evidence that chemical heterogeneity must play a part in creating the
seismic variability observed in D′′ (e.g., Simmons et al. 2009).

Pv–ppv Phase Boundary

How much pv or ppv is present in the lowermost mantle is still unresolved. For pure
MgSiO3, the phase boundary is of course sharp and occurs at ∼110–120 GPa, or
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2400–2600 km, hence D′′ would be mainly composed of ppv. However with realistic
amounts of Fe and Al, the phase boundary will be spread out over a range of pressures.
Whether the region of costability is extended upward in the Earth by the addition of
Fe and Al, or downwards, depends on the partition coefficient of the element between
the two phases. If Fe, for instance, partitions more favourably into pv, then it will
be stabilised down into the ppv stability field, and costability of the two phases will
occur to greater depths than for the pure Mg endmember. Partitioning into ppv would
conversely increase the mixed phase region upwards into pv’s stability field. Thus
this controls the amount of pv and ppv which are present in D′′. Additionally, Fe2+
and Fe3+ will behave differently, and how much iron is ferrous (Fe2+) depends on
the oxidation state of the lowermost mantle. It might also be that if another phase
like fpc is present into which Fe (or Al) partitions preferentially over pv and ppv,
then this will buffer the Fe content and decrease the width of the two-phase region.

Pv and ppv do include Fe and Al in their structure in a pyrolitic composition
(Murakami et al. 2005), so the phase boundary between pv and ppv in various com-
positions is important. Whilst progress is being made, there has yet to emerge a
consensus on the partitioning of Fe in particular between fpc and ppv, versus fpc
and pv, hence there remains uncertainty in the pressure range across which pv and
ppv are both stable. It seems that the partition coefficient of Fe between pv and ppv,
K pv/ppv

Fe , is strongly dependent on Fe and Al content of the phases. Recent work at

CMB conditions suggests K pv/ppv
Fe ≈ 4 (see Andrault et al. 2010, and their introduc-

tion for a recent concise review), and the phase boundary is predicted to be about
15 GPa or 300 km thick. Catalli et al. (2009) measure the transition width to be about
20 GPa (∼400 km) in a synthesised sample of (Mg0.9Fe0.1)(Al0.1Si0.9)O3, and less
than that in a sample without Al ((Mg0.91Fe0.09)SiO3), though this of course does
not include the buffering effects of any other phases which are present in the Earth.
Both studies suggest costability begins at pressures equivalent to 400–600 km above
the CMB.

Sinmyo et al.’s (2008) study highlights the uncertainties in the measurements of
KD, finding that the large temperature gradient in the sample may cause the variability
between studies. Further, uncertainties in the pressure scales mean it is hard to define
at exactly what depth the beginning of the mixed-phase region starts. Notably, actual
peridotite samples (Murakami et al. 2005) apparently contain ppv at D′′ conditions.

An additional factor to consider is that the phase proportion curve may not be
linear across the transition, so larger or smaller amounts of ppv may be present than
expected for a given pressure. One attempt to quantify this (Hernlund 2010) suggests
ppv is likely to exist in significant proportions (>50 % of the mantle) after just a few
tens of kilometres of the transition.

Measurements of the Clapeyron slope of the pv–ppv show it likely lies in the range
7–14 MPa K−1 (Oganov and Ono 2004; Tsuchiya et al. 2004; Ono and Oganov 2005;
Hirose et al. 2006; Tateno et al. 2009). This positive value implies that colder areas
of the lowermost mantle will be enriched in ppv relative to hotter ones, and also
offers the possibility that because of the steep geotherm near the CMB, so-called
‘double-crossings’ of the phase boundary might occur, leading to lenses of ppv-rich
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mantle bounded above and below by pv-rich areas (Hernlund et al. 2005; Wookey
et al. 2005b). The effect this might have on the development of anisotropy from LPO
of ppv is intriguing but poorly understood at present.

2.3.2 Single-Crystal Elasticity of D′′ Minerals

With knowledge of the approximate proportions of phases present in the lowermost
mantle, an understanding of the individual minerals’ properties and relative stabili-
ties is necessary to make predictions about the behaviour of seismic waves passing
through this region. Hence there has been much interest in using both experimen-
tal and theoretical methods to investigate these properties. Recent reviews of some
of the work done on lowermost mantle phases—mainly pv, ppv and fpc—can be
found in Hirose (2007), Shim (2008), Ohtani and Sakai (2008) and Trønnes (2010),
amongst others. Here we discuss the most basic property of the phases in D′′ for our
purposes, their elasticity, which provides a first-order idea of their contribution to
seismic anisotropy.

Perovskite

Magnesium silicate perovskite (with about 10 % Fe and a few percent Al in the
structure) is the most abundant mineral phase in the Earth, and is likely present in
some portions of the bottom few hundred kilometres of the mantle. Because pv and
ppv make up most of the lower mantle, they are the primary phases to affect seismic
waves, and thus most important to understand well. Although perfect perovskites are
cubic, pv is orthorhombic due to the rotation of the SiO6 octahedra (Fig. 2.11, left).

Single-crystal elastic constants for pv at lowermost mantle conditions are shown
in Fig. 2.13. Elastic constants for pv have been calculated by Oganov et al. (2001),
Wentzcovitch et al. (2004), Wookey et al. (2005b) and Wentzcovitch et al. (2006)
at CMB pressure, the latter two at high T . Figure 2.13 shows that there is some
discrepancy between the calculations, which appears to be due to differences in the
C12, C22 and C33 terms. The maximum δVS is between about 13–20 %, which is
moderately but not very strongly anisotropic.

Post-perovskite

With the discovery of ppv (Iitaka et al. 2004; Murakami et al. 2004; Oganov and Ono
2004; Tsuchiya et al. 2004), there has been an understandable focus on its elasticity,
phase stability, and so on, as explanations of lowermost mantle observations.

Intuitively, the orthorhombic ppv structure should be more seismically anisotropic
than pv due to the layering of the SiO6 octahedra, and this appears to be the case: the
b-axis is more compressible than the a- and c-axes (Guignot et al. 2007; Mao et al.
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2010). Elastic constants at D′′ P and T have been calculated from experiments for
ppv (Mao et al. 2010); ab initio calculations have recently been made by Wookey
et al. (2005b), Stackhouse et al. (2005b) and Wentzcovitch et al. (2006).

Figure 2.14 shows the elastic anisotropy for ppv at high temperature, compar-
ing the theoretical calculations (MgSiO3) at 4000 K to those of Mao et al. (2010)
((Mg0.6Fe0.4)SiO3) at 2000 K. It is clear that there is some variation between the cal-
culations. The experimentally-derived results show the largest δVS, with δVS = 42 %
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along [010]. Otherwise, the pattern is quite similar between the studies of Stackhouse
et al. (2005b) and Mao et al. (2010), despite the difference in Mg#. This agrees with
the analysis of Wookey and Kendall (2007), who suggest from combining ab ini-
tio elastic constants for the MgSiO3, FeSiO3 (Stackhouse et al. 2006) and AlSiO3
(Stackhouse et al. 2005a) ppv endmembers in pyrolitic proportions that they do not
differ significantly from those of pure Mg case. The general pattern of anisotropy
differs slightly when considering the constants of Wentzcovitch et al. (2006), mainly
due to differences in C11, C33 and C13; the reason for this discrepancy is still unclear
and hopefully future work will better constrain our knowledge of the single-crystal
elasticity of ppv. It is notable that theoretical calculations with realistic amounts
of Fe and Al in Mg-pv and -ppv are difficult because the number of atoms in the
simulations becomes large, hence the effect of their incorporation is uncertain.

Ferropericlase

As the second most abundant mineral phase in the lowermost mantle, fpc is an impor-
tant control on the behaviour of seismic waves in D′′. Assuming a pyrolitic mantle,
an approximate Mg# of 0.9 with Fe# = 0.1 is the likely composition. (Mg,Fe)O is
stable throughout the lower mantle, though much recent interest has been shown in
a possible change of its properties due to the change in the spin state in Fe which
may occur at midmantle pressure and temperatures. We do not discuss in detail the
spin transition in fpc further as it appears this occurs higher in the mantle than D′′
(∼2200 km; e.g., Komabayashi et al. 2010); of relevance is that Fe in fpc is likely in
the low-spin state in the lowermost mantle. (For a recent review of the spin transition
in fpc, see Lin and Tsuchiya 2008.)

Because fpc is cubic, the three constants required to describe the elastic behav-
iour of the structure are C11, C12 and C44. Single-crystal elastic constants for fpc
(Mg0.9Fe0.1)O have recently been determined from experiment by Marquardt et al.
(2009) up to 81 GPa (∼1900 km) at ambient temperatures. Karki et al. (1999) cal-
culate the elastic constants up to 150 GPa (greater than mantle depths) and 3000 K
using ab initio methods for the pure Mg endmember, whilst Koci et al. (2007) per-
form calculations at 0 K up to 150 GPa for a range of Fe proportions up to 25 %
((Mg0.75Fe0.25)O). Figure 2.15 shows a selection of single-crystal elastic constants
for MgO from theoretical calculations and (Mg00.9Fe0.1)O.

It appears that the main effect of Fe in fpc is to decrease C11 and C44, and increase
C12 (Fig. 2.15; Koci et al. 2007), which in general will decrease the anisotropy of the
crystal (C12 becomes closer to (C11 − 2 C44), as for the isotropic case). Little work
has been conducted with Fe in the structure at high pressure, however, so these results
are for high- or intermediate-spin states of Fe, and it is not clear what effect low-spin
Fe might have on the anisotropy of fpc. As with pv and ppv, a large unknown at
present is the partition coefficient between these phases, hence our knowledge of the
likely Fe content of any of them at a particular pressure and temperature is limited.
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Fig. 2.15 Elastic P and S wave anisotropy for fpc from ab initio calculations and experiment at
lower mantle conditions. The three axes (1, 2 and 3) each corresponds to the 〈100〉 directions—
because of the cubic symmetry the plots only vary within each eighth of the upper hemisphere
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Other Phases

Whilst pv–ppv and fpc are the dominant phases in a pyrolitic composition at D′′ con-
ditions, Ca-pv along with silica and aluminous phases are present in much larger pro-
portions in a MORB composition, hence knowledge of these phases is still important.

Ca-pv is predicted to undergo a transition from cubic to tetragonal due to rotation
of the SiO6 octahedra at around 2000–2500 K at the CMB on the basis of ab initio
molecular dynamics (MD) simulations (Adams and Oganov 2006; Stixrude et al.
2007), so potentially in cold regions of the mantle this lower symmetry phase may
exist. In contrast, Li et al. (2006b) suggest—also from MD—that the tetragonal phase
is stable throughout the lower mantle. However, experiments at both pressures and
temperatures of the lowermost mantle have yet to be conducted, so the phase diagram
of Ca-pv is uncertain. Li et al. (2006a), Adams and Oganov (2006) and Stixrude et al.
(2007) report elastic constants for Ca-pv at CMB conditions. Cubic Ca-pv appears
to be moderately anisotropic, showing maximum δVS of ∼20 %, comparable to ppv
and fpc, however the fact that it is a minor constituent of the lowermost mantle means
it is often neglected as a possible contributor to seismic anisotropy.

The silica phases most likely present in D′′ are in the orthorhombic CaCl2 or
α-PbO2 (also called columbite) forms, with the transition occurring at about 110–
120 GPa (2500–2600 km). The implications for the presence of mainly the α-PbO2-
type in D′′ are not clear, as there are as yet no measurements of velocities or elastic
constants for it at lowermost mantle temperatures and pressures. Karki et al. (1997a)
do report constants at high pressure and 0 K from ab initio calculations (based on
structure parameters reported in Karki et al. (1997b)). At least at 0 K, the α-PbO2-
type silica shows a maximum δVS of ∼15 %, so appears unlikely to be a major
candidate anisotropic phase in D′′, given its low abundance. Future high-T work to
elucidate the properties of free silica in the lowermost mantle will have important
repercussions for models where subducted MORB at the CMB plays a large role in
seismic anisotropy.

2.3.3 Lattice Preferred Orientation and Slip Systems
in D′′ Phases

In order to generate anisotropy, individual anisotropic crystals must be aligned over
large lengthscales in a lattice- (or crystal-) preferred orientation (LPO, or CPO)
(Fig. 2.16a). Assuming that the phase undergoes deformation which is accommo-
dated by slip on a crystallographic plane (such as dislocation glide), the relative
strengths of the slip systems active in the crystal determine how the mineral aligns.
Furthermore, how an aggregate of individual crystals deforms depends on the phases
present and their orientations.

At present, our understanding of slip systems and aggregate texture development
for mono- and polymineralic assemblages of phases at CMB conditions is poor,
mainly because it is currently impossible to recreate mantle temperatures, pressure
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Fig. 2.16 Lattice preferred orientation (LPO) of crystals (a) and shape preferred orientation (SPO)
of prolate (b) and oblate (c) slower isotropic inclusions in a faster anisotropic matrix (schematic).
Spheres above are 3-D versions of the plots explained in Fig. 2.3. They show the amount of shear
wave anisotropy δVS by colour, and the fast shear wave orientation by black ticks. Note that the
colour scales are different. Blue arrows show a direction of flow which may align the crystals or
inclusions, and thus how this might be interpreted from measuring the anisotropy

(both very large) and strain rates (very low) on large polycrystalline samples in the
laboratory. However, various experimental and theoretical methods have been used
to examine the likely deformation mechanisms.

There are two main approaches to evaluating the LPO caused by deformation
in mantle minerals. Firstly, one can investigate the phases at D′′ conditions in the
LHDAC, compressing the sample by increasing the confining pressure during the
course of the experiment, leading to uniaxial deformation in the cell. Typically, radial
X-ray diffraction data are taken and the intensity of the individual diffraction lines
is taken to correspond to the number of crystals which are aligned in the orientation
appropriate to cause the diffraction. The ellipticity of the diffraction rings is a measure
of the differential stress within the sample. Thus a pole figure (orientation distribution
function, ODF) can be calculated for the crystallographic directions and a dominant
slip system inferred. There are a number of limitations to this technique, however—
primarily, the sample size is very small (a few µm3), hence the amount of shortening
is limited, and the sample is rarely actually at D′′ temperatures when observations
are made: it is usually heated beforehand for some time, but is cooling when lattice
parameters are measured.

Alternatively, one can look at structural analogues of lowermost mantle phases
which are stable at conditions more easily achieved in the laboratory. Hence larger
samples (∼20 mm3) can be compressed, and the texture created examined directly.
CaIrO3, MgGeO3 and MnGeO3 have been used in this way, for instance, to investigate
the slip system in ppv as they share the same structure. So far, the Kawai and D-
DIA (differential-DIA) apparatuses have been used to compress samples with a shear
plane imposed at an angle to the compression direction. (For a review of terminology
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and methods, see Durham et al. 2002.) The sample is typically sheared to a shear
strain of γ ∼ O(1), and the sample recovered and analysed with electron backscatter
diffraction (EBSD) to determine the crystallographic orientation of potentially thou-
sands of crystals. An ODF can be calculated, and slip systems inferred. Note that in
such experiments, complex behaviour of polycrystalline material can be investigated,
and several slip systems may operate. It is also notable that the presence of other
phases as compared to a single-phase assemblage can change the deformation behav-
iour of an aggregate. This means that our long-term understanding of how material
deforms in D′′ must rely on calculations or experiments on likely lowermost mantle
compositions.

Theoretical methods are also used to investigate deformation mechanisms, typi-
cally using the generalised stacking fault (GSF) within a Peierls-Nabarro dislocation
model. Often, ab initio methods are used to find the GSF energy, feeding the Peierls-
Nabarro model. Walker et al. (2010) summarise the main techniques used. Others,
such as Oganov et al. (2005), use metadynamics to find new structures by perturbing
the structure being studied, and allowing it to relax to another, effectively pushing
the structure over an energy barrier to a new arrangement.

The purpose for this review of understanding single-crystal deformation mecha-
nisms is that we require such knowledge in order to infer deformation from measure-
ments of seismic anisotropy. With values for the relative strengths of slip systems,
one can predict the aggregate ODF and subsequent anisotropy of a polycrystalline
assemblage. The predicted slip systems may be used, for example, in a viscoplas-
tic self-consistent model (Lebensohn and Tomé 1993; Wenk et al. 1991) and sub-
jected to a known strain history, resulting in predictions which can be compared to
observations.

Perovskite

For pv, theoretical calculations have been combined with experiment to determine
the relative strengths of the dominant slip systems by Mainprice et al. (2008). Using a
Peierls-Nabarro dislocation model, they infer that the [010](100) system is easiest at
lowermost mantle conditions. This agrees qualitatively with experiments performed
at lower pressures than present at the CMB (Cordier et al. 2004; Merkel et al. 2003),
though high-temperature studies are still awaited. Even with 100 % alignment of the
phase, the maximum δVS is ∼2 %, which is significantly less than is the case for ppv
or fpc. Hence it seems that, compared to fpc and ppv, pv is a poor candidate phase
to explain the near-ubiquitous observation of D′′ anisotropy.

Post-perovskite

Table 2.2 summarises the experimental studies to date on slip systems in ppv and its
structural analogues. It is clear that little consensus exists regarding the dominant
slip system, with slip on (100), (010), (001) and {110} all suggested by at least one
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study. However, there is agreement for the slip system in CaIrO3. Recent DAC and
large-volume deformation experiments seem to confirm (010) as the likely slip plane
for relatively large strains, with perhaps [100] the slip direction. Most studies also
detect a different texturing associated with the transformation from the pv to ppv
structure—a so-called ‘transformation texture’—consistent with slip on 〈1̄10〉{110}
(Walte et al. 2009; Okada et al. 2010; Hirose et al. 2010). However, whether CaIrO3
is a ‘good’ analogue for ppv—in the sense that it deforms in the same way—is
under debate (Walte et al. 2009; Hirose et al. 2010; Miyagi et al. 2010; Mao et al.
2010; Okada et al. 2010). Hence whilst the advantages of using relatively large,
polycrystalline samples are obvious, care is needed in directly applying the results
of analogues to the case of the lowermost mantle.

Earliest theoretical work suggested on the basis of structural arguments that slip
on (010) should be easiest, as this is the plane in which the SiO6 octahedra lie, and
indeed this agrees with experiments on CaIrO3. Carrez et al. (2007) suggest the
system [100](010) on the basis of Peierls-Nabarro modelling. Metsue et al. (2009)
also find the same, though point out that despite the similarity between the predicted
slip systems in ppv and CaIrO3, the starting single-crystal properties for the two
phases are quite different, so drawing conclusions from such bases is difficult.

The observed ‘transformation texture’ of slip on {110} (e.g., Walte et al. 2009;
Okada et al. 2010) adds complexity to our picture of the relation of deformation to
anisotropy. If it is replicated in the pv–ppv transition, then it may be that descending
mantle will acquire a certain texture for a time, which changes as strain increases.
Hence future work to pin down whether such a process occurs in the Earth is
important.

Ferropericlase

As the reader might have come to expect, great difficulties in experiments and theoret-
ical calculations at extreme conditions mean there is disagreement between authors
regarding the likely slip system in fpc. For NaCl-type cubic crystals, slip along 〈110〉
is expected to dominate, hence one might expect {110} to be the likely slip planes
for fpc (Karato 1998). However, other slip planes may also be dominant, and high
temperatures will affect the activation energies of the slip planes. Ab initio calcu-
lations for MgO and Peierls-Nabarro modelling (Carrez et al. 2009) suggests that
the active slip system at low temperature is 1

2 〈110〉{110}, though the 1
2 〈110〉{100}

system becomes relatively easier with increasing pressure.
Experiments on the pure-Mg endmember at 47 GPa and ambient temperature by

Merkel et al. (2002) in the LHDAC suggest slip on {110}. Contrasting results were
found by Long et al. (2006), who used a large-volume press to deform a sample at
300 MPa and ∼1400 K for a range of compositions (0 � Mg# � 1). For pure MgO,
[001] tends to align with the shear direction, whilst [110] aligns for FeO. Even for
γ ≈ 4, though, the development of LPO was fairly weak.
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Yamazaki and Karato (2002) used compositions of Mg# = 0.25 and 1.0 at P =
300 MPa, T ≈ 1000 K with a very similar experimental setup to that of Long et al.
(2006). They find slip on {100} or {111} is likely.

Whilst knowledge of individual slip systems is important, in the long term we
require experiments and calculations on polycrystalline, multi-phase assemblages of
the kind we expect to exist at D′′, as experience suggests monomineralic assemblages
at vastly different conditions are not necessarily accurate proxies for the real thing.
An improvement would be knowledge of the relative strengths of the several slip
systems operating in the single crystal of any given phase. This would then allow
one to calculate the development of texture under a known strain. An issue which
seems very difficult to resolve experimentally is the vast difference in strain rates
between studies and the Earth. It seems likely that strain rates in the deep mantle
are ε̇ ≈ O(10−16)–O(10−14) s−1, whilst at present we achieve ε̇ � 10−4 s−1, so
whether we can ever recreate such strains is a hard question to answer positively.

2.4 Shape-Preferred Orientation

Thus far we have only considered the LPO of mineral phases as a potential cause
of lower mantle anisotropy. An entirely separate cause of anisotropy is the sub-
wavelength layering or ordering of material with contrasting elastic properties
(Fig. 2.16b, c). The anisotropy may be due to the periodic layering of different mate-
rials or the preferred alignment of inclusions like melt pockets.

If SPO is the cause of lowermost mantle anisotropy, it may still be a result of defor-
mation processes. To infer the link between deformation and observed anisotropy
we must appeal to effective medium theories that predict the anisotropy. A number
of approaches exist, but they can be divided into those that assume constant strain
(e.g., Hudson 1980a) or those that assume constant stress (e.g., Tandon and Weng
1984; Sayers 1992). A further complication involves the degree of interconnectiv-
ity between fluid inclusions, which leads to frequency dependent anisotropy (for a
review see Hall and Kendall 2001). Assuming an effective medium theory, an aggre-
gate elastic tensor can be constructed and then used to predict the seismic observables
along a given ray path. Holtzmann and Kendall (2010) describe such an approach for
linking a number of anisotropy mechanisms to strain partitioning at plate boundaries.

Spheroidal inclusions lead to a hexagonal symmetry or TTI (see examples in
Fig. 2.16b, c). A more complex orthorhombic medium results if the inclusions are
scalene ellipsoids (three axes of different lengths). However, on the basis of natural
samples, which tend to contain either elongate (prolate spheroidal) or flat (oblate
spheroidal) inclusions, it seems that in most settings one axis will be significantly
different from the other two. An example of each are L- and S-tectonites in subduction
settings (Tikoff and Fossen 1999).

With respect to the lower mantle, Kendall and Silver (1996, 1998), for example,
model the effects of spheroidal inclusions of contrasting velocity. They show that
small volume-fractions of oblate or disk-shaped inclusions of melt are highly efficient
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in generating seismic anisotropy. In order for periodic layering or aligned inclusions
to produce an effective anisotropy, and not simply heterogeneity, the wavelength of
the layering must be less than the dominant seismic wavelength. Indeed a way
of discriminating between LPO and SPO anisotropy may be through observations
of frequency dependent effects. For example, small-scale heterogeneity may scatter
high-frequency seismic energy, but such a medium may be effectively anisotropic to
long wavelength energy (Rümpker et al. 1999).

Also compatible with observations might be the complementary presence of both
SPO and LPO. If, for instance, strain partitions into one weaker phase in a multi-phase
mixture (e.g., a solid and liquid, or two solid phases with contrasting strengths; e.g.,
Holtzmann et al. 2003a), then we might expect shear bands to form, as is frequently
observed in surface geology. If the bands are of the appropriate length scale, they
might have an SPO contribution to seismic anisotropy, whilst the highly deforming
material in the bands—or even outside, for the case of melt-rich bands—may still
deform to produce LPO. Hence the division between LPO and SPO is not necessarily
clear whilst our knowledge of the lowermost mantle is at this limited stage.

A major unknown in this sort of analysis is that the plausibility of melt in the
lowermost mantle is still speculative. Furthermore, much work is needed to better
establish the material properties of such melt, be they primordial in origin, the remains
of subducted palaeo-oceanic crust (basalt) or material derived from the outer core.

2.5 Geodynamics

While knowledge of the deformation mechanism of lowermost mantle materials is
limited (see Sect. 2.3.3), one approach to assessing how likely they are to be realistic
is to consider the first-order flow exptected just above the CMB. Topography on the
CMB is limited to a few kilometres at most (e.g., Tanaka 2010), and the outer core is
liquid with a free-slip surface above, so it seems highly likely that flow just above the
CMB is mainly horizontal. If we assume this, we might be able to mark as unlikely
some of the proposed deformation mechanisms for ppv, and then use the remainder
to suggest slightly more nuanced flow situations in D′′. We explore this further in
Sect. 2.6.

Global models of mantle flow have matured rapidly with increasing computer
power and new techniques over recent years, and inferring the first-order flow field
at the CMB by including geophysical observables such as recent plate motions and
likely phase stabilities and rheologies is now possible. Alongside this, models of
mantle flow have developed which are derived from seismic tomography, with the
constraints of mineral physics, geoid and plate motion data.

Where there is good evidence from seismic wave speed tomography (e.g., Ritsema
et al. 1999; Montelli et al. 2004) of subducting slabs reaching the lowermost mantle,
such as the Farallon slab beneath North America, we can make slightly more detailed
inferences regarding the likely large-scale flow field. A simple approach used fre-
quently (e.g., Wookey and Kendall 2007; Yamazaki and Karato 2007; Miyagi et al.
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2010) is to assume horizontal flow occurs at the CMB, and hence slip systems which
produce fast orientations within the slip plane are the likeliest to match the major-
ity of observations which suggest VSH > VSV in D′′. As Sect. 2.2.6 shows, however,
requiring horizontal fast directions in all directions does not match with observations,
so such assumptions must be revisited.

One constraint on the kind of deformation experienced in such a situation is to
construct models of mantle flow with an imposed subduction of a thermally negatively
buoyant slab. McNamara et al. (2003), for example, use a general 2D cylindrical
model with diffusion and dislocation creep to search the parameter space of variables
such as slab thickness and strength, and relative activation energies of the two creep
regimes. They find that dislocation creep dominates around the slab, and at the base
of the mantle beneath the slab, whilst the rest of the mantle is likely deforming in
diffusion creep, hence not producing significant LPO. They also claim that LPO
in such a model requires γ � 4 to develop. With this method, where the whole
Earth’s mantle is modelled, but without imposing the constraints of observed plate
motions, the results can be qualitatively, and to some extent quantitatively compared
to deformation mechanisms in lowermost mantle mineral phases.

In order to construct models which are useful in understanding how the mantle
flows in D′′, a huge number of parameters are necessary, only some of which are
known well. One-dimensional radial viscosity profiles (e.g., Mitrovica and Forte
2004), for instance, place a strong control on the depth and extent of subduction,
which would then affect the flow field above the CMB. Although these are constrained
from present-day observables (mainly isostatic glacial rebound of the surface for
shallow depths, and mineral physics data much deeper), obviously there is likely to
be lateral variations in viscosity as well—such as that introduced by a cold slab—
which can only be modelled with accurate understanding of the effect on viscosity
of temperature, composition, mineralogy, and so forth. Other large unknowns are
the temperature at the CMB and the effect of composition and temperature on the
density of mantle phases.

In some studies (e.g., Wenk et al. 2006; Merkel et al. 2006, 2007), workers take
‘general’ models of flow of this kind and test for the type of anisotropy produced
by a given deformation mechanism when traced through the flow field. Assuming a
certain flow field as suggested by the convection model, they trace particles through
the field and apply a viscoplastic self-consistent (VPSC) model (e.g., Lebensohn and
Tomé 1993; Wenk et al. 1991) to calculate the texture developed for a polycrystalline
aggregate using a set of slip system activities relevant to the phases being tested. The
resulting aggregate elastic tensor is constructed from the single crystal constants and
the orientation distribution function (ODF) of the phases in the aggregate, and can
then be compared with seismic observations from similar settings—that is, beneath
subducting slabs.

Another approach to modelling flow in the mantle is to seek a ‘true’ picture of
what is happening at present. Using seismic travel time picks, plate motion recon-
structions (Lithgow-Bertelloni and Richards 1998), gravity measurements, dynamic
topography and other constraints, various authors (e.g., Tackley 2000; Trampert et al.
2004; Simmons et al. 2009) have attempted to invert for the present-day or recent flow



2.5 Geodynamics 43

field in the mantle. Much of this work depends on the particular relationship between
seismic wave speed and density in order to asses whether only thermal, or thermal
and compositional effects are being seen by the seismic velocities. With knowledge
of the density anomalies which are thermal and compositional (or mineralogical),
one can produce a model of mantle flow. This seems a promising approach to take, if
we wish to assess whether we can use measurements of anisotropy to determine flow
in the mantle. For instance, if the flow is fairly constant over time and shear strains
are fairly large (�1, perhaps) then current mineral physics understanding suggests
we could observe LPO, providing the strain rate is high enough and dislocation creep
is occurring. If, on the other hand, strain rates predicted by such inversions are much
lower, then perhaps SPO is the likely mechanism.

A further step to take with such an approach is to directly incorporate experi-
mentally or theoretically derived slip system activities for a mono- or polymineralic
assemblage of grains and perform VPSC calculations as above. The texture will be
more complicated, and likely weaker, but in theory more ‘realistic’. This does depend
hugely on the flow model being used, though tests on producing a synthetic seismic
model from a global flow model by Bull et al. (2010) suggest that the input and
recovered strain fields are usually <20◦ apart. This is encouraging from the perspec-
tive of hoping to be able to one day map deformation from anisotropy, but adequate
seismic coverage will long be a problem, as discussed in Sect. 2.6.1.

2.6 Linking Observations to Physical Processes

If the measurement of seismic anisotropy is to be useful in studying the dynamics of
the lowermost mantle, then we need a close understanding of the rheology of mantle
materials at CMB conditions. Section 2.3 discussed that we are still some way from
fully understanding how to ‘measure’ dynamics in D′′ using seismic anisotropy, but
we are now at the stage where our inferences are informed by a great deal of work on
the properties of lowermost mantle minerals. In the first instance, seismic anisotropy
can be used to evaluate a number of different mechanisms which might cause it.

2.6.1 Inferring SPO and TTI

A simple mechanism to produce lower mantle anisotropy which cannot at present be
ruled out is SPO. This has been the preferred interpretation in a number of studies
(e.g., Kendall and Silver 1998; Lay et al. 1998; Karato 1998), which model the
expected bulk anisotropy for isotropic inclusions of material with a contrasting VS
in an isotropic medium. Kendall and Silver (1998), for instance, use the effective
medium theory of Tandon and Weng (1984) to predict the shear wave splitting caused
by horizontal rays travelling through a medium with oriented spheroidal inclusions.
Whilst high-velocity inclusions are unlikely to be a mechanism which can match the
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Fig. 2.17 TTI plane of isotropy in region ‘E’ of Nowacki et al. (2010), shown by schematic layering
of the material. Rays from South America travelling north show φ′ ≈ 90◦, whilst those from the
Mid-Atlantic Ridge (MAR) travelling northwest exhibit φ′ = 45◦. Assuming hexagonal symmetry
where δ ≈ ε, the fast orientation is in the plane of isotropy in each case. Whilst TTI is a possible
explanation, it is only one type of anisotropy which can produce the observations with two azimuths
of waves

observations (as the inclusions would need to have VSinc � 13 km s−1), melt-filled
inclusions (VSinc = 0) can produce δVS = 2 % with a melt fraction of just 0.01 %
for oblate spheroidal inclusions. Moore et al. (2004) show a D′′ with horizontal sub-
wavelength layering of heterogeneous material can produce synthetics compatible
with observations in certain regions. Both studies suggest that SPO—especially of
melt—is an efficient way of producing anisotropy without much reducing the bulk
average VS (Kendall and Silver 1996).

If we assume that SPO is the cause for an observed anisotropy, then this usu-
ally implies that the style of anisotropy is TTI (see Sect. 2.4). Because of the high
symmetry of TTI, two near-perpendicular azimuths of shear waves are sufficient to
characterise the orientation of the symmetry axis (or plane of isotropy), as five inde-
pendent elastic constants describe such a system and the local 〈VS〉 can be assumed.

One simplistic way to infer the orientation of the TTI fabric is to assume a case
where Thomsen’s (1986) parameters δ ≈ ε, hence the fast orientation of a wave split
by such a medium is always in the plane of isotropy for waves not perpendicular to
the plane. Therefore a simple geometrical calculation to find the common plane of
the fast orientations in the ray frame φ′ can be used. We use this to calculate the TTI
planes of isotropy beneath the Caribbean and western USA in Chap. 4 (Fig. 4.16).
Figure 2.17 illustrates the nominally simple geometry for region ‘E’ in this study.

http://dx.doi.org/10.1007/978-3-642-34842-6_4
http://dx.doi.org/10.1007/978-3-642-34842-6_4
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An alternative method used by Wookey and Kendall (2008) to estimate the ori-
entation of the TTI plane of isotropy for two orthogonal ray paths beneath Siberia
can be summarised as: (1) take a set of elastic constants Ci j for a TI system, with
vertical VS and VP defined by a global 1–D velocity model (Kennett et al. 1995); (2)
rotate these constants about all three cartesian axes and compute δVS (and hence δt)
and φ′ at each point; (3) output the orientations which produce (φ′, δt) which are
compatible with the observations. This inversion has the advantage that it can be
simply extended for any set of elastic constants, and lies between analytic solutions
from shear wave splitting measurements and inversions for the full elastic tensor,
which would likely be poorly constrained.

2.6.2 Implications of SPO and TTI

If our assumption that the lowermost mantle shows a variable TTI type of anisotropy
is correct—and it is worth noting that no studies as yet are incompatible with this
symmetry—then what does this imply for the dynamics within and above D′′? As
discussed in the previous section, various authors have shown that SPO of melt
pockets (or other low VS inclusions) at the CMB could cause this, and this then begs
the question as to where these melts come from. A possibility mooted by Knittle
and Jeanloz (1987) was that reaction between core and mantle materials would lead
to inclusions of Fe-rich products (e.g., FeO, FeSi) in D′′ (Kendall and Silver 1998).
However, the bulk reduction in VSH from this does not match observations, hence is
an unlikely scenario. As mentioned in Sect. 2.4, Stixrude et al. (2009), for example,
suggest that silicate melts might be present in the lowermost mantle at temperatures
as low as 4000 K. Just 0.01 % melt could be compatible with observations given the
bulk sound velocity is predicted to be around 10.9 km s−1.

If such models are accurate, then we require knowledge of how the inclusions—
partially or wholly molten, or simply of contrasting velocity—align in response to
flow, to make geodynamical inferences. To first order, weaker inclusions in a stronger
matrix align parallel to the strain ellipse’s long axis (i.e., the shear plane) when the
strain is high (γ > 1). Hence for the cases where we have two azimuths (in the
Caribbean and Siberia), we would predict flow dipping between 26–55◦ roughly to
the south in D′′. These steep angles seem somewhat unlikely for high strains, given
that flow right at the CMB must be horizontal, but cannot necessarily be precluded.

Contrary to this first-order approximation, weak inclusions apparently rotate when
sheared so that they are no longer parallel to the finite strain ellipse, as noted by Karato
(1998). Numerous experiments—chiefly on olivine-MORB samples—indicate that
shear bands of melt align antithetic to the shear plane at an angle of ∼20–40◦
(Kohlstedt and Zimmerman 1996; Holtzman et al. 2003a, b). Taking the example
of the region studied by Wookey and Kendall (2008), this melt orientation predicts
horizontal shear to the south in Siberia. Figure 2.18 shows this situation with the
shear wave anisotropy predicted by sensible lowermost mantle parameters, where
melt inclusions dip 25◦ southward, but due to northward flow. In the Caribbean,
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0% 3%

Horizontal melt inclusions Inclined melt inclusions

Fig. 2.18 Shear wave anisotropy for horizontal (left) and inclined (right) melt inclusions in D′′.
The cartoons below show the alignment of oblate spheroids which respond to the motion of the
mantle differently. In both cases, the sense of shear is top to the north (approximately right here),
shown by the arrow. On the left, the inclusions are aligned parallel to the horizontal flow and
produce VTI. On the right, the melt inclusions dip at 25◦ towards the sense of shear, opposite the
sense of flow. For most azimuths of horizontally-propagating shear waves, this produces splitting
with the fast orientation parallel to the alignment of the oblate inclusions. As discussed in the text,
this is compatible with observations beneath Siberia and the Caribbean. The elastic constants are
calculated using effective medium theory (Tandon and Weng 1984) for an arbitrary set of lowermost
mantle-like properties (matrix: VP = 14 km s−1, VS = 7.3 km s−1, ρ = 5500 kg m−3; inclusions:
VP = 7 km s−1, VS = 0 km s−1, ρ = 5500 kg m−3, aspect ratio = 0.01, volume fraction = 0.005)

geodynamical calculations of the flow beneath subducting slabs would generally
agree rather with east–west flow for a north–south-striking plate (McNamara et al.
2003), but at least this model seems physically possible.

The known mineral phases present at the CMB do not show hexagonal symmetry,
however an alternative explanation for TTI would be the alignment of one crystallo-
graphic axis of some anisotropic mineral phase, with the other axes random. As an
artificial example, Fig. 2.19 shows the case where an aggregate of ppv shows align-
ment of c-axes, but the a- and b-axes are otherwise randomly oriented. This might
correspond to slip on the (001) plane along both the [100] and [010] directions. This
leads to TI with the symmetry axis parallel to the c-axis, where the fast shear wave
is within the TI plane.
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Fig. 2.19 Variation of shear wave splitting with direction for MgSiO3 post-perovskite (elastic con-
stants of Stackhouse et al. 2005b at 3000 K). Colour indicates the strength of shear wave anisotropy
in a given direction (δVS) as per the scale bar. The black bars show the orientation of the fast
shear wave. The crystallographic directions are indicated. a Shear wave splitting for unaltered
single-crystal constants. There is strong (δVS = 20 %) anisotropy for rays along [100] and 〈111〉.
b Anisotropy for a planar average of the constants when rotated around [001]. Strong (δVS = 15 %)
splitting occurs within the plane normal to [001], with fast directions also in the plane. However,
this corresponds to an aggregate of perfect alignment of [001] directions of pure ppv, which does
not occur in D′′

2.6.3 Inferring Orthorhombic and Higher Symmetries

Whilst at present TTI cannot be ruled out as causative of the observed seismic
anisotropy in D′′, a more general orthorhombic symmetry—such as that caused by
alignment of orthorhombic crystals—is a more likely mechanism. Equally, cubic and
lower symmetries can also produce the observed patterns of anisotropy. However,
it is unlikely that distinguishing such a highly symmetric type of anisotropy will
be possible with the current earthquake and seismometer geometries for some time,
so assuming that orthorhombic anisotropy is the lowest symmetry likely to exist is,
for now, a necessary step.

So far, no studies have been able to uniquely infer the orientation of an orthorhom-
bic symmetry, because only measurements of D′′ anisotropy along two directions
have been made. However, Wookey and Kendall (2008) use two azimuths and
the technique described in Sect. 2.6.1 to test the orientations of different candidate
orthorhombic systems beneath Siberia. In the case of using two azimuths of mea-
surements, one normally finds that two sets of planes are compatible. Figure 2.20
shows an example of fitting possible orientations of different (orthorhombic) elastic
constants to measurements made beneath Siberia (Wookey and Kendall 2008). They
use several sets of constants obtained by deformation experiments for both the per-
ovskite and post-perovskite structures. Here we show as examples two cases: first,
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Fig. 2.20 Upper hemisphere diagrams showing shear planes and slip directions which are compat-
ible with the measurements of sub- Siberia D′′ shear wave splitting of Wookey and Kendall (2008).
The schematic diagram on the left shows how to interpret the diagrams on the right: they show
the upper hemisphere projection of the slip plane (grey lines) and slip direction (black dots), hence
the centre of the plots corresponds to the vertical direction; in this case the top of the diagrams is
north. The elastic constants tested are those of Merkel et al. (2007) and Yamazaki et al. (2006) (two
cases for low and high strain), who deform ppv to produce aggregates consistent with the dominant
slip system in the crystal of [110](110) and [100](010) respectively. For this region, the [110](110)
slip system predicts shear dipping east or west at about 45◦ with slip north–south, whilst the
[100](010) system suggests shear dipping south a similar amount, with poor constraint on the slip
direction

the constants from Yamazaki et al. (2006), who deform CaIrO3 (same structure as
MgSiO3-post-perovskite), and find that the [100](010) slip system is dominant. Sec-
ondly, we also show a case from Merkel et al. (2007), who deform post-perovskite
and find that the slip system [1̄10](110) may be dominant. The elastic constants are
referenced to the shear plane and slip direction imposed upon the deformation, so we
can directly infer in which direction a material which behaves in this way is being
sheared.

2.6.4 Inferring Deformation in D′′

We measure D′′ anisotropy in the hope that it can provide information about the
manner in which it is deforming, and hence how the mantle moves at depths. In order
to estimate flow or strain from anisotropy, we must integrate our understanding of the
cause of anisotropy, the orientation of the assumed anisotropy type, our knowledge of
the rheology of the medium, and the response of the shear direction to the potentially
changing flow field. Figure 2.21 illustrates the many steps involved in getting from
observations to predictions of deformation, and the many assumptions which are
made along the way.

At present, the response of D′′ materials to deformation is not well known, hence
early attempts at inferring flow from measurements of seismic anisotropy were neces-
sarily general. Beneath the circum-Pacific subduction zones where flow is assumed to
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Fig. 2.21 Flow chart showing the progression of calculations and assumptions required to predict
flow from measurements of shear wave splitting

be horizontal at the CMB, the global ξ models of Panning and Romanowicz (2004,
2006) show VSH > VSV, and thus it has been interpreted that likely mechanisms
in response to shear in D′′ mineral should produce fast orientations parallel to the
shear plane. This then may lead to the inference that beneath the central Pacific,
the change of ξ > 1 to ξ < 1 corresponds to vertical flow (e.g., Kawai and Geller
2010) or some sort of shearing in different horizontal directions (e.g., Pulliam and
Sen 1998). Clearly, whilst there is short scale variability in the signal anyway, deter-
mining the first-order flow field from an educated guess is an understandable first
step which we should attempt to improve upon.

In fact, this point highlights one of the current shortcomings in our addressing
of the problem of using seismic anisotropy to map deformation. At present, we
are limited to using ‘best guess’ estimates of the flow field in certain areas at the
CMB (specifically, where the ancient Farallon slab is presumed to be sinking to
the CMB beneath North and Central America, and to some extent other circum-
Pacific subduction zones) to argue for and against different mechanisms for producing
seismic anisotropy. For instance, Yamazaki and Karato (2007) prefer an explanation
for D′′ anisotropy of the LPO of a mixture of (Mg,Fe)O and MgSiO3-post-perovskite
because horizontal shear would give a horizontally-polarised fast shear wave for this
case, which is the sort of deformation postulated beneath deep slabs. They then argue
that SPO of melt inclusions oriented vertically is the likeliest case for the central
Pacific, because flow there is probably vertical and in higher-temperature material.
If the CMB is considered an impenetrable free slip surface, then why should flow
not also be mainly vertical in the very lowermost mantle beneath a downwelling as
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well as an upwelling? Whilst these first-order explanations are sensible, they are only
an initial idea about flow, hence using this to constrain LPO and infer the presence
of melt makes a large stride in assumptions which we must eventually address with
direct observations of lowermost mantle rheology.

Nonetheless, many authors have inferred different flow regimes at the CMB based
on seismic anisotropy. Early work (e.g., Vinnik et al. 1995; Lay and Young 1991;
Ritsema et al. 1998) attributed anisotropy to stratification or LPO on the basis of the
expected flow field near the CMB. Later, Kendall and Silver (1996), for instance,
identify slab material which is laid down in piles parallel to the CMB as a cause of
SPO. Recently, dual-azimuth splitting measurements were used in combination with
global VS tomography to infer that north–south flow beneath Siberia is the likely
cause of anisotropy due to LPO of ppv (Wookey and Kendall 2008).

Future advances in incorporating all our current understanding of the behaviour
of the constituents of the lowermost mantle into linking observations and dynamics
will become incrementally better. These early attempts at measuring the flow of
the deepest mantle should be surpassed as we use new information which becomes
available from increasingly advanced experimental and numerical techniques for
studying seismic anisotropy, flow, geodynamics and mineral physics.

2.7 Conclusions and Future Directions

In this review, we have presented the current state of studies which aim to use seismic
anisotropy to discover the flow in the deepest mantle, and the many other fields which
feed into this. It seems that we are moving from an early phase of D′′ study into a
more mature field, where the number of observations is now becoming limited by
the location of seismic stations. As we look to the future, projects to increase global
coverage of seismometers will benefit all studies of the Earth’s interior, but especially
that of the lowermost mantle. With this increased coverage, the prospect of using
more advanced techniques to take advantage is an exciting one which may yet yield
even harder questions than we currently try to answer.

One such technique that must be further explored with new datasets is the full
inversion for the elastic tensor using the full seismic waveform. Recent advances
towards this necessarily assume a simple anisotropy, but this can be relaxed as data
coverage improves. However, as for global inversions for simple anisotropy, upper
mantle and crustal corrections will be a problem. At the same time, existing global
datasets—as used for global tomography, for example—might be exploited to move
from regional shear wave splitting studies to global ones. This will require either a
new, robust way of analysing shear wave splitting, which is still the most unequiv-
ocal of observations of anisotropy, or the further automation and quality control of
standard techniques. Shear wave splitting ‘tomography’ is another technique which
will likely prove important in the future.

Whilst seismological observations will be our primary test of models of D′′
flow and anisotropy for some time, advances must be made in mineral physics and
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geodynamics if we are to improve. Studies of deformation in likely lowermost mantle
mineral assemblages will hopefully go some way in the future to reducing the ambi-
guity regarding how to translate anisotropy to flow, and global mantle flow models
may be able to become predictors of anisotropy with such knowledge.
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Chapter 3
Mantle Anisotropy Beneath the Earth’s
Mid-Ocean Ridges

3.1 Introduction

Although it is well known that mid-ocean ridges (MORs) mark sites where oceanic
lithosphere is created, there is still considerable uncertainty about mantle processes
near ridges and how melt is extracted to form new crust. It has been long understood
that viscous shearing leads to the lattice-preferred orientation (LPO) of mantle miner-
als at spreading centres (e.g., Hess 1964; Blackman et al. 1996; Tommasi et al. 1999);
additionally, upwelling and decompression lead to melt generation, and shearing and
strain partitioning can cause melt segregation (Phipps Morgan 1987; Holtzman and
Kendall 2010). Both effects can impart a significant anisotropic signature on seismic
waves, measurements of which can therefore be used to probe the dynamics of the
Earth’s upper mantle (UM) beneath ridges.

Measurements of two orthogonally polarised and independent shear waves (i.e.,
shear wave splitting) are the most unambiguous observation of anisotropy, and are
now routinely made in continental regions, or on oceanic islands (for reviews, see for
instance Savage 1999; Long and Silver 2009). With UM anisotropy, the orientations
of fast shear waves, as derived from splitting measurements, are usually interpreted
in terms of LPO in peridotites, where olivine a-axes align roughly parallel to mantle
flow directions (e.g., Mainprice 2007). The delay time between the fast and slow
shear-waves is proportional to both the magnitude of the anisotropy and the extent
of the anisotropic region.

Whilst subduction zones and orogens are well-sampled, MORs have not been
routinely investigated because of significant logistical problems with placing seis-
mometers on the seafloor. Experiments using ocean-bottom seismometers (OBSs)
(Blackman et al. 1993, 1995b; Wolfe and Solomon 1998; Hung and Forsyth 1999;
Barclay and Toomey 2003; Harmon et al. 2004) have provided vital insights into
MOR processes, though there are still very few observations of shear wave splitting
at MORs. Using teleseismic phases (e.g., SKS), these few studies generally reveal fast
shear wave polarisations parallel to the direction of plate spreading, with increasing
values in delay times moving away from the ridge axis (Wolfe and Solomon 1998;
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Hung and Forsyth 1999; Harmon et al. 2004). These observations are consistent
with interpretations of olivine LPO as originally proposed by Hess (1964) (based
on observations of P-wave anisotropy) and as modelled by Blackman et al. (1996).
In contrast, shallow earthquakes measured within the axial valley show fast shear-
wave orientations in the crust that are parallel to the ridge axis, which are attributed
to aligned cracks and layered intrusions of volcanic material (Barclay and Toomey
2003). Blackman et al. (1993, 1995a, 1996) explained the early arrival of P-waves
across the southern Mid-Atlantic Ridge in terms of the vertical alignment on olivine
a-axes in a mantle wedge beneath the ridge axis. Subsequent modelling has sug-
gested that the vertical alignment of melt in films, pockets or bands would also be
very effective in generating shear-wave splitting in near-vertically arriving teleseis-
mic phases (e.g., Kendall 1994; Blackman and Kendall 1997; Holtzman and Kendall
2010), and would also predict ridge-parallel fast shear-wave polarisations.

Previous studies of anisotropy beneath MORs in a global context have been under-
taken using surface waves to infer azimuthal anisotropy (see e.g., Becker et al. 2007).
Debayle et al. (2005), for instance, show that beneath MORs, fast orientations are
generally similar to the spreading direction, however the behaviour beneath transform
zones is more complex and such surface wave studies are limited in their horizontal
resolution. It is also the case that even for the simpler case of global inversions for
radial anisotropy in the UM, a priori corrections for the crust have a strong effect on
the results of such inversions (Ferreira et al. 2010). Hence whilst this should be less
of a problem in the region of MORs, where the crust is simple, caution in directly
interpreting such results is still advisable. In a more localised study Gaherty (2001)
and Delorey et al. (2007) mapped vertical and lateral variations in anisotropy beneath
the Reykjanes Ridge. Using sources on the Gibbs fracture zone and receivers on Ice-
land, differences in Love and Rayleigh wave arrival times revealed faster vertically-
polarised Rayleigh waves than horizontally-polarised Loves waves near the ridge
axis and at depths less than 100 km. This observation is consistent with either the
vertical alignment of olivine a-axes or a melt-induced anisotropy, but Holtzman and
Kendall (2010) argue that the latter is more likely.

In this study we evaluate MOR anisotropy using measurements of shear wave
splitting which occur beneath the earthquake, rather than the receiver, using direct
S waves—a technique often termed ‘source-side splitting’ (e.g., Schoenecker et al.
1997; Nowacki et al. 2010; Foley and Long 2011). Using seismic stations with well-
characterised anisotropy in the UM beneath the receivers, we can remove the effect
of the splitting on the receiver side and measure only that which occurs beneath the
source. We then attempt to interpret these observations in the context of previous
observations and proposed mechanisms for anisotropy beneath a MOR.

As well as providing insight into MOR processes, our results also significantly
increase the source region for measurements of D′′ anisotropy and should provide a
basis for future studies of deformation in the lowermost mantle.
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3.2 Methods and Data

3.2.1 Shear Wave Splitting

We aim to measure the seismic anisotropy beneath MORs around the world using
the primary observable it produces, shear wave splitting. We use the ‘minimum
eigenvalue’ technique of Teanby et al. (2004) (which is an extension of that of Silver
and Chan (1991)), which removes splitting by effectively maximising the linearity
of the horizontal particle motion for a given pair of splitting parameters: the fast
direction, φ, and the delay between the fast and slow waves, δt . Where measurements
are available for an event at more than one station within an azimuthal range of
15◦, we use the method of Wolfe and Silver (1998) to stack the small eigenvalue
(λ2) surfaces, with a backazimuth-independent implementation. This significantly
reduces the errors when for some stations the measurement is very near null, as the
initial polarisation is close to the fast direction beneath the event.

In this study, we make the common assumption that the lower mantle above D′′
is not significantly anisotropic: several studies support this assumption (e.g., Meade
et al. 1995; Montagner and Kennett 1996; Panning and Romanowicz 2006; Kustowski
et al. 2008). Hence we can infer that any splitting is caused by anisotropy in the UM
beneath the source and receiver. If we have prior knowledge of splitting in the UM
beneath the receiver, we may correct for this and analyse the S phase, retrieving the
splitting caused by anisotropy beneath the source. We interpret the fast direction of
the receiver-corrected signal simply by considering the fast orientation at the source,
φ′′ = azimuth + backazimuth − φ. This simple geometric relationship is true for
rays which are vertically incident at the surface, but is only less accurate by a few
degrees than a fully slowness-dependent expression, for the range of slownesses in
this study. This error is generally less than the uncertainty in the shear wave splitting
measurements themselves.

3.2.2 SKS UM Splitting Corrections

Seismic anisotropy in the continental UM (where our stations are located) appears to
be ubiquitous, and is typically measured using phases such as SKS, PKS and SKKS;
SKS is the most commonly used. It converts from a compressional to an S wave upon
exiting the outer core, so begins its ascent through the mantle with no splitting present.
It is polarised radially, hence it is also polarised parallel to the backazimuth at the
receiver. SKS also propagates steeply through D′′, which is known to be anisotropic
in various places in the lower mantle (see reviews by Kendall and Silver 1998, 2000;
Lay et al. 1998; Nowacki et al. 2011). However, we assume that any contribution to
splitting in the phase along this section is minor, as it has spent relatively little time
in D′′. Studies on a global scale support this approximation (Niu and Perez 2004;
Restivo and Helffrich 2006), though any strong effects should be visible and display
backazimuthal variation in splitting parameters (Hall et al. 2004).
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Because we wish to remove UM anisotropy from the S phase, we choose seismic
stations which have many SKS splitting measurements along a variety of backaz-
imuths. If dipping or multiple layers of anisotropy exist beneath the station, then we
expect the results to show a 90◦ or 180◦ periodicity to the measurements of φ and δt
(Silver and Savage 1994). We do not use stations which exhibit such measurements,
as complicated UM anisotropy beneath the receiver is difficult to infer uniquely,
and therefore we cannot confidently remove its effects on direct S phases, as they
will be arbitrarily polarised compared to the backazimuth, depending on the source
mechanism and anisotropic fabric they have encountered near the source. Stations
which exhibit backazimuthal variation in SKS splitting may also do so because of
laterally heterogeneous anisotropy beneath them. We also avoid using such stations
for similar reasons. Our approach is slightly different from some authors, who opt
to use stations which appear to show no anisotropy beneath them (Foley and Long
2011), however these are rare and UM anisotropy appears to be the norm, rather than
isotropy.

In order to be confident of our measurements, we wish to make several for each
MOR event, and so we choose from sets of stations in North America and Ethiopia,
where extensive SKS splitting studies have been conducted (Ayele et al. 2004; Barruol
et al. 1997; Evans et al. 2006; Fouch et al. 2000; Kendall et al. 2005; Liu 2009; Niu
and Perez 2004; J.O.S. Hammond, pers. comm., 2010). As explained, we reject
stations with apparently complicated sub-station anisotropy. SKS measurements for
two example stations used in this study are shown in Fig. 3.1. The stations used in
this study and the SKS splitting parameters used as UM corrections are shown in
Fig. 3.2.

We use these SKS-derived corrections and analyse the direct S phase from events
beneath MORs, applying the correction during the analysis. We note that even though
reciprocity must apply along the ray path (see, for example, Kendall et al. 1992), the
splitting operators are not commutative (Wolfe and Silver 1998), so it is essential to
make the corrections in the correct order (see Wookey and Kendall 2008; Wookey
et al. 2005). As a further check that the correction is valid, after the measurement we
check that the source polarisation of S matches that predicted by the event’s focal
mechanism (see Sect. 3.2.4). This helps mitigate against the possibility that the S
phase we analyse is contaminated by depth phases (sS and pS), as these will generally
alter the apparent source polarisation of the combined phase to be different to that
expected from the CMT solution. A difference in the measured source polarisation
may also occur due to the application of an incorrect receiver correction in the analysis
(see below), which also leads us to reject measurements where the two are not in
agreement within 15◦.

3.2.3 Testing the Use of Receiver Corrections

Whilst we make every effort to ensure that we use seismic stations which have
very well-characterised anisotropy beneath them, some error will be present in the
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Fig. 3.1 SKS splitting measurements at stations MISE, Mieso, Oromia, Ethiopia (J.O.S. Hammond,
pers. comm., 2010) and NEW, Newport, Washington, USA Liu (2009). Shown are measurements
for backazimuths 0–360◦ (left panels), and backazimuth modulo 90◦ (right panels). Errorbars show
2σ uncertainties. Both stations show consistent splitting parameters across a range of backazimuths,
with no apparent 90◦ periodicity
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Fig. 3.2 Stations used in this study, with the SKS splitting parameters used as receiver corrections
shown by red bars. Length is proportional to δt as shown by the legend, and φ is indicated by
orientation. Right: Inset map shows location of larger-scale figure of Ethiopian stations. Station
DRV (Base Dumont Durville, Terre-Adelie, Antarctica) is not shown

measurement. Part of the difference will result because of the different slownesses
between the S waves we study and the SKS phases used to make the splitting mea-
surements we use as station corrections, but the difference is usually negligible in φ

and very small in δt (see discussion in Nowacki et al. 2011). The majority of the error
therefore likely comes from the assumption that the anisotropy is simple beneath the
station, and that the SKS splitting measurements are accurate.

We conduct synthetic tests to determine how large the uncertainty in the measured
source splitting parameters are when an ‘incorrect’ receiver correction is used. We
apply a known initial amount of splitting (the ‘source-side’ splitting, φ′′

s
true, δt true

s )
to a synthetic wave of dominant frequency 0.1 Hz, then a known receiver-side split-
ting, φtrue

r , δt true
r . We then analyse the splitting in the wave with a range of receiver

corrections (φtrial
r , δt trial

r ) to obtain the ‘observed’ splitting parameters at the source
(φ′′

s
trial, δt trial

s ) and compare the known and measured source-side splitting. The pro-
cedure can be repeated for any combination of true source and receiver splitting
operators, and all receiver ‘corrections’.

Figure 3.3 shows the difference between the true and measured splitting parameters
where φ′′true

s = 20◦, δt true
s = 1.0 s, and φtrue

r = 0◦, δt true
r = 1.0 s. The difference

in fast orientation, Δ(φ′′) = ∣∣φ′′
s

trial − φ′′
s

true
∣∣, is within about 15◦ whilst the

trial receiver correction is within about 40◦ and 0.4 s of the true receiver split-
ting parameters. In these limits, the absolute difference in source delay time,
Δ(δt) = ∣∣δt trial

s − δt true
s

∣∣, is up to 0.6 s. Consistent with previous tests using real
data (Russo and Mocanu 2009), we find that errors in δtr appear to cause the largest
uncertainty in the ‘observed’ source-side splitting parameters. Figure 3.4 shows the
case when φ′′true

s = 45◦, δt true
s = 1.0 s.
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s = 1.0 s. See main text for further information
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We also show in Figs. 3.3 and 3.4 the difference between the known and measured
source polarisation for a range of φtrial

r and δt trial
r . The initial polarisation is 0◦ in both

cases. Again, the difference in the true and trial receiver delay times plays a large rôle,
and when the ‘observed’ source-side splitting parameters are most inaccurate, the
source polarisation is often incorrect by about 10–20◦. Hence the use of the source
polarisation as a diagnostic of the quality of the result is important and helpful.

Finally, manual inspection of the results indicates that in several instances the
‘observed’ source splitting parameters would be classified as null events, especially
where the delay times are large as shown in Figs. 3.3 and 3.4. This also highlights
the strength of using manual inspection or an automated null-classifying scheme
to maintain the integrity of measurements (Wuestefeld et al. 2010). When all of
these diagnostics are included, and the receiver corrections are within an acceptable
uncertainty range of within about 20◦ for the fast direction and 0.4 s for the delay
time, we can be confident that the source-side shear wave splitting measurement is a
true reflection of the splitting which has affected the wave in the source anisotropic
region.

3.2.4 Event Locations and Focal Mechanisms

In order to make inferences about anisotropy beneath MORs, it is obviously important
to accurately know the earthquake location. Because MOR events typically have large
uncertainties on their locations in time and space, where possible (for events before
2008) we take these parameters from the ISC’s relocations using the EHB algorithm
(Engdahl et al. 1998). The published horizontal uncertainty in the standard ISC
locations is approximately 20 km; for the EHB locations in this study, the average
uncertainty is 7 km.

The location of an event—whether beneath a ridge segment or transform zone—
may affect the type of anisotropy we expect, hence each event was assigned to one of
these categories based on its location relative to the bathymetry (Smith and Sandwell
1997), and in part its focal mechanism. These were taken from the Global CMT
catalogue. Where there was ambiguity from bathymetry, the event was classified as
being located on a ridge if the focal mechanism was mainly dip-slip, and as on a
transform if mainly strike-slip.

3.2.5 Dataset

We consider events of M > 5.0, depth ≤35 km, in the epicentral distance range
55◦ ≤ Δ ≤ 82◦, which are located on the East Pacific Rise (EPR), Mid-Atlantic
Ridge (MAR), Gakkel Ridge, and the Southwest and Southeast Indian Ridges (IRs)
(Fig. 3.5). At distances less than ∼55◦, the difference in incidence angle between
SKS and S becomes large enough that the vertical-incidence approximation may no
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size of hemispheres

longer be appropriate, and increases the possibility that an SKS-correction for UM
anisotropy is inaccurate; beyond ∼82◦, the S phase interferes with ScS, or there
may be a triplication due to the presence of the D′′ layer, contaminating the S signal
in the splitting analysis. We of course also wish to avoid D′′-traversing rays due to
the anisotropy present there. Events deeper than 35 km are unlikely to occur near
MORs, and such depths may indicate a poor event location. The seismograms were
band-pass filtered between 0.001 and 0.3 Hz.

After selection, over 2000 events matched the criteria between 1979 and 2009,
according to the USGS National Earthquake Information Center (NEIC) and
International Seismological Centre (ISC) catalogues. Due mainly to signal-to-noise
requirements, ∼400 events were retained for analysis, leaving ∼820 event-station
pairs.

During analysis, we apply a strict set of criteria to select the optimum splitting
results. Only non-null results which meet the following are retained: (i) accept-
able signal-to-noise ratio on both horizontal components; (ii) clear elliptical particle
motion before analysis; (iii) clear linearisation of particle motion when corrected;
(iv) measured source polarisation is within 15◦ of the CMT-predicted source polar-
isation; (v) clear minimum on the λ2 surface. A quality of 1 (excellent) to 4 (very
poor) is assigned manually to each measurement. Null measurements are retained,
provided the signal-to-noise ratio is adequate and particle motion is clearly linear
before analysis, but after correction for receiver anisotropy.

Following analysis, 350 measurements of splitting of ‘fair’ (3) quality or better
beneath 67 events comprise the dataset. Of these, 122 are of quality ‘good’ (2) or
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better. There are 189 null measurements. The events have magnitude range 4.4 ≤
Mb ≤ 6.7, and depth range 0–33 km.

3.3 Results

Individual source-side splitting results are given in Tables 3.1 (ridge events) and 3.2
(transform events). The following analysis concentrates in turn on each of the ridge
systems investigated.

3.3.1 East Pacific Rise

The EPR is the best-sampled MOR segment in this work. Our results agree excel-
lently with SKS splitting results from ocean-bottom seismometers (OBSs) deployed
as part of the MELT and GLIMPSE projects (Wolfe and Solomon 1998; Harmon
et al. 2004) (orange bars, Fig. 3.6). Here and in the OBS experiments, φ′′ or φSKS
is approximately parallel to the spreading direction, with δt varying from 1–3 s,
depending on distance from the ridge axis. Figure 3.7 shows the variation of splitting
parameters with distance for results on the EPR which are classified as ‘ridge’ events,
alongside the MELT and GLIMPSE data.

Away from the straightest segments of the EPR, where frequent fracture zones
offset the ridge axis, the pattern of observed splitting is different. There is no clear
spreading direction-parallel trend to φ′′, and the change in δt is also complicated.
At about −5◦ latitude, for example, φ′′ seems to change over a short distance by
∼70◦ from spreading direction-parallel to transform zone-perpendicular. Similarly,
the pattern of φ′′ and δt east of the Pacific–Nazca–Antarctic triple-junction is also
complex, with a variation of φ′′ from parallel to perpendicular to the Challenger
Fracture Zone (at about −35◦ latitude).

3.3.2 Mid-Atlantic Ridge

Events which produced ‘good’ source-side splitting measurements were limited to
latitudes between −40◦ and 15◦. Very few events of sufficient magnitude are reported
in the catalogues along the Reykjanes Ridge, and no ‘good’ measurements could be
made north of the equator. We note that few measured earthquakes occur along clear,
linear ridge segments along the MAR, and most seismicity for which we have results
is located instead on the transform zones. Nonetheless, the few events clearly beneath
ridges (e.g., the stack at −30◦ latitude) do seem to show spreading direction-parallel
φ′′. This agrees approximately with SKS splitting measurements made at ASCN
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Pacific

Nazca plate

Antarctica

Spreading: 10 mm a 1

100 mm a 1

APM: 50 mm a 1

1 s

stack

SKS from other studies

Fig. 3.6 Source-side splitting beneath events on the EPR. Dots show earthquake locations, with
bars indicating splitting parameters, where the orientation shows φ′′ and the length δt , as in the
legend. Blue bars are for single measurements; green for stacks. Orange bars show SKS splitting
parameters from previous studies (Wolfe and Solomon 1998; Harmon et al. 2004). Thin grey lines
show raypaths to stations (blue triangles, inset map). Shading indicates bathymetry (Smith and
Sandwell 1997), and thin red lines are plate boundaries. Black double-headed arrows show base-10
logarithm of NUVEL-1A full spreading rates at selected locations along the ridge. Grey arrows show
the absolute plate motion (APM) in the HS3 reference frame of the NUVEL-1A model (Gripp and
Gordon 2002). The legend indicates spreading and APM rates. Results include stacks from Nowacki
et al. (2010)

(Butt Crater, Ascension Island; Wolfe and Silver 1998) and SHEL (Horse Pasture,
St. Helena; Behn et al. 2004).

Along transform zones, about half the results show φ′′ close to the spreading
direction, whilst many show large (∼2.5–3 s) δt and φ′′ roughly perpendicular to the
strike of the transform. The dependence of splitting parameters upon distance along
the transform zone, away from the nearest ridge segment, is shown in Fig. 3.8. The
pattern shows considerable variation near the ends of the transform zones, close to
the ridge axes, perhaps related to the complex tectonic environment and resultant
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Fig. 3.7 Variation of splitting parameters beneath ‘ridge’ events with distance away from the
axial ridge at the EPR. Top panel shows the absolute difference between the spreading direction
(‘spread dirn’) and the fast orientation (φ for SKS splitting parameters; φ′′ for source-side splitting
parameters). Black and grey circles indicate respectively the EHB and standard ISC locations of
the events in this study. Error bars show 95 % confidence interval in splitting parameters and stated
uncertainty in event locations. Coloured circles indicate MELT (blue) and GLIMPSE (red) SKS
splitting parameters as shown in the legend, where MELT stations on the Pacific and Nazca plates
are coloured lighter and darker respectively. All GLIMPSE stations are on the Pacific plate. Shaded
part of panels on right shows regions shown by panels on left. a and b Modulus of difference in
angle between φ′′ or φSKS and the plate spreading direction (DeMets et al. 1994). c and d Splitting
times for S or SKS

shearing and melt production. However, there is a decrease in the maximum delay
time as distance from the ridge axis increases, possibly indicating a reduced contri-
bution from a mechanism of anisotropy arising due to melt or other sub-axial process
(Fig. 3.9).

Two events on the MAR gave results at stations in both North America and
Ethiopia. In this case, we may examine the azimuthal dependence of the splitting.
Figure 3.10 shows equal-area lower-hemisphere stereoplots of the splitting parame-
ters, which are notably different along the two different azimuths. Splitting measured
at North American stations for both events has smaller δt (stacked splitting parame-
ters: φ′′ = (25 ± 4)◦, δt = (1.9 ± 0.1) s), whereas δt is larger when measured along
the other azimuth at Ethiopian stations (φ′′ = (76 ± 2)◦, δt = (2.6 ± 0.1) s). At this
limited range of slownesses, there is not much variation in the angle away from the
vertical for the rays, so the differences primarily arise due to azimuth. The Fresnel
zones of the two rays of period 20 s stop overlapping significantly when deeper than
∼200 km, so if heterogeneity were the cause, then the majority of the anisotropy
would need to be present below this.
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Fig. 3.8 Variation in splitting parameters with distance from nearest ridge segment for events
classified as on transforms. Upper diagram shows the absolute difference between the source fast
orientation, φ′′, and the strike of the transform. Dark circles show EHB relocations; light circles
represent ISC locations. Error bars show published uncertainty in earthquake locations

3.3.3 Gakkel Ridge

Ten results from events on the Gakkel Ridge were of ‘good’ or better quality, with
an equal number of null results. The splitting parameters are shown in Fig. 3.11a.
It is notable that most results show a small amount of splitting (〈δt〉 = 1.1 s), and
there is a higher proportion of null results than in other regions. The splitting that is
present is often ridge-parallel. The spreading rate predicted by NUVEL-1A (DeMets
et al. 1994) increases from ∼6 to 18 mm a−1 from right to left in Fig. 3.11a, however
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Fig. 3.9 Splitting parameters beneath events on the MAR. Symbols as for Fig. 3.6. Orange bars
show SKS results of Wolfe and Silver (1998) and Behn et al. (2004). Note that some events are
measured at stations in both North America and Ethiopia, in which case stacks of results for both
directions are shown. Spreading rates and APM are of same scale as Fig. 3.6

there is no clear corresponding trend in the amount of splitting. There is also no
obvious systematic variation of parameters for the cluster of events furthest north
(rightmost in Fig. 3.11a, circled) with azimuth. A lower amount of splitting beneath
such extremely slow-spreading ridges might be related to reduced melt production
caused by slow exhumation of material and a consequently small amount of adiabatic
decompression melting. If this is the case, the dominant contribution to seismic
anisotropy at teleseismic distances would then be from LPO, yet the axis-parallel
fast orientations we observe are hard to explain via mineral alignment.
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Fig. 3.10 Lower-hemisphere diagrams for splitting parameters measured beneath two events on the
MAR. a Azimuthal and inclination-dependence of splitting parameters shown on equal-area lower-
hemisphere projections. Average inclination of downgoing rays in top 150 km of IASP91 (Kennett
and Engdahl 1991) is shown by radial distance (with vertical at the centre). Azimuth corresponds
to azimuth at the event. Bar orientation and length corresponds to φ′′ and δt respectively, as per the
scale, centre. The splitting times measured at Ethiopian stations (group on right of hemispheres)
are larger for both events, and φ′′ is also different. b Location of events and individual splitting
measurements shown at earthquake location. Bars correspond to splitting parameters as for previous
figures, with delay time indicated by length as per the legend (left). Inset map show location of larger
map by thick black box. The raypaths to Ethiopia run along the transform zones, whilst those to
North America move away from the transforms
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Fig. 3.11 Splitting parameters beneath events on the Gakkel, Southeast and Southwest Indian
Ridges. Symbols as for Fig. 3.6, except null results are shown by black crosses with bars parallel
to the two null directions. a Results for events on Gakkel Ridge. Thick black circle shows results
included in lower hemisphere stereoplot, inset lower right. Bars above the centre show measurements
made at North American stations; those to the lower left show measurements at Ethiopian stations.
Scale indicated at bottom. b Results for events on Southwest and Southeast Indian Ridges. SKS
splitting at CRZF (Base Alfred Faure, Crozet Islands) and AIS (île Nouvelle-Amsterdam; Behn
et al. 2004) is shown by the orange bar. APM is less than 10 mm a−1 for African plate, and parallel
to spreading direction at ∼65 mm a−1 for Australian plate (northeast corner, not labelled)
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3.3.4 Southwest and Southeast Indian Ridges

Beneath events on the SIRs, 43 individual results, allowing three stacked results, and
seven null measurements were made. These are shown in Fig. 3.11b. Again, the pat-
tern is complicated, and few events lie on ridge segments: most are on transforms. The
Southwest Indian Ridge shows some of the most oblique spreading of any MOR, so
whilst it would be desirable to test whether fast orientations are spreading direction-
parallel, or ridge-perpendicular, there are insufficient large earthquakes to make any
strong inferences from source-side splitting. Interestingly, all measurements made
from beneath the ridge segment at longitude 20◦ appear to be null. This might result
from the absence of anisotropy in the region, but it may also occur if the source
polarisation is parallel or perpendicular the local fast orientation of some anisotropy.
With only one azimuth of measurements and no other events with different source
polarisations, it is not possible to distinguish these scenarios.

3.4 Interpretation

3.4.1 Doldrums FZ Observations

The multi-azimuth observations made beneath earthquakes on the Doldrums Frac-
ture Zone (FZ) in Sect. 3.3.2 allow us to examine the likely style of style deformation
here. As a first approximation, we can seek to define an hexagonal symmetry, ori-
ented arbitrarily (called ‘tilted transverse isotropy’, or TTI). If we assume Thomsen’s
(1986) anisotropic parameters δ = ε (the case of elliptical anisotropy), we can use
the two azimuths of observations to find the plane of isotropy, or axis of symmetry,
by simple trigonometry (Nowacki et al. 2011). This dips shallowly (30◦ ± 6◦), to
the southwest (direction 232◦ ± 2◦), as shown by the dashed line in Fig. 3.12. For
TTI derived from aligned melt, for instance, this would correspond to penny-shaped
inclusions having their short axis aligned about 35◦ from the vertical, indicated by
the solid line in Fig. 3.12. This is in some sense similar to the orientations predicted
by simulations (Weatherley and Katz 2010), which suggest melt should be focussed
along northwest–southeast flow lines for a transform in this orientation. Intriguingly,
it also would be consistent with the suggestion of van Wijk and Blackman (2005),
who speculate that the transform fault itself would dip towards the ridge segment
near the ends of the transform.

Another likely contributor to seismic anisotropy in the FZ would be the alignment
of olivine in response to flow. Natural samples and deformation experiments show
that the dominant way in which olivine develops an LPO is by slip in the a-direction,
along the {0kl} or (010) (b-) planes, known as D- and A-type olivine respectively.
We examine the possibility that the observed anisotropy at the Doldrums FZ is
caused by olivine LPO by using the method described by Wookey and Kendall
(2008) and Nowacki et al. (2010). We use the single-crystal elastic constants of
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Fig. 3.12 Orientations of olivine a- and b-axes compatible with observations from event
2008.144.19.35 on the Doldrums FZ, MAR. Lower-hemisphere equal area plot shows north upward
and the vertical direction out of the page. Red circles (a-axes) and blue squares (b-axes) are shaded
per the degree of alignment according to the scale below. Thick black solid line shows approxi-
mate strike of FZ and spreading direction, with strike-slip arrows indicating sense of shear. Thick
dashed line is best-fitting plane of isotropy from fit of TTI to fast orientations. Thin solid lines are
crystallographic slip planes (b-planes) for the case of ‘A-type’ olivine LPO

olivine (Abramson et al. 1997) and mix them using Voigt–Reuss–Hill averaging
with an isotropic average. The proportion of anisotropic constants in the Voigt–
Reuss–Hill mixture approximately corresponds to the strength of LPO in an olivine
aggregate. We then rotate these constants to all possible orientations and compute
the shear wave splitting accrued over a 200 km thick layer for the two raypaths
observed. If in this orientation the constants can reproduce the observations within
the uncertainty, they are retained. Figure 3.12 shows the compatible orientations and
degree of alignment as the a- and b-axes of the aligned olivine on a lower-hemisphere
equal-area projection.

It is clear that the only compatible orientations require the olivine a-axes to line
up northwest–southeast, approximately 45◦ to the FZ strike. For the layer thickness
we adopt (200 km), alignments of 35–40 % are required, though there is obviously
a trade-off between the two. For the case of A-type olivine LPO, the glide or shear
planes (thin black lines, Fig. 3.12) may dip north, northwest, or west, but are all
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shallow. In any case, it seems likely that flow is oblique to the direction of shear.
Finite-element modelling of ridge transforms (e.g., van Wijk and Blackman 2005;
Sparks et al. 1993; Phipps Morgan and Forsyth 1988) suggests that in such left-offset
transform zones on north-south striking ridges, the dominant direction of mantle flow
should be northwest-southeast, just as we infer. Such modelling, however, indicates
that transforms are also the site of the smallest-magnitude flow in the vicinity of
MORs, and at this location the half-spreading rate (∼15 mm a−1) is comparable to
the absolute plate motion (∼14 mm a−1) (Gripp and Gordon 2002). Given that we
infer ∼30 % alignment of olivine, which is a significant texturing, one would expect
the deformation to be relatively strong, raising further questions in this interpretation.
Although these early-stage measurements are insufficient to uniquely characterise the
mantle processes at fracture zones, further work has the potential to yield significant
information to test hypotheses of oceanic transform dynamics.

3.4.2 Comparison of EPR Observations with Model
Predictions

In dynamic models of MOR accretion, spreading rate, asthenospheric viscosity μ,
bulk chemistry and relative strength of mineral slip systems are some of the primary
controls on the type of flow, and anisotropic structure created by the flow, beneath
MORs (Blackman et al. 1996, 2002, Blackman and Kendall 2002; Podolefsky et al.
2004; Nippress et al. 2007). Blackman et al. (1996) investigate the polycrystalline
behaviour of an olivine upper mantle under expected conditions of MOR spreading
at the ridge axis. They then investigate the splitting caused in vertically propagating
S waves (approximating SKS), dependent upon distance from the axis. Later work
(Blackman and Kendall 2002) used a 70 % olivine, 30 % enstatite mantle, and also
investigated splitting predicted by such models for both vertical and inclined (by 20◦,
approximating S) shear waves within the ridge-perpendicular plane.

In their models, slow spreading ridges (full-rate ∼40 mm a−1) show ridge-parallel
splitting within ∼20 km from the axis because of the requirement that buoyant
flow beneath the ridge axis supplies the upwelling material in a small region. Fast-
spreading (full-rate ∼140 mm a−1) ridges, by contrast, do not focus material so
efficiently towards the centre and should not produce much observable difference in
splitting times between the ridge axis and at distance (>50 km). Both cases show
∼0.5–1 s of splitting away from the axis. Hence their model predicts there should be
little observable difference in splitting in SKS for fast ridges at the axis compared to
at distance (>50 km). This agrees with SKS measurements at the EPR (Wolfe and
Solomon 1998; Harmon et al. 2004), where full-spreading rates are >60 mm a−1,
and on average ∼150 mm a−1.

Figure 3.15 shows δt versus the spreading rate for all ‘ridge’ events in this study;
filled circles show events less than 50 km from the ridge axis. Although there is
some scatter in the data, it appears that there is not an obvious trend of a decrease in
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Fig. 3.13 Splitting time versus spreading full-rate beneath all ‘ridge’ events. Filled circles show
results less than 50 km from the ridge axis: black circles shows events with EHB locations; grey
circles indicate ISC locations. Open circles indicate events >50 km from the axis (all EHB locations).
Thick bars show range of spreading rates represented by events beneath each MOR in this study.
Weighted linear fit to near-axis (filled circles) data is shown with thin dotted line

maximum splitting time with spreading rate within 50 km of the axis. Rather, there
seems to be a weakly positive correlation, if any. (Weighted least-squares linear
regression for results <50 km from axis gives R2 = 0.42.)

Whilst most authors predict increased splitting at the slowest MORs, some obser-
vations suggest that anisotropy away from the ridge increases with palaeo-spreading
rate. P wave anisotropy in the shallow lithosphere beneath the northwest Atlantic
(spreading full-rate ∼20 mm a−1) is significantly less at ∼3 % (Gaherty et al. 2004)
than that observed at present-day fast-spreading sites near the East Pacific Rise
(∼6 %, rate ∼100 mm a−1) (Dunn and Toomey 1997) and old lithosphere in the
western Pacific (∼6 %, palaeo-rate ∼60 mm a−1) (Shearer and Orcutt 1986). Such
observations constrain the anisotropy in the uppermost mantle, hence probably reflect
the effect of ‘frozen-in’ olivine LPO and processes contemporaneous with lithosphere
creation. Gaherty et al. (2004) suggest a spreading rate dependence could be due to
slower ridges accommodating more deformation by brittle failure in the crust, lead-
ing to reduced LPO in the uppermost mantle. However, our shear wave splitting
measurements integrate anisotropy over the complete ray path in the upper mantle,
and it is not clear that this effect could cause the change in δt we observe, given the
thickness of the brittle crust.

The preceding discussion, however, ignores the effect of a general anisotropy
within the model, which will cause the splitting parameters to vary with azimuth and
inclination of the up- or down going ray. Blackman and Kendall (2002) explore the
effect of inclination within the ridge axis-perpendicular plane and show rays incident
at 20◦ (approximating S) exhibit more splitting. However, they neglect the additional
effect of azimuth on the splitting parameters, and for this study we are interested in
the downgoing S phase, not upcoming. The backazimuths of the SKS phases used at
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the EPR by Wolfe and Solomon (1998) and Harmon et al. (2004) are approximately
ridge-perpendicular, whilst the azimuths of the S phases used in this study are close
to ridge-parallel. This may then explain the discrepancy between the SKS and S
splitting parameters beneath the EPR.

In order to assess the likely impact of the azimuth of waves at MORs on the splitting
parameters caused by the anisotropy present, we require an anisotropic seismic model
of a MOR. Here, we calculate the splitting predicted by the model of Blackman and
Kendall (2002). For fast ridges such as the EPR, we use their texture model for a
full-spreading rate of 146 mm a−1, asthenospheric viscosity μ of 1020 Pa s, and a
70–30 % mixture of olivine and enstatite. We then calculate the shear wave splitting
for S (downgoing, incidence angle∼25◦) and SKS (upcoming, incidence angle∼15◦)
across all azimuths (corresponding to backazimuths for SKS) at various distances
from the centre of the model (the ridge axis). We use a ray-theoretical approach,
and hence the rays sample a small width. Because the anisotropic model does not
vary significantly over scales of ≤10 km, this approximation is adequate to asses
the impact of variable azimuth and inclination. As the rays traverse the model, the
elastic constants at each point are used to predict the local shear wave splitting by
solving the Christoffel equation, given the ray’s local azimuth and inclination. The
fast orientation and delay time are applied in sequence to a synthetic waveform of
similar dominant period to that of the data (10 s) in the frequency domain to reduce
numerical instability. The final, split waveform is analysed using the method of
Teanby et al. (2004) to measure the predicted shear wave splitting that would be
observed. More details of the method are given in Sect. 5.2.3 and Appendix B.

Blackman and Kendall (2002) calculate the texture along flow lines which begin
at the base of the model and are predictably spaced at this point. However, the cal-
culation points follow the flow field, and thus these paths do not produce elastic
constants at regular positions. The model must therefore be regridded for our pur-
poses. To remove artefacts of the gridding procedure, we smooth the discontinuous
model using a Gaussian filter with standard deviation σ = 4 km, where the elastic
constants are averaged using Voigt–Reuss–Hill averaging according to the Gaussian
filter kernel. The smoothing may also alleviate some of the problems with the ray-
theoretical assumption by preventing very close rays from having drastically different
splitting parameters.

Figure 3.14 shows the texture model used in the rest of this study. Panel A shows
the thermal and flow structure used to calculate the texture from which the elastic
constants are calculated for two cases. We use the passive case (left). Panel B shows
pole figures for olivine and enstatite at selected points along the texture calculation
path lines. Panel C displays the gridded model in the x1–x3 plane (x1 is parallel
to spreading, x3 is upwards, and x2 is parallel to the ridge axis). The smoothed
constants are evaluated on a 4 × 4 km grid in the x1–x3 plane, and at each point the
strength of anisotropy is indicated by the value of the universal elastic anisotropy
index (Ranganathan and Ostoja-Starzewski 2008; see Appendix A), AU . This is
0 for isotropic elasticity tensors (white in Fig. 3.14), and increases positively with
increasing elastic anisotropy (darker colours).

http://dx.doi.org/10.1007/978-3-642-34842-6_5
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Fig. 3.14 Texture model used in calculating shear wave splitting beneath the EPR. Each subfigure
is a depth section taken across the MOR model, parallel to the spreading direction. a Thermal
(shading) and flow (arrows) structure of MOR. (Solid and dashed lines refer to melt and mantle
depletion, not present in this model.) Models with passive (left) and active upwelling are shown, but
only the passive case is considered here. After Blackman and Kendall (1997). b Olivine (black) and
enstatite (green) LPO development. Each circle is a pole figure with the centre the x2 axis, showing
orientations of [100] axes for 1000-grain aggregates in the texture calculation. Alignment of olivine
predominantly determines the local anisotropy. After Blackman et al. (2002). c Input elasticity
model used in this study. Elastic constants from panel B are shown gridded and smoothed. Colour
represents the strength of anisotropy locally by the value of AU (see text). Green box shows location
of panel B. Hashed boxes show region where VTI is imposed in inversion for elliptical anisotropy,
with the layer thickness, t , indicated. Example ray paths for SKS and S travelling perpendicular to
the ridge axis are shown. Axes units are km, all shown without vertical exaggeration. x1 = 0 is the
ridge axis
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Fig. 3.15 Observed (coloured circles) splitting parameters, and those predicted by the MOR LPO-
development model of Blackman and Kendall (2002) (lines) for downgoing S rays at an azimuth
of 20◦ and upcoming SKS rays at forward azimuth 110◦ (backazimuth at the station of 290◦). Red
circles and lines show S; blue represents SKS. The bottom panel shows δt , whilst the top shows
the angle anticlockwise from the spreading direction, from E towards N for the EPR. Lines are
not drawn where the predicted splitting is classified as null, using an automated null-classification
scheme (Wuestefeld et al. 2010). Such null or near-null values may give poorly-constrained splitting
parameters

Figure 3.15 shows the predicted pattern of splitting at the EPR for downgoing S
rays at an azimuth of 20◦ from the ridge axis (the mean for our observations) and
upcoming SKS rays with a forward azimuth of 110◦ from the ridge axis (mean for
the MELT and GLIMPSE observations), alongside the observed splitting parameters.
The uncertainty in the measurements is not insignificant, and obviously our calcula-
tions neglect finite-frequency effects, but there remains a clear discrepancy between
the model predictions and the actual measurements. This might in part be explained
by the specific texture model used for the calculations, such as the asthenospheric
viscosity or passive-upwelling assumption. The strength of the texture is likely to
increase as the viscosity does, hence this should not affect the style of anisotropy
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much. More importantly, although the observations show robustly that the amount
of splitting in S becomes almost 1 s larger than that of SKS beyond 200 km, this is
not predicted by the texture model. This discrepancy is more probably dependent on
the type and orientation of anisotropy than it is on the strength.

3.4.3 Inversion for Elliptical Anisotropy Parameters

One simple mechanism which would introduce an increase in splitting in S but not
SKS is vertical transverse isotropy (VTI, also known as hexagonal symmetry where
the axis of rotational symmetry is vertical). Because the SKS phase is polarised within
the vertical plane, it is not split by this type of anisotropy. Furthermore, in this case we
require that near-vertically propagating waves (of inclination ∼20◦) experience sig-
nificant shear wave splitting with fast directions approximately ridge-perpendicular,
hence implies the special case of elliptical anisotropy (where Thomsen’s (1986)
parameters δ = ε). Whilst elliptical anisotropy is not the only mechanism which can
produce compatible observations, it is the simplest and thus the one we test here. It
is also important to state that at this stage, our only reason for imposing elliptical
anisotropy is as an arbitrary mechanism to explain our observations; interpretation
of its meaning is made later.

In order to test if this scenario might be compatible with observations, we construct
a simple misfit-minimisation inversion scheme to search the parameter space of a
simplistic forward model. We add a layer of vertically transverse elliptical anisotropy
with parameters δ, ε (= δ), γ and layer thickness, t , with the velocity of vertically-
polarised shear waves, VSV, given by the PAC06 model of Tan and Helmberger (2007)
at that depth everywhere beyond 50 km of the ridge axis. This layer simply replaces
the anisotropy previously present in the model due to LPO. The layer shows strongest
anisotropy at the top, and decays to nearly isotropic at the bottom according to

p′ = p erf

(
1

n(1 − z′)

)
, (3.1)

where erf is the error function, n is a scaling constant, z′ is the fractional height
within the layer, p is either δ or γ , and p′ is the scaled value of p at that height in
the layer. Here we use n = 3, but the results are not significantly sensitive to it.

In order to be able to better constrain our best-fitting model, we scale the observed
δt so that the maximum values at the greatest distances from the ridge match the
SKS δt predicted by the original model with no added elliptical anisotropy. This
is probably an acceptable compromise, as changing the value of the input texture
model’s viscosity would likely perform the same function.

Exploratory modelling showed that the depth to the top of this layer does not
affect the splitting significantly, and hence we fix the depth at 70 km, an esti-
mate for the top of the low velocity zone observed beneath oceanic plates (e.g.,
Shapiro and Ritzwoller 2002); the results are similar almost regardless of depth.
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We perform a grid search over the three independent parameters (δ, γ , t): we con-
struct the model, calculate the splitting parameters along the azimuth and inclination
of each observation (our S and SKS from previous studies), apply the splitting oper-
ators to synthetic shear waves of the same polarisation as the observations, and
measure the resulting splitting as before. The reduced χ2 misfit for each model,
χ2 = (1/ν)

∑N
i (δtobs,i −δtsyn,i )

2/σ 2
obs,i where ν = N −3−1, and N is the number

of observations, is calculated and the minimum is found.
We find the optimum values to be γ ≈ 0.3 and t ≈ 80 km, however there is

obviously a tradeoff between the two as one can increase the splitting in S over
SKS more by having a thicker layer, or a stronger peak anisotropy. Although the
horizontal P wave velocity is determined by δ, the amount of shear wave anisotropy
is not affected by it, hence our inversion is not sensitive to this parameter. Figure ??
shows the χ2 misfit surface for γ and t , showing that a fairly wide range of parameters
can match the observations within the 95 % confidence interval (0.6 ≥ γ ≥ 0.1 for
20 ≤ t ≤ 150 km). Figure 3.17 shows the predicted splitting parameters for the
optimum model with coloured lines.

3.5 Discussion

In interpreting our results, it is difficult to draw firm conclusions about the behaviour
of MORs in general because of poor sampling, arising from the lack of stations out-
side USA and Ethiopia with comprehensive studies published on the backazimuthal
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Fig. 3.17 Observed splitting results at the EPR for earthquakes classified as ‘ridge’ events (cir-
cles with error bars), with the model predictions from the inversion (lines). Shown are the fast
orientations with respect to the spreading direction, φ, and the delay times, δt . In both cases, SKS
parameters are shown in blue, and S with red. At small distances from the ridge axis (0 km), the
SKS waveforms produce null splitting results, which are not shown. Optimum model includes as
background the texture calculations of Blackman and Kendall (2002), with an imposed 80 km layer
of elliptical anisotropy with a vertical symmetry axis, decreasing in strength with γ = 0.4 at the
top, and 0 at the bottom. See text for further details

variation of SKS splitting parameters. For the purposes of studying relatively small-
magnitude earthquakes at teleseismic distances such as is done here, networks of
stations with such measurements are necessary to allow stacking of data, especially
when fast directions are near the source polarisation. This limitation also means that
comparisons between fast and slow ridges are hard to make. However, our measure-
ments do suggest that splitting near the ridge axis is greater beneath fast-spreading
ridges (full-rate > 100 mm a−1) than slow-spreading ones.

Our measurements of splitting show φ′′ to be very similar to the fast orientations
observed by regional SKS studies near MORs, but these are extremely limited in
coverage because of the practical difficulties in operating such OBS sites. Surface
wave studies examining azimuthal anisotropy globally (e.g., Debayle et al. 2005) can
provide better coverage near MORs, but limited horizontal resolution means changes
over relatively small distances (up to few tens of kilometres and less) cannot be
imaged well. Such global measurements tend to show fast orientations approximately
parallel to the spreading direction, but this can vary by up to 45◦ in some places,
notably near large fracture zones.
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The observations suggest that the style of anisotropy beneath at least the Romanche
and Doldrums fracture zones (Fig. 3.10) on the MAR is somewhat complex.
Anisotropy dominated by olivine LPO or shape-preferred orientation of melt or
other seismically-distinct material would likely be caused by alignment of TTI
planes or olivine a-axes along an azimuth of ∼310◦, dipping shallowly, which is not
inconsistent with predicted mantle flow or melt flow lines from previous modelling
(Weatherley and Katz 2010; van Wijk and Blackman 2005; Sparks et al. 1993;
Phipps Morgan and Forsyth 1988). Whilst the uncertainty in our measurements is
not insignificant, even with more relaxed constraints on the orientations the picture
is much the same (Fig. 3.18). We of course neglect other anisotropic phases in this
approach, but would expect this to require a stronger texturing in the olivine itself to
match observations. Hence further study is needed.

In the previous section, we test the assumption that the variation in splitting
beneath the EPR between S and SKS waves is due to the presence of some layer
of anisotropy not captured in LPO modelling. We find that the presence of a
layer of ∼80 km thickness and peak γ ≈ 0.3 at the top, within a background
model of olivine and enstatite LPO, is compatible with observations. This is in
accordance with recent studies of the ‘LAB’ discontinuity seen beneath much
of the Earth’s oceanic lithosphere at 40–100 km depth (e.g., Rychert et al. 2010;
Kawakatsu et al. 2009; Rychert and Shearer 2009), which is sometimes interpreted
as being due to the presence of horizontal melt pockets or other seismically dis-
tinct material. Furthermore, surface wave studies show at compatible depths the
presence of faster velocities in horizontally-polarised S waves compared to those
in vertically polarised waves (e.g., Nettles and Dziewoński 2008), which is also
consistent with our elliptical anisotropy interpretation. However, it is clearly possi-
ble that other features may be responsible. For example, the S waves from events
near the axis travel along the ridge axis for some distance, whilst the SKS phases
with which we compare them quickly leave the axis region, so there may be
some heterogeneous or anisotropic structure which current LPO models of MORs
do not adequately recreate. The presence of melt beneath the ridge axis was not
included in this analysis, however it is clear that melt focussing towards the axis
must be present and would likely lead to additional anisotropic effects. These
effects were considered by Blackman and Kendall (1997), but only for vertical
waves. Holtzman and Kendall (2010) considered both vertical and horizontal melt
beneath the axis and at distance, but only for vertical ‘SKS’ or horizontal surface
waves.

Several studies show that the structure beneath the EPR is asymmetric (e.g.,
Conder 2007; Podolefsky et al. 2004; Harmon et al. 2004; Wolfe and Solomon
1998), whilst our modelling uses the starting case of symmetrical spreading and
assumes asymmetry is a second-order control on the overall style of splitting, hence
this might play some part in the observed difference in splitting times between S and
SKS phases. However, our data also sample both sides of the ridge, so presumably
are also affected by the same asymmetry, yet still consistently show larger splitting in
S than SKS. Blackman and Kendall (1997) calculate the splitting times for vertical-
incidence shear waves on a suite of asymmetric model of MOR LPO development,
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Fig. 3.18 Orientations of olivine a- and b-axes, and b-planes, compatible with observations at
the Doldrums Fracture Zone, Mid-Atlantic Ridge. As for Fig. 3.12, except shown are orientations
which predict splitting within twice the errors of the shear wave splitting measurements quoted in
the main text. The a-axes still predominately trend along an azimuth of ∼310◦, dipping about 28◦.
FZ strike and TTI plane not shown

as for the EPR, and for the best-fitting case predict splitting times for SKS of up
to 2–3 s on the Pacific plate, and up to 1.5 s on the Nazca plate. This asymmetry is
observed to a lesser extent in the data (Fig. 3.7). However, again they did not study
the effect of azimuth as we do here.

3.6 Conclusions

We present measurements made using the source-side shear wave splitting technique
for the UM beneath MORs around the world. We correct for the UM on the receiver
side for seismic stations where the anisotropy beneath is very well characterised, and
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can resolve the source anisotropy, subject to a series of rigorous tests. With 122 new
observations, the presented dataset adds significantly to the current knowledge of
anisotropy beneath MORs, and for the EPR we are able to show that the presence of
a layer of elliptical anisotropy which increases in strength towards the top is compat-
ible with our observations when considered as part of a background model of LPO
development at a fast-spreading ridge. Assuming the background LPO anisotropy,
we find that a layer of 80 km thickness, increasing from isotropic to anisotropic at
the top with peak Thomsen’s parameter of γ = 0.3 can reproduce the data. This
additional anisotropy might indicate the presence of horizontal layered melt or other
seismically distinct material as one possible explanation, compatible with observa-
tions of the ‘LAB’ discontinuity beneath oceanic plates. As further rigorous study
of UM anisotropy using SKS phases becomes routine, more stations can be used to
measure the seismic shear wave splitting beneath MORs and other remote parts of
the Earth where earthquakes occur, and hence our understanding of mantle dynamics
in these regions will be vastly improved.
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Chapter 4
Deformation of the Lowermost Mantle
from Seismic Anisotropy

4.1 Introduction

Studies of D′′ anisotropy in the Caribbean are numerous (Kendall and Nangini 1996;
Kendall and Silver 1998; Lay et al. 1998; Garnero et al. 2004; Maupin et al. 2005;
Rokosky et al. 2006), because of an abundance of deep earthquakes in South America
and seismometers in North America, and show ∼1 % shear wave anisotropy. These
mostly compare the horizontally- (SH) and vertically-polarised (SV) shear waves,
assuming a style of anisotropy where the shear wave velocity VS varies only with the
angle away from the vertical (vertical transverse isotropy, VTI). With this assumption,
SH leads SV here, corresponding to φ′ = ±90 ◦ in our notation (Fig. 4.1c). A further
limitation is using only one azimuth of rays in D′′: this cannot distinguish VTI from
the case of an arbitrarily tilted axis of rotational symmetry in which wave speed does
not vary (tilted transverse isotropy, TTI) when the axis dips towards the receivers or
stations. An improvement on this situation can be made by utilising crossing ray paths
in D′′ (Wookey and Kendall 2008), but this relies on having the correct source-receiver
geometry, which is not possible beneath North America using only deep earthquakes.
We address this issue beneath the Caribbean by incorporating measurements from
shallow earthquakes in our dataset, and thus reduce the symmetry of the anisotropy
which must be assumed.

We measure anisotropy in D′′ using differential splitting in S and ScS phases using
an approach described by Wookey et al. (2005a) and Wookey and Kendall (2008).
Both phases travel through the same region of the upper mantle (UM), but only
ScS samples D′′ (Fig. 4.1a). As the majority of the lower mantle (LM) is relatively
isotropic (Meade et al. 1995), by removing the splitting introduced in the UM we can
measure that which occurs only in D′′. Earthquakes in South and Central America,
Hawaii, the East Pacific Rise (EPR) and the Mid-Atlantic Ridge (MAR), detected at
North American stations, provide a dense coverage of crossing rays which traverse D′′
beneath southern North America and the Caribbean (Fig. 4.1b). Three distinct regions
are covered (Fig. 4.13), each sampled along two distinct azimuths. The Caribbean
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Fig. 4.1 Source–receiver geometry, and explanation of φ′. a Earth section with ray paths for
S, ScS and SKS phases. The stippled UM and grey D′′ are anisotropic. S turns above D′′; ScS samples
it. b Data used in this study: seismic stations (triangles); earthquake epicentres (yellow circles); ray
paths (thin black lines); ray paths in a 250 km-thick D′′ (blue lines); measured source-side shear-
wave splitting parameters for shallow earthquakes (black bars beneath circles: length corresponds
to delay time, orientation represents fast direction; largest delay time is 2.4 s). We note that fast
orientations of shear-wave splitting in the UM beneath shallow earthquakes on plate boundaries
are either generally very closely parallel to the plate-spreading direction (EPR and MAR), or to
the subduction zone trench (Central America). c Relation of the measured fast directions in the
geographic (φ) and ray (φ′) reference frames. Because the ScS phase is nearly horizontal for most
of its travel through D′′, we define φ′ = backazimuth − φ, which corresponds to the polarisation
away from the vertical of the fast shear wave. In terms of TI, φ′ = ±90◦ is compatible with VTI,
and −90◦ < φ′ < 90◦ implies TTI. This can also be thought of as the plane normal to the rotational
symmetry axis being tilted from the horizontal, or dipping, at (90 − φ′) ◦

(region ‘S’) has been previously well studied (Kendall and Silver 1996; Garnero et al.
2004; Maupin et al. 2005), but the northeast (‘E’) and southwest (‘W’) United States
have not.

4.2 Methods and Data

4.2.1 S–ScS Differential Splitting

We measured differential shear wave splitting between S and ScS phases recorded
at ∼500 seismic stations in North and Central America, according to the method of
Wookey and Kendall (2008). Events of M ≥ 5.7 in the distance range 55–82 ◦ were
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Table 4.1 Earthquakes and measured splitting parameters in S after removal of receiver-side
splitting

Year-day-time Locality Lat Lon Depth φ′′a Δ(φ′′) δt Δ(δt)
(◦N) (◦E) (km) (◦) (◦) (s) (s)

1991-246-1156 EPR −17.92 −115.99 11 −88 8 1.4 0.2
1994-119-0730 Argentina −28.30 − 63.25 562 NULL – – –
1994-130-0636 Argentina −28.50 − 63.10 601 NULL – – –
1994-231-1001 Argentina −26.64 − 63.42 564 NULL – – –
1996-236-2156 EPR − 4.09 −104.37 10 25 5 2.2 0.2
2003-249-0208 EPR − 4.62 −106.04 10 82 7 1.4 0.5
2006-265-0232 Argentina −26.77 − 63.03 577 NULL – – –
2007-164-1929 Guatemala 13.63 − 90.73 65 −39 4 2.4 0.1
2007-202-1327 Brazil − 8.13 − 71.27 645 NULL – – –
2007-226-0538 Hawaii 19.35 −155.07 9 43 4 2.0 0.1
2008-144-1935 MAR 7.31 − 34.90 9 73 3 2.1 0.1
2008-220-2258 EPR − 9.14 −109.52 10 81 11 2.4 0.4
2008-262-0141 EPR − 4.55 −106.00 10 90 8 1.4 0.1
2008-324-0611 Panama 8.27 − 82.97 32 95 5 1.5 0.2
a φ′′ is the projection of the measured geographic fast direction at the station onto the event frame,
such that φ′′ = azimuth + backazimuth − φ. Where φ′′ is NULL, no splitting is assumed beneath
the event

used (Table 4.1), as the two phases then traverse very similar regions of the upper
mantle. All data were bandpass filtered between 0.001 and 0.3 Hz to remove noise.
We analysed splitting in the phases using the minimum eigenvalue technique (Silver
and Chan 1991), with 100 analysis windows in each case to estimate the uncertainties
in φ and δt using a statistical F-test (Wolfe and Silver 1998; Teanby et al. 2004). An
example is shown in Fig. 4.2.The λ2 surfaces for measurements along each azimuth
are stacked (Wolfe and Silver 1998) in three regions (Fig. 4.13) to greatly reduce the
errors.

4.2.2 Correcting for Upper Mantle Anisotropy

We correct for upper mantle (UM) anisotropy using previously published (Evans et al.
2006; Wuestefeld et al. 2009) SKS splitting measurements (distance>90 ◦) at stations
which show little variation of splitting parameters with backazimuth, corresponding
to simple UM anisotropy, and where there are measurements made along similar
backazimuths to the phases we measure in this study (S, ScS). These provide an
estimate of the receiver-side anisotropy, and should eliminate the chance that lateral
heterogeneity, or dipping or multiple layers of anisotropy beneath the receiver affect
our results. Analysing the splitting in S after applying a receiver-side correction gives
an estimate of the source-side splitting beneath the earthquake (Fig. 4.1b; Table 4.1).
For nearby stations with no available SKS measurements, measuring splitting in



102 4 Deformation of the Lowermost Mantle from Seismic Anisotropy

(a) (b)

(d)(c)

Fig. 4.2 Splitting analysis of ScS phase at station FCC (Fort Churchill, Canada) for a deep event
(2007-202-1327, Brazil, depth 645 km). (The waveforms are displayed with a bandpass filter at
0.01–0.2 Hz for clarity of inspection, but the broadband signal is used in the analyses. The same
result is found in the case of either filter.) a Uncorrected east, north and vertical components of
seismogram. Start and end of analysis window giving best linearisation of particle motion are
indicated by red vertical lines. b Uncorrected (top) and corrected (bottom) radial and transverse
components. c Uncorrected (top left) and corrected (top right) fast (solid) and slow (dashed) waves
after rotation to the fast direction. Beneath are uncorrected (bottom left) and corrected (bottom right)
horizontal particle motion. d Contour surface of λ2 (left), with the 95 % confidence limit shown by
thicker contour. Blue cross is the minimum λ2, corresponding to the values of φ and δt which best
linearise the particle motion. Right hand panels show result of cluster analysis

S whilst correcting for the source anisotropy gives a receiver-side estimate. Both
corrections are then applied (for shallow earthquakes; only a receiver-side correction
is applied for very deep events >550 km, assuming mantle isotropy below this depth)
when analysing ScS, so that the remnant splitting occurs in ScS only, and hence results
from anisotropy in D′′ alone. An example of a measurement where both source and
receiver corrections are applied is shown in Fig. 4.3.

In order to estimate UM anisotropy beneath the Aleutian arc, we make new
measurements of SKS splitting at stations in the AK network along similar back-
azimuths to the S and ScS phases studied. These are presented in Table 4.2 and
shown in Fig. 4.4. Where more than one very good measurement was made, the
error surfaces were stacked to improve the estimate of UM splitting. These are listed
in Table 4.3. The measurements show a clear trench-parallel trend for most of the
arc, with the easternmost measurements becoming less so where a larger strike-slip
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Fig. 4.3 Splitting analysis of ScS phase at station SCIA from Mid-Atlantic Ridge earthquake of
2008-144-1935. Panels as described in Fig. 4.2, except wavelet plots are not shown. The ScS phase is
marked by the labelled solid vertical line in the upper panels. Both a receiver and source correction
have been applied. Note that the transverse energy in the uncorrected waveform is removed in the
corrected one, and the particle motion is linearised, indicating a good result

Table 4.2 SKS splitting measurements made in this study

Station Event Lat Lon Depth Backazimuth φ Δ(φ) δt Δ(δt)
(year-day-time) (◦N) (◦E) (km) (◦) (◦) (◦) (s) (s)

AKGG 2007-202-1327 −8.13 −71.27 645 90.96 57.00 8.75 0.88 0.19
ATKA 2003-171-0637 −7.61 −71.72 560 84.82 17.00 12.00 0.80 0.07
BMR 2007-202-1327 −8.13 −71.27 645 108.45 −86.00 10.00 0.32 0.08
EYAK 2007-202-1327 −8.13 −71.27 645 107.44 −34.00 20.75 0.42 0.14
FALS 2007-202-1327 −8.13 −71.27 645 92.95 44.00 8.75 0.50 0.17
PNL 2007-202-1327 −8.13 −71.27 645 112.95 −37.00 12.25 1.20 0.24
RC01 2003-117-2314 −8.20 −71.59 560 104.28 16.00 18.25 0.50 0.56
RC01 2003-171-0636 −7.61 −71.72 560 104.11 29.00 39.50 0.68 0.99
RC01 2007-202-1327 −8.13 −71.27 645 103.97 13.00 6.75 0.60 0.13
SWD 2003-171-0636 −7.61 −71.72 560 104.37 21.00 28.75 0.85 0.88
SWD 2007-202-1327 −8.13 −71.27 645 104.24 −16.00 4.25 1.02 0.03
UNV 2007-202-1327 −8.13 −71.27 645 90.61 53.00 3.75 0.88 0.04

Uncertainties in φ, Δ(φ), and δt , Δ(δt) are given to the 95 % confidence limit

component in the subduction is apparent (Fig. 4.4). For stations where SKS mea-
surements were not possible within our requirements, we check that the splitting in
the S phase (after correction for source anisotropy determined using stations with
reliable SKS measurements) agrees with SKS results nearby.
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Fig. 4.4 Splitting parameters of SKS at stations in Alaska made in this study. For RC01 and SWD,
the stacked measurements are shown. Fast direction φ is indicated by orientation of arrow; delay
time δt is represented by arrow length according to the scale

Table 4.3 Stacked measurements of SKS splitting at stations RC01 and SWD, used to assess the
validity of nearby SKS measurements

Station φ (◦) Δ(φ) (◦) δt (s) Δ(δt) (s)

RC01 15.00 3.25 0.625 0.075
SWD −3.00 8.75 1.050 0.313

4.2.3 Testing SKS Splitting Measurements as Upper Mantle
Anisotropy Corrections

We test the validity of using SKS measurements as a correction for UM anisotropy.
Because the tectonic and geological processes which cause UM anisotropy are
unlikely to be determined by structure in D′′, we can regard the two as indepen-
dent. Hence over broad, continental scales, SKS measurements will be oriented
approximately randomly, and we can check that the consistency observed in our
results is not due to a systematic error being introduced by UM anisotropy. For the
MAR event of 2008-144-1935, we analyse the S phase at each station for which we
selected reliable SKS measurements, and replace those with others taken at random.
The false ‘corrections’ are determined by allowing the correction fast orientation
φcorr to vary between 0 and 180 ◦, and the delay time δtcorr between the minimum
and maximum values for those in SKS measurements used in this study (0–2.5 s). A
uniform random distribution is used. Figure 4.5 shows polar histograms of φ′′, the
projected fast orientation at the source, for five of the sets of false ‘corrections’. Of
these, the smallest sample standard deviation σφ′′ = 47 ◦. Also shown is that for the
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Fig. 4.5 Polar histograms of φ′′ for five sets of randomised SKS ‘corrections’ when analysing the
S phase for the MAR event of 2008-114-1935; also for the set of SKS actually used in the analyses.
φ′′ is the projection of the measured geographic fast orientation at the receiver back to the source,
such that φ′′ = azimuth + backazimuth − φ. Black bars show number of measurements in each
10◦ bin. Red bars show bins of null or very large measurements of δt . There is a 180◦ ambiguity
in the measurements. The radial frequency axis is shown by the scale bar, bottom. We note that
the number of very large or null measurements is smallest by far for the case of using real SKS
measurements as receiver corrections

true SKS splitting parameters used (σφ′′ = 33 ◦). Red bars indicate measurements
of δt > 3.5 s, which may correspond to two situations. Firstly, they may be null
measurements, which frequently display a minimum λ2 at the extreme of the per-
mitted δt (here, 4 s). These arise because by chance the ‘correction’ applied is the
same as the total source-side and receiver splitting combined (i.e., φSKS ≈ φ and
δtSKS ≈ δt), and by removing the ‘correction’ there is no remnant splitting. Secondly,
the large results may happen when the ‘correction’ is large and near-perpendicular
to the source and receiver splitting at the receiver, leading to very large result, which
is extremely unlikely to exist in nature.

It appears that the source side splitting direction (and also delay time; not shown)
is most consistent when using SKS measurements to correct for splitting introduced
after that beneath the source in S. In addition, φ′′ is most similar to the plate spreading
direction for the SKS-corrected case.

To confirm that applying an SKS measurement as an UM splitting correction is
valid, we check that particle motion is linearised and a null (or very small) measure-
ment results from analysing an S wave from a very deep event. This confirms that
the S and SKS waves undergo the same splitting whilst travelling in the UM beneath
the station, and hence that the SKS correction is valid. For the event 2007-202-1327,
Fig. 4.6 shows the splitting in S at station KAPO with no correction applied and
with the SKS measurement of Frederiksen et al. (2007) used as a receiver correction
(φSKS = 69◦, δtSKS = 0.58 s). As is evident, with no correction we measure splitting
in S to be the same as that in SKS within error. The removal of the splitting leads to
a null result, with the particle motion highly linear (Fig. 4.6d).
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Fig. 4.6 Splitting analysis of uncorrected S wave from event on 2007-202-1327 (Brazil, depth
645 km) at station KAPO (Kapuskasing, Ontario, Canada), compared to SKS (Frederiksen et al.
2007) at the same station. a Uncorrected (top two traces) and corrected (bottom traces) radial and
transverse components for S. The transverse energy is well removed by the measurement, which
gives the parameters φS = (72.0 ± 3.8) ◦, δtS = (0.67 ± 0.11) s. b λ2 surface for S result. Blue
cross shows optimum splitting parameters for S. Also shown is the value obtained for SKS (red dot;
size is smaller than the uncertainty in the parameters), φSKS = 69 ◦, δtSKS = 0.58 s. They are the
same within error, confirming that there is likely no source-side splitting present in the signal for
such deep events. c (Left to right) Wavelet plots and particle motions for respectively uncorrected
and corrected split S waves. The splitting parameters linearise the particle motion well. d Particle
motion of the SKS phase before analysis, after applying the S splitting parameters (φS, δtS) as a
receiver correction. As expected, using either to correct the other results in linear particle motion
and no splitting (a null result), and confirms that SKS can be used as an UM correction for S

4.2.4 Source-Side Anisotropy Estimates

A further test of the efficacy of correcting for UM anisotropy with SKS measurements,
after running the analyses, is to compare the source-side UM splitting that remains
after analysing S waves from shallow earthquakes to local splitting measurements.
If there is no contamination from unexpected or complicated anisotropy beneath the
receiver for which we have not accounted, or for which SKS measurements are not
an adequate correction, then source splitting parameters and local ones should be the
same. For events at the East Pacific Rise (EPR), we may directly compare φ′′ with
measurements of SKS splitting using ocean bottom seismometers (OBSs) (Wolfe and
Solomon 1998). These are shown with φ′′, δt for the event 1994-246-1156 (Fig. 4.7;
Table 4.1). Local splitting and that measured beneath the earthquake are extremely
alike. This is also very strong confirmation that the source correction is a true mea-
surement of source-side splitting, and we can thus remove it comprehensively when
analysing ScS.
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Fig. 4.7 SKS splitting measurements of Wolfe and Solomon (1998) and source-side splitting
of earthquake of 1994-246-1156 (Table 4.1) calculated by analysis of direct S phase with SKS
measurements used as a receiver-side correction (this study). a Index map showing location of (b)
on the EPR. Red lines show major plate boundaries. b SKS splitting parameters made at OBSs on
the EPR (white bars beneath black circles for OBS locations: angle is fast orientation; length is
proportional to delay time as shown in the key, middle). Errors in φSKS are around 5◦ or more. Orange
circle is location of event 1994-246-1156; black bar orientation shows φ′′; length is proportional
to δt . The measurement of source anisotropy is remarkable in its similarity to the OBS-determined
UM anisotropy

4.2.5 Source Polarisation Measurements

Another test of the efficacy of using SKS measurements to correct for receiver-
side anisotropy is to compare: the polarisations of the linearised particle motion after
applying a correction for receiver-side UM anisotropy and measuring the source-side
splitting in S; and the predicted source polarisations of the S wave according to the
Global CMT solution for that event. For deep earthquakes, we measure the splitting
in S and compare the linearised particle motion with the predicted source polarisation
without applying any UM correction; for shallow events we apply a correction using
SKS measurements.We find that in no case do the measured and predicted source
polarisations differ by more than 20◦, and in most cases they are within 10◦. Figure 4.8
compares the predicted and measured horizontal particle motions for each earthquake
used in this study at an example station.
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Fig. 4.8 Predicted and measured horizontal particle motion for each earthquake used in this study
at an example station, showing the match between measured and predicted source polarisations. The
measured (black) particle motions are calculated for the corrected S phase after splitting has been
measured. For deep events, no source anisotropy correction is made (denoted by ‘Receiver phi, dt:
no’ beneath the subfigure); for shallow events, an SKS correction is applied to remove the receiver
UM anisotropy (given in the values beneath the subfigure). The predicted (red) particle motions are
calculated using the parameters given by the Global CMT solutions for the event, giving a source
polarisation that is projected onto the station

4.2.6 S–ScS Splitting from Deep Versus Shallow Earthquakes

As a final check that we adequately remove source-side anisotropy, we compare
the results of differential analysis of S and ScS using the 2007–202 event (shown
to have no measurable source anisotropy in Fig. 4.6) with those from five shallow
earthquakes located nearby (Table 4.4). Hence the ray paths are very similar, and
the same region of D′′ is sampled. If there is any systematic error in our attempt to
remove the source-side splitting, the results will be significantly different.

From a larger group of 25 events located near to event 2007–202 above 100 km
depth from 1989 onwards, five were selected for good signal-to-noise ratios for
both S and ScS. Using φcorr = 70◦ and δtcorr = 0.63 s (average of S and SKS
splitting parameters; see Fig. 4.6), the procedure outlined above was conducted to
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Table 4.4 Shallow earthquakes used to compare ScS splitting parameters for deep (event 2007-202)
and shallow earthquakes, measured at station KAPO

Year-day-time Lat (◦N) Lon (◦E) Depth (km)

2001-186-1353 −16.09 −73.99 62
2003-171-0619 −7.61 −71.72 0
2005-269-0155 −5.58 −76.39 71
2006-293-1048 −13.43 −76.57 33
2007-320-0312 −2.07 −78.20 33

obtain φ′ and δt . Those ray paths for measurements in the S region which traverse
the most similar region in D′′ to those from the shallow events were selected for
comparison (Fig. 4.9a). Figure 4.9c–d shows polar histograms of the fast direction in
the ray frame, φ′, for the two sets of results, with the near-null results downweighted
in the shallow case, as the number of data points is small. Because there are few
measurements, there is some spread and the standard deviation is relatively large
(both of which is reduced when using larger samples; see for instance Fig. 4.12,
eastmost histogram). However for the deep event, 〈φ′〉 ≈ 81 ◦, 〈δt〉 ≈ 1.3 s; for the
shallow events, 〈φ′〉 ≈ −84◦, 〈δt〉 ≈ 1.8 s. Whilst these are not identical, they are
the same within error. The small variation might be due to local variation within D′′,
as the ray paths do not overlap completely. Where they do, as shown in Fig. 4.9e–f,
the results are the same within the 95 % confidence limit, further suggesting that the
difference between the two groups is mainly small local variation, not a bias in the
shallow or deep source region.

This, and the other tests of the use of source and receiver corrections, compels us to
believe that the shear wave splitting we observe in ScS after removing UM anisotropy
must be the true signal from a third, intermediate anisotropic region—D′′.

4.2.7 Mineral Slip System Fitting

To compare different slip systems in ppv, we calculate the orientations of the shear
planes and slip directions which are compatible with our measurements (Fig. 4.10).
These orientations are computed by performing a grid search over the elastic
constants for the relevant slip systems (Merkel et al. 2007; Yamazaki et al. 2006;
Wookey et al. 2005b), which are rotated about the three principal (orthogonal) axes;
we scale the elastic constants by linearly mixing the fully anisotropic constants with
those of an isotropic average. The amount and orientation of shear wave splitting is
computed at each node using the Christoffel equation, and orientations which are
compatible with the measured anisotropy (within the errors of the azimuthal stacks;
Table 4.5) are plotted. The larger the scaling required to fit the case, the higher degree
of ‘strain’ is represented (indicated by colour; Fig. 4.14b–i), and this directly corre-
sponds to the proportion of the material which is a linear mix of the anisotropic and
isotropic components (i.e., the relative proportions of oriented and random crystals).
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Fig. 4.9 Comparison between corrected ScS φ′ from deep and shallow events. a Map of ray paths
in a 250 km-thick D′′ for ray from deep (red) and shallow (blue) events. b Shallow event locations
with source-side UM splitting (black bars; orientation is φ′′, length shows δt , to maxm. 3 s) and
null directions (blue bars). c and d, polar histograms showing φ′ for ScS for deep and shallow
events respectively. Up is φ′ = 0◦, as for Figs. 4.12 and 4.13. The latter are recorded at KAPO.
Scale bar shows radial frequency; near-null directions have been downweighted for the shallow
measurements to avoid bias. e and f Error (λ2) surfaces for φ − δt in the geographic frame for the
most closely overlapping ray paths. e is for the deep event recorded at SILO, f shows that for shallow
event 2003-171-0619. The two are the same within the 95 % confidence limit (thick black line)

4.3 Results and Discussion

Stacked results along each azimuth in the three regions give splitting parameters
shown in Fig. 4.13 and listed in Table 4.5. We discuss results in terms of the delay
time (δt) and ray frame fast orientation (φ′; Fig. 4.1c). The primary observation is
that D′′ everywhere shows anisotropy of between 0.8 and 1.5 % (assuming a uniform
250 km-thick D′′ layer). Along south–north (region ‘S’) and southeast–northwest
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Filtered 0.0001Ð0.3 Hz Filtered 0.01Ð0.2 Hz

Fig. 4.10 Comparison of splitting results using data filtered in two different pass bands, event
2008-249-0208 recorded at SCHQ (Schefferville, Québec, Canada). The data on the left are filtered
in the band 0.0001–0.3 Hz; on the right between 0.01–0.2 Hz. Although the waveforms on the
right appear ‘cleaner’ and possibly subjectively easier to identify, the nature of the F-test used to
calculate the size of the 95 % confidence interval (thick black line on λ2 surface, bottom) means that
the quoted errors are larger when the frequency content of the signal is narrower. Hence we use the
broader-band signal for our analyses. It is important to note that the results are the same within the
95 % confidence interval in any case, which we observe to be generally true

(‘E’) ray paths, from deep South American events (∼200 measurements), 〈δt〉 =
(1.45 ± 0.55) s, implying shear wave anisotropy of ∼0.8 %. Fast orientations are
approximately CMB-parallel (φ′ ≈ 90 ◦). This agrees with previous studies made
along similar azimuths (Garnero et al. 2004; Kendall and Nangini 1996; Maupin
et al. 2005; Rokosky et al. 2006), including the presence of some small variation in
φ′ of up to ±15◦ (Maupin et al. 2005; Garnero et al. 2004). Such variations could be
approximated as VTI over the region. Detailed results are shown in Figs. 4.11 and
4.12. Notably, however, oblique to the ∼south–north raypaths in the Caribbean, fast
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Table 4.5 Stacked differential S–ScS measurements made in the regions shown in Fig. 4.13

Region Source Azimuth N φ′ Δ(φ′) δt Δ(δt) ΔVS

(◦) (◦) (◦) (s) (s) (%)

W Hawaii 66 17 −80 6 1.10 0.04 0.9
W Central America 318 11 77 10 1.25 0.03 1.5
S EPR 27 7 −42 4 1.68 0.04 1.2
S South America 322 191 −84 3 0.90 0.01 0.8
E South America 355 16 83 8 1.28 0.10 0.8
E MAR 299 71 45 7 1.78 0.02 1.1

Azimuth is given as mean at ScS bounce point. N is number of measurements. ΔVs, the shear wave
speed variation between the fast and slow wave, is given assuming a uniform 250 km-thick D′′ layer
and the VS model SKNA1 (Kendall and Nangini 1996)

directions are at least 40◦ from CMB-parallel (region S: δt = 1.68 s, φ′ = −42◦;
region E: δt = 1.28 s, φ′ = 45◦). In region ‘W’, both azimuths show φ′ about 10–15 ◦
from the horizontal in D′′, with δt ∼1.2 s. Hence nowhere are our measurements
compatible with VTI, because we do not find φ′ = ±90 ◦ within error in both
directions for any region.

As Fig. 4.11 shows, there is some small variability of φ′ and δt within the mea-
surements in the paths. Figure 4.12 shows polar histograms in 15 ◦ bins for φ′ along
each path. The EPR–North America leg of region S shows very steep fast orienta-
tions (φ′ ≈ −10 ◦). This is because the three measurements from event 2008-262
are near-null, giving larger uncertainties and results which the analysis places near
to the null direction. Stacking the λ2 surfaces for these alongside the other events
leads to a better-constrained result, as the fast direction in D′′ is not as close to the
source polarisation when projected into the ray frame.

4.3.1 LPO in Post-Perovskite

A likely mechanism for the production of anisotropy in D′′ is the lattice-preferred
orientation (LPO) of anisotropic mineral phases present above the CMB such as
(Mg, Fe)O, and MgSiO3-perovskite (pv) and -ppv. These may give rise to styles of
anisotropy more complicated than TTI with lower symmetries, which are compatible
with our two-azimuth measurements. We investigate the possibility of LPO in ppv
leading to the observed anisotropy rather than other phases because of its likely
abundance in seismically fast regions of the lowermost mantle (LMM) beneath North
America and its relatively large anisotropy. (Mg, Fe)O and pv seem poor candidates
for D′′ anisotropy—(Mg, Fe)O is equally abundant in the LM above D′′, which
appears relatively isotropic (Meade et al. 1995), and pv is the dominant phase there.
Whilst (Mg, Fe)O may be strongly anisotropic and mechanically weaker than ppv
(Karki et al. 1999; Long et al. 2006; Yamazaki and Karato 2002), and therefore might
take up more deformation and align more fully, ppv is also highly anisotropic and is
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Fig. 4.11 Measurements of shear wave splitting from one azimuth. a Results of binning measure-
ments of φ′ (thick black lines; angle corresponds directly to φ′) and δt (colour as per scale) by ScS
CMB bounce point into three-degree blocks (∼150 km at CMB) in the Caribbean, using deep-focus
earthquakes in South America. ScS samples D′′ from only one azimuth in this case. b Enlargement
of region beneath Yucatan peninsula binned in one degree blocks (∼50 km at CMB). The zone of
sensitivity of ScS at the CMB is less than 10◦ perpendicular to its propagation direction (∼east-west
here)

the most abundant phase, meaning a lower degree of alignment of ppv can produce
just as much anisotropy as more alignment of (Mg, Fe)O. Therefore LPO in ppv is
our preferred mineralogical mechanism.

Different candidate mechanisms for LPO development in ppv from deformation
by dislocation creep have been proposed: slip systems of [1̄10](110) (Merkel et
al. 2006, 2007; Oganov et al. 2005) and [100](010) (Carrez et al. 2007; Yamazaki
et al. 2006; Iitaka et al. 2004) have been inferred from experimental and theoretical
methods. Recent experimental work (Okada et al. 2010) has also suggested that the
[100](001) system may be plausible, which is appealing since it appears to best match
the first-order anisotropic signature of the lowermost mantle (Stackhouse et al. 2005;
Tsuchiya et al. 2004; Wookey et al. 2005b; Wookey and Kendall 2007).

Our results can differentiate between these candidate mechanisms if we assume
that most of the measured anisotropy in D′′ is a result of deformation-induced LPO
in ppv, and we have an accurate estimate of the mantle flow where we measure
anisotropy. At present, such models of mantle deformation are in their infancy, but we
can nonetheless make inferences from broad-scale trends in subduction and global
VS models. We calculate the orientations of the shear planes and slip directions
which are compatible with our measurements for the three slip systems in ppv.
Aggregate elastic constants for the [1̄10](110) and [001](010) systems are taken
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Fig. 4.12 Polar histograms of the ray-frame fast directions (φ′) of individual measurements of
splitting in ScS along each path. The frequency (radial) axis maximum is given by the number n in
each histogram. Where visible, the black arrow gives the arithmetic mean of φ′. δt is not represented
in this diagram. Other features as for Fig. 4.13

from deformation experiments (Merkel et al. 2006; Yamazaki et al. 2006); we use
single-crystal elastic constants from first-principles calculations (Stackhouse et al.
2005; Wookey et al. 2005b) for the [100](001) system. These planes and directions
are plotted in Fig. 4.14. We also produce the shear planes predicted for cases of pv
and MgO (Fig. 4.12).

At present, there is some disagreement in detail between different ab initio elastic
constants for ppv (Stackhouse et al. 2005; Wentzcovitch et al. 2006). We use those of
Stackhouse et al. (2005) for consistency with experimental studies. Another source of
uncertainty may be the extrapolation of results of deformation experiments (Merkel
et al. 2006, 2007; Yamazaki et al. 2006; Okada et al. 2010) to LMM conditions.

To guide our interpretation of the results, we can appeal to the broadly analogous
situation of finite strain and olivine LPO associated with passive upwelling beneath
a mid-ocean ridge. Models indicate that, near the centre of the upwelling, directions
of maximum finite extension dip away from the centre, and become more horizontal
with distance from the ridge (Blackman et al. 1996). Corresponding features beneath
downwellings are found in convection models of the lower mantle—inclined defor-
mation dipping towards the downwelling centre (McNamara et al. 2003). Regions E
and S are either side of the apparent centre of the downwelling Farallon slab (Ren
et al. 2007; Ritsema et al. 1999) (Figs. 4.13, 4.14) which strikes roughly northwest-
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Fig. 4.13 Multi-azimuth stacked shear wave splitting results in each region. Also shown are indi-
vidual D′′ ray paths of ScS phases used in stacks (thin grey lines); representative mean ray paths in
D′′ of stacked measurements (thick black lines, arrows indicate direction of travel); plots of splitting
parameters for each stack at the start of the path (white circles with black bars, angle indicates φ′,
length indicates δt). Beneath is the variation of VS at 2750 km depth (∼150 km above CMB) in the
S20RTS model (Ritsema et al. 1999). Thick red line is cross-section shown in Fig. 4.14a. Shaded
region shows approximate strike of Farallon plate predicted at 2500 km (Ren et al. 2007). Three
study regions (‘W’, ‘S’ and ‘E’) are indicated by circled areas. Figure 4.16 shows the approximate
finite-frequency zone of sensitivity for ScS in D′′

southeast, hence we postulate northeast-southwest slip directions on inclined shear
planes with an opposite sense of dip (i.e., dipping southwest for region E, northeast
for region S). Further away from the downwelling, in region W, more horizontal
flow is expected and hence a horizontal shear plane with northeast-southwest slip
directions.

All three considered slip systems have orientations which can explain the data,
however the predictions of the [100](001) slip system (Fig. 4.14) best match the above
criteria. The [1̄10](110) system is arguably the least plausible, as it requires complex
flow further from the downwelling (region W) where a more simple horizontal flow
pattern is expected. We cannot yet completely rule out the [100](010) system; more
rigorous flow modelling in the region is required to conclusively resolve this issue.
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Fig. 4.14 Section through study region and compatible shear planes for candidate ppv slip
systems. a Cross-section through VS model S20RTS traversing the study region, as indicated in
Fig. 4.13. The approximate regions W, S and E in D′′ are drawn. Colours indicate VS as for Fig. 4.13.
The inferred location of the Farallon slab from high VS is labelled with ‘FS’. b–j Orientations of
potential elastic models which are compatible with the observed anisotropy in D′′. Shown are upper
hemisphere equal-area projections looking down the Earth radial direction (vertical) of the possible
shear planes (coloured lines) and slip directions (black circles) in ppv for each slip system. The
colour of the shear planes indicates the amount of strain required to produce them according to the
arbitrary colour scale, right. The three slip mechanisms [1̄10](110) (b–d), [100](010) (e–g) and
[100](001) (h–i) are tested in each region (left to right, W, S, E). Up is north. There are usually
two sets of planes, because two azimuths of measurements are not sufficient to uniquely define the
planes in the orthorhombic symmetry of the models



4.3 Results and Discussion 117

W S E

(Mg,Fe)O
high strain

perovskite
3500 K

post-
perovskite

post-
perovskite

post-
perovskite

[110](110)

[100](010)

[100](001)

Fig. 4.15 Orientations of shear planes for MgO and perovskite which are compatible with our mea-
surements of anisotropy in D′′, alongside those shown in Fig. 4.14 for post-perovskite. Equal-area
upper hemisphere plots show shear planes (grey lines) and slip directions (black circles) for the
expected slip systems in (Mg, Fe)O (Yamazaki and Karato 2002) and MgSiO3-perovskite (Main-
price et al. 2008) which produce alignment of the mineral phase to produce anisotropy compatible
with our measurements. Out of the page is the Earth radial direction, and up is north. The three
regions (‘W, ‘S’ and ‘E’) are labelled
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in D′′, assuming it to be uniformly 250 km thick (thin black lines); orientations of best fitting planes
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of sensitivity of ScS in D′′ for each of the sets of crossing paths in the three regions (blue, green
and red outlines for ‘W’, ‘S’ and ‘E’ regions respectively). It can be seen that there is considerable
overlap in the crossing rays, hence the majority of the signal we observe in the two directions is
likely to come from the same area for each region. Plotted beneath is the shear velocity in D′′ in the
S20RTS model. See Fig. 4.13 for details

4.3.2 LPO in MgSiO3-Perovskite and (Mg, Fe)O

It seems very likely that MgSiO3-post-perovskite (ppv) is the dominant mineral phase
at D′′ conditions, especially for realistic mantle compositions in terms of Fe and Al
(Catalli et al. 2009), hence we believe that anisotropy in aligned ppv is probably the
likeliest explanation for the observed shear wave splitting. However, (Mg, Fe)O is
also highly anisotropic, and maybe mechanically weaker than ppv (Long et al. 2006;
Murakami et al. 2009; Karki et al. 1999; Yamazaki and Karato 2002). Hence it may
be the case that MgO dominates the deformation at high strain and may align more
than ppv. We test the fit of candidate shear planes and slip directions believed to
dominate in MgO (Yamazaki and Karato 2002) to our measurements of shear wave
splitting as explained in the Methods section (Fig. 4.15). In this case, we do not show
the degree of scaling of elastic constants with colour, though the plots are otherwise
the same as Fig. 4.14. Because of MgO’s high, cubic symmetry, many planes are
compatible with our measurements for some of the regions. We notice, however,
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that in region S in particular, there are few shallow-dipping shear planes associated
with near-horizontal slip, which seems to be unlikely over a broad scale beneath
downwelling. Instead, most planes and slip directions are steeper than for some of
the ppv slip systems (Fig. 4.14).

4.3.3 Shape-Preferred Orientation

D′′ anisotropy might also arise from shape-preferred orientation (SPO) of seismically
distinct material over sub-wavelength scales. This would lead to a TTI-type behaviour
(Kendall and Silver 1998), with which our observations are compatible. In this case,
we can interpret our results simply by finding the common plane, normal to the
rotational symmetry axis, from the two azimuths and φ′. These planes are shown in
Fig. 4.16.

In each region, the TTI plane dips approximately in the same way as for the
[100](010) case, i.e., southwest, southeast and south in regions W, S and E respec-
tively, by between 26–52◦ (Fig. 4.16). However, there is no constraint on the slip
direction, and especially in regions S and E, where the dip is ∼50 ◦, it is hard to cor-
relate the TI planes with a candidate plane of deformation based on VS, and models
of deformation suggest strain in such slab-parallel orientations is unlikely. For this
reason and other explanations of D′′ properties by the post-perovskite phase (Wookey
et al. 2005b), we favour the mineralogical interpretation at present, where all tested
ppv mechanisms are in some agreement with our results, and the [100](001) slip
system in ppv is most compatible with our observations.

4.4 Conclusion

Using several hundred measurements of differential shear wave splitting in ScS waves
beneath the Americas, we have demonstrated that the region displays significant
seismic anisotropy in the lowermost mantle. Along one set of paths, our results agree
excellently with previous work suggesting that horizontally-polarised shear waves
travel faster than vertically-polarised waves in D′′. However, measurements along
different, crossing paths show that the style of anisotropy in the region is in fact more
complicated and cannot be approximated by vertical transverse isotropy. This novel
observation is made possible by correcting our measurements for anisotropy beneath
the earthquake in the upper mantle, permitting the use of shallow earthquakes which
increase our seismic coverage.

We have made significant progress towards using D′′ anisotropy to measure defor-
mation in the LMM. Assuming that anisotropy in D′′ is caused by the alignment of
ppv, we may suggest which slip system dominates LPO, though without more detailed
models of mantle flow there is still doubt as to the likely orientation of slip planes
and directions in the LMM. As more reliable estimates of the type of deformation
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we expect in well-studied regions become available, or conversely as numerical and
physical experiments further indicate the mechanisms by which the material in D′′
deforms, our observations of seismic anisotropy hold great potential to map dynamic
processes at the CMB.
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Chapter 5
Predicting Lowermost Mantle Anisotropy
Using Models of Mantle Flow

5.1 Introduction

Observations of seismic anisotropy in the Earth’s lowermost mantle are numerous
(Chap. 2), yet at present it is difficult to reconcile these observations across length
scales (global versus regional studies) and locations (regions of assumed palaeo-
subduction and present-day upwelling). In this study we attempt to assess one hypoth-
esis regarding the cause of anisotropy in the lowermost mantle—also known as D′′—
and thereby determine if these discrepancies can be addressed.

Since its recent discovery (Oganov and Ono 2004; Iitaka et al. 2004; Murakami
et al. 2004), the post-perovskite polymorph of MgSiO3 (ppv) has been proposed as a
potential cause for anisotropy in D′′, as it exhibits stronger single-crystal anisotropy
than the perovskite (pv) polymorph (Wookey et al. 2005b; Tsuchiya et al. 2004;
Oganov and Ono 2004; Iitaka et al. 2004; Murakami et al. 2004), and pv is believed
to transform into the ppv structure at depths near to the observed D′′ discontinuity
(see Chap. 2, and references therein). If ppv in D′′ develops a lattice-preferred ori-
entation (LPO) sufficiently when deformed, and if it is deformed enough whilst it is
stable within the lowermost mantle, it is possible that this may be observed seismi-
cally as anisotropy. Attention has focussed on ppv so strongly not only because of
its large single-crystal anisotropy, but also because it is more abundant than ferro-
periclase ((Mg,Fe)O, fpc), so a weaker LPO in ppv can cause the same strength
of anisotropy than for other D′′ phases. However, so far no data have confirmed
that another cause, such as shape-preferred orientation (SPO) of seismically distinct
material above the CMB (e.g., Kendall and Silver 1996), is inadequate to explain D′′
anisotropy. Here we seek to test ppv LPO as a mechanism, potentially ruling it in
or out.

A. Nowacki, Plate Deformation from Cradle to Grave, Springer Theses, 123
DOI: 10.1007/978-3-642-34842-6_5, © Springer-Verlag Berlin Heidelberg 2013
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5.1.1 Global Mantle Flow Modelling

One approach to assessing the likelihood that LPO of ppv causes seismic anisotropy
in D′′ is to calculate the texture of the lowermost mantle that would develop with
a hypothetical style of flow based on geodynamic modelling (e.g.,Wenk et al.
2006; Merkel et al. 2007; Wenk et al. 2011). Such studies conclude that for mod-
els which include diffusion and dislocation creep, strain rates are highest in the
lower mantle in D′′, and this is the likely site for dislocation creep, which would
lead to LPO development with sufficient deformation(e.g., McNamara et al. 2002,
2003).

An alternative approach is to use recent models of mantle flow which are derived
from observables and which seek to most accurately represent the likely flow occur-
ring currently. Recent models (Simmons et al 2007, 2009, 2010) jointly invert S-wave
travel times, and mineral-physical density-velocity data, using constraints from the
geoid, core-topography observations, glacial rebound and surface plate velocities
to obtain velocity, density and viscosity in the mantle. These data are then used to
construct a model of current, steady-state flow in the whole mantle. Figure 5.1 shows
one such recent model. It is important to note, however, the strong limitations in
such modelling. A key parameter in the inversion is the relationship between seismic
velocity (VS here), temperature (T ), and the density, ρ. Simmons et al. (2009), for
example, use as a starting case values taken from mineral physical experiments and
calculations, but as the inversion proceeds, allow this to change to increase the model

−180˚ −90˚ 0˚ 90˚ 180˚
−90˚

0˚

90˚

−2 −1 0 1 2
Vertical flow / cm a−1 Horizontal flow / 2 cm a−1

Fig. 5.1 Current steady-state mantle flow 200 km above the core-mantle boundary, in the TX2008
model of Simmons et al. (2009). Colour scale shows the vertical flow velocity (upward in red,
downward in blue); arrows show horizontal flow



5.1 Introduction 125

fit to the observations. They thus obtain a value relating VS, T and ρ, and retrieve from
the model density variations brought about both thermally and athermally (assumed
chemically). Using the methods described in Forte and Peltier (1991, 1994) and
Forte (2000), one can then derive a map of mantle flow from buoyancy, however the
ρ–T –VS relationship is still rather poorly constrained by independent studies.

Other limitations are inherent in the method, such as the smoothing of the model
brought about by inversion regularisation. Hence any such model cannot reproduce
what is frequently observed in nature: the partitioning of strain into localised regions,
which will likely have a large effect on LPO and SPO. Equally, just as with any VS
tomography, sampling bias introduced by limited source–receiver geometries may
lead to uneven coverage.

5.1.2 Texture Modelling

Walker et al. (2011) describe the use of the viscoplastic self-consistent (VPSC)
method (Lebensohn and Tomé 1993) to construct a texture map of a purely ppv D′′
for a variety of cases. To summarise, the method is as follows:

1. For each desired texture point, take the input flow model and propagate a tracer
particle backwards in time, saving a history of the velocity gradients. This is
acceptable for a steady-state field.

2. Taking into account the Clapeyron slope of the pv–ppv phase transition as pre-
dicted by Oganov and Ono (2004) (∼10 GPa K−1, a probable upper bound),
calculate using the geotherm of Stacey and Davis (2008) where a particle first
transforms from pv→ppv, and where it turns and rises upwards again, where it
transforms from ppv→pv.

3. For a sample of 500 ppv grains, use the velocity gradients between the start
and endpoints in the previous step to calculate the texture at each forward time
step, using the viscoplastic self-consistent (VPSC) method (Lebensohn and Tomé
1993).

4. Using Voigt–Reuss–Hill averaging, calculate the aggregate elastic tensor for the
500 single-crystal ppv grains at each point, with each grain’s constants taken
from Stackhouse et al. (2005), using the T and ρ derivatives of Wentzcovitch
et al. (2006).

5. The output is combined, producing a volume map of gridded fully anisotropic
elastic constants globally. For each grid point, there are 21 independent elastic
constants.

Hence these elastic constants can be used to predict wave propagation through
a D′′ region composed of the same material, and compared to observations of the
same. We can therefore test the hypotheses behind their production.
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5.1.3 Ppv Slip Systems and Flow Models

As discussed in Chap. 2, there is currently some uncertainty in how ppv deforms:
because of the current impossibility of conducting deformation experiments at the
strain rates, pressures, crystal sizes and temperatures of the lowermost mantle, and
the lack of natural samples, the deformation style of ppv-rich mantle—or even pure
ppv aggregates—is unclear. At present, there are three main slip systems suggested
by experiments and calculations: (i) slip on (100) or {110} along [010] or 〈110〉
respectively (Merkel et al. 2007) (case P100); (ii) slip on (010) along [001] (Carrez
et al. 2007a, b; Metsue et al. 2009) (P010); and (iii) slip on (001) along [100] or [010]
(Miyagi et al. 2010) (P001). (For further details, see Chap. 2.) Walker et al. (2011)
create texture models for each of the three slip systems. For the VPSC calculation,
a set of relative slip system activities for each case P100, P010 and P001 is needed.
These are shown in their Table 5.1.

The authors also examine two flow models: TX2007 (Simmons et al. 2007) and
TX2008 (Simmons et al. 2009); the former is less smoothed than the latter. Addi-
tionally, for each case, two different viscosity profiles are used: V1 (higher viscosity)
and V2 (lower); these are shown in Fig. 5.2. Hence Walker et al. (2011) produce 12
models. However, they show that the largest differences in the output texture calcula-
tions come about between different slip system activity models, rather than between
different viscosities (V1, V2) or smoothnesses (TX2007, TX2008).

5.1.4 Global VTI Patterns

Walker et al. (2011) compare global inversions for the VTI parameter ξ = V 2
SH/V 2

SV
(Kustowski et al. 2008; Panning and Romanowicz 2006; Panning et al. 2010) with the
values predicted by their texture modelling. Because the inversions are VTI and the
texture modelling produces fully anisotropic constants, Walker et al. convert them
to VTI by enforcing rotational symmetry about the vertical axis. They find that the
correlation between the tomographic inversions and the predictions for VTI elasticity
is strongest for the P100 and P010 slip system cases, with a strong anti-correlation
for the P001 case. This is true up to spherical harmonic degree l = 6. Above that,
the (anti-) correlation becomes weak.

5.1.5 Multi-Azimuth Shear Wave Splitting Predictions

As discussed in earlier chapters, VTI is only an approximation to the true anisotropy
present in D′′—and in this thesis I already show that in some cases it is a very poor
approximation at that. The global tomographic inversions may suffer inevitably from
sampling bias, such that certain event-receiver geometries dominate for certain areas

http://dx.doi.org/10.1007/978-3-642-34842-6_2
http://dx.doi.org/10.1007/978-3-642-34842-6_2
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Fig. 5.2 Viscosity profiles V1 and V2 used in the mantle flow models TX2007 and TX2008 used
to produce the elastic constants used in this chapter. Figure 2 from Walker et al. (2011)

of the deep mantle, and as such any complicated anisotropy will be determined by
only one azimuth, which again we have already seen is inadequate in general. Hence
a more potentially insightful test of the hypothesis that deformation-induced LPO in
ppv causes seismic anisotropy in D′′ is to compare the predictions of Walker et al. with
regional multi-azimuth shear wave splitting observations, where no constraints on
the anisotropic symmetry are placed in the measurement. Here, I use the observations
presented in Chap. 4 and those by Wookey et al. (2005a) and Wookey and Kendall
(2008).

5.2 Data and Methods

5.2.1 Previous Observations

The observations of shear wave splitting in D′′ we seek to compare with predic-
tions are summarised in Fig. 5.3. There are nine distinct source-receiver geometries
which each give a stacked measurement incorporating several seismic stations, and
in some cases more than one earthquake. Beneath the measurements is shown the
flow predicted by the TX2008 model of Simmons et al. (2009) 200 km above the
CMB.

I accrue splitting along the raypaths predicted by the AK135 1D global isotropic
model (Kennett et al. 1995) for the event-receiver geometries given in Table 5.1,

http://dx.doi.org/10.1007/978-3-642-34842-6_4


5.2 Data and Methods 129

Vertical flow / cm a

P

NW Pacific Siberia

N & C America

Fig. 5.3 Previous multi-azimuth observations of shear wave splitting in D′′, beneath North and
Central America, the northwest Pacific and Siberia. Background colour and arrows (NW Pacific
and Americas only) show vertical and horizontal components of flow in the TX2008 model of
Simmons et al. (2009), as for Fig. 5.1Circles with bars show shear wave splitting observations in
ScS phase from Nowacki et al. (2010) (lower left), Wookey et al. (2005a) (upper left) and Wookey
and Kendall (2008) (right). Orientation of bar corresponds to fast orientation in ray frame, φ′;
length of bar corresponds to delay time, δt (see legend). Thick blacks lines are representative ray
paths in the bottom 250 km of the mantle along which the splitting measurements are made; arrows
show sense of direction

calculated using the TauP Toolkit of Crotwell et al. (1999). Where several sources
or receivers are used and stacked, average source and receiver locations are shown.
Using a 1D, isotropic Earth model, rather than explicitly tracing rays through the
elastic constants output from the texture calculations, is an acceptable approach, as
the input flow model and elastic constants vary very smoothly. Hence any variation in
the raypath will not much affect the splitting accrued—the uncertainties in the flow
model and texture calculations far outweigh those associated with the approximations
of ray-theoretical paths in D′′.

The rays are then tracked through the elastic constants (Sect. 5.2.2) and the
predicted shear wave splitting calculated.
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5.2.2 Elastic Constants

For the calculations in this chapter, I use a set of T - and P-dependent elastic con-
stants calculated as in Walker et al. (2011), but with the additional variation of several
layers in the lowermost mantle, rather than just one (A.M. Walker, personal com-
munication, 2010). The constants are calculated as previously explained, except the
desired endpoints of the flowlines are at a series of radii spaced 50 km apart, starting
at 25 km above the CMB; thus giving several 50 km-thick ‘layers’. In order to calcu-
late the bulk elastic constants for the multi-grain aggregate, the single-crystal elastic
constants are varied according to the T - and P-derivatives given by Wentzcovitch
et al. (2006). The density and temperature variation from the TX2008 model is used
to locally perturb the geotherm. Isotropy is assumed where the perturbed geotherm
locally would mean ppv was not stable. Figures 5.4 and 5.5 show the strength of
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Fig. 5.4 Strength of anisotropy of elastic constants for each plasticity model used in the shear
wave splitting calculations at radius 3655 km (175 km above the CMB). Shown are the values
of AU , the universal anisotropy index, for the aggregate elasticity tensors, evaluated each 5◦ in
latitude and longitude. The three plasticity cases, P100, P010 and P001 are shown for the three
regions investigated here (left Northwest Pacific; middle Americas; right Siberia). Black squares
show 5◦ blocks outside of the ppv stability field, hence no texturing is assumed. White area at top
of Siberia plot show that no constants were evaluated outside the coloured area
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Fig. 5.5 Strength of anisotropy of elastic constants for each plasticity model used in the shear wave
splitting calculations at radius 3505 km (25 km above the CMB). Same as for Fig. 5.4. Note that the
elevated temperature in the north of the leftmost panels has led to a ‘double-crossing’ of the pv–ppv
phase boundary, so that pv is stable just above the CMB here

anisotropy across the three regions at 175 and 25 km above the CMB respectively.
The constants provided are Voigt-Reuss-Hill averages based on 500 grains whose
orientations are described by an orientation distribution function (ODF). Hence the
single-crystal elastic tensor of each of the 500 grains is rotated to the correct orienta-
tion and added to the average, creating an effective elastic tensor for all the grains at
that calculation point. An accurate description of the style and strength of anisotropy
across the regions in each of the plasticity cases would be to show ODFs at each grid
point; however the constants are evaluated on a 5◦ × 5◦ latitude–longitude grid, and
so depicting this is impractical. Instead, I show the value of the universal anisotropy
index, AU (Ranganathan and Ostoja-Starzewski 2008), which is a measure from
0 upwards of the degree of anisotropy of a single crystal or elasticity tensor. (For
example, single-crystal olivine at ambient conditions has AU = 0.23; Abramson
et al. 1997; antigorite at 10 GPa and 0 K has AU ≈ 3.7; Mookherjee and Capitani
2011. Appendix A gives more details.) Measurements of ppv’s single crystal elastic
constants (Mao et al. 2010) give AU ≈ 0.63, so Figs. 5.4 and 5.5 indicate that in
some regions the alignment of the ppv crystals is extremely high. This is for several
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reasons, but largely because there is no mechanism included in the VPSC calculations
to limit the maximum strength of the texture, such as recrystallisation. Additionally,
the assumed relative slip system strengths for the P100 and P001 cases are probably
quite unrealistic, and favour slip on one or two planes significantly more than the
others, leading to very strong alignment when a crystal is in the correct orientation to
deform along that plane. Subsequent deformation then quickly leads to very strong
texturing.

The elastic constants are regridded on a 50 km × 50 km × 50 km 3-dimensional
grid in Cartesian space. In this convention, the x1-direction points out from the
centre of the Earth along the point where the equator and Greenwich meridian meet
(longitude, latitude 0,0); x2 points out where 90◦E and the equator meet (90,0);
and x3 is through the North Pole (thus forming a right-handed set). Because the
original constants are evenly spaced in latitude and longitude, rather than Cartesian
space, the points are denser near the poles (e.g., in the Siberia region of Wookey and
Kendall 2008); regridding at 50 km spacing prevents any texture calculation points
overlapping in the Cartesian grid. The gridding is performed by filling vacant boxes
with the elastic constants from the nearest full box, provided the box is above the CMB
and beneath the top of the anisotropic region; otherwise the box is isotropic and not
included in the subsequent calculations. Because the constants vary very smoothly
in any case, no smoothing is undertaken to remove large differences between the
boxes.

5.2.3 Shear Wave Splitting Calculation

The shear wave splitting is calculated using a ray-theoretical approach, whereby
single rays of infinitesimal width represent the earthquake-receiver paths taken by
the ScS waves. Rays are followed from their first entry into the anisotropic region
bound atop by the limit of the texture-calculated input elastic constants and beneath by
the CMB, and whilst they are in the anisotropic region they are propagated forward
by a small increment, δs. At each step, i , the local elastic constants at the ray’s
coordinates, ri , are used to calculate the shear wave splitting accrued in that step,
Γi = (φ′

i , δti ), given the ray’s azimuth and inclination. The fast orientation in the ray
frame, φ′

i , is calculated relative to the x3-direction and then converted to be relative to
the Earth radial direction. It is found that as long as δs is about or less than 0.1 of the
length of the ray in one anisotropic region (which is at least 50 km and usually more),
no significant numerical error is introduced to the size of the delay time predicted
due to incomplete traversal of boxes. Hence I use a value of 1 km.

Each step and its associated shear wave splitting values are output and used as the
input for the subsequent procedure. Here, a synthetic waveform is created with the
same source polarisation as that predicted by the event’s Global CMT solution. In
some cases, where more than one earthquake was included in the stacked measure-
ment, a ‘representative’ average source polarisation was used; however, because the
earthquakes for one path are usually near to each other, they tend to share a common
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tectonic mechanism, hence the source polarisations were not very different in any
case. White noise is added to the synthetic waveform with an amplitude of 0.1 of
the maximum amplitude of the wave to add random noise to the splitting analysis
and provide error bounds. However, even noise amplitudes of 1 times the signal
amplitude gave very small errors in the splitting analysis, because the white noise is
random and incoherent. The waveforms were not filtered, but tests with synthetics
bandpass filtered at the same corner frequencies as the data suggested this made little
difference.

This synthetic waveform is then synthetically split many times by the values found
in the previous step, Γi , in the frequency domain. (See Appendix B for details.) Per-
forming the operation in the frequency rather than time domain reduces numerical
noise and avoids the necessity to use very short sampling rates, which would also
increase computational time. Tests showed that the shape of the waveform—first-
derivative Gaussian, cubic sine or Ricker—had no effect on the results. Initially,
a waveform with similar period to the data (∼0.1 Hz) was used, but the splitting
predicted by the texture models was in some cases so large that the approxima-
tion inherent in the minimum-eigenvalue shear wave splitting technique—that the
wave has period much longer than the splitting time—was broken. This would lead to
inaccurate measurements of the splitting, as multiple waveforms are created. Instead,
where the predicted splitting produced waveforms which were complicated and con-
tained more than one clear impulse, the dominant frequency was adjusted down
to a lower limit of 0.01 Hz. Figure 5.6 shows an example of this for 100 random
splits of 1 s applied to a wave of period 10 s. As the number of individual splitting
operators applied becomes large, and the total splitting exceeds the dominant period
of the wave, the particle motion and waveform is extremely complex. Hence the
need in some circumstances to increase the period. Waveforms which were still too
complicated to yield acceptable results were then rejected.

Finally, the split synthetic waveforms were analysed using the minimum-
eigenvalue method (Silver and Chan 1991) to find the total splitting accrued along
the ray in the anisotropic region. Pre- and post-analysis waveforms were visually
inspected to check the quality of the result and whether any null measurements were
made. With synthetic waveforms, errors are generally much smaller than real mea-
surements, however where the waveforms were especially complicated, the result
was rejected as unrealistic (Fig. 5.7).

In reality, the ScS phase is not of infinite frequency, hence the ray approximation
may not be appropriate. The first Fresnel zone of ScS with dominant frequency
0.1 Hz is approximately 920 km perpendicular to the propagation direction at the
CMB in the AK135 model, and the sensitivity of amplitude and phase across this
region is complicated, so it is difficult to predict the effect that incorporation of
finite-frequency phenomena would have on the following results. However, as long
as the elastic constants and splitting parameters do not vary very much along a
particular path within the approximate Fresnel zone, then it is probably the case
that the finite- and infinite-frequency cases will not differ significantly. I discuss this
later.
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Fig. 5.6 Waveforms progressively split by, in each case, 10 more splitting operators of random
orientation. 100 splitting operators (Γ1 to Γ100) of random orientation (φ) and δt = 1 s are succes-
sively applied to an unsplit waveform of dominant period 10 s, polarised ‘north’. (Solid trace shows
‘north–south’ component; dashed line shows ‘east–west’ component.) Random noise was applied at
0.1 of the maximum amplitude; the waves were then low-pass filtered at a corner frequency of 10 s.
As the splitting operators are applied, the waveform becomes increasingly complicated. Particle
motion is shown on the right of each trace. Up to Γ80, the motion is still to a good approximation
elliptical and the total splitting is not much longer than the period of the wave. Beyond this, however,
the particle motion and waveform are very complex. At this point the splitting analysis does a poor
job of retrieving a single set of splitting parameters which can linearise the particle motion, and
hence for this period of wave, it is not a suitable technique to characterise the splitting experienced
by the wave. Usually, increasing the dominant period allows a single apparent splitting operator to
be retrieved which describes the particle motion in similar cases
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P

(b)
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(a)

Fig. 5.7 a Predicted shear wave splitting from the model P100. Red bars show φ′ and δt as for
Fig. 5.3 and as shown by the legend, lower right, with the addition of light red sectors showing
the uncertainties in the splitting parameters. δt is scaled by 0.5 (the Americas and NW Pacific) or
0.2 (Siberia). Where no red bar appears, the synthetic splitting measurement was rejected. Black
bars show observations. b Predicted shear wave splitting from the model P010. Features as for a.
c Predicted shear wave splitting from the model P001. Features as for a
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P

(c)

Fig. 5.7 (continued)

5.3 Results and Discussion

Figure 5.7 and Table 5.2 show the results for the nine paths and three different plastic-
ity cases: Figure 5.7 compares the model predictions with the observations. Example
synthetic waveforms and λ2 surfaces are shown in Fig. 5.8.

The modelled splitting times are between 1.1 and 23.0 s, with the strongest varia-
tion being between raypaths, and secondarily between plasticity models. Mean delay
times, 〈δt〉, are largest for P100 (7.3 s) and smallest for P010 (3.2 s). This reflects the
strengths of the texture for the different models, but it is perhaps surprising that P010
is not more dramatically different to the other models, given the physically-derived
slip system activities. One explanation may be that most of the paths cross areas of
dominantly downward flow (Fig. 5.3), hence texture has not had much time (flow-
line distance) to develop. The S1, W1 and Siberian paths cross the regions with the
strongest textures (Fig. 5.4), and here the values of δt are indeed much larger for the
P100 and P001 cases, reflecting the stronger texture which may develop in the more
‘arbitrary’ models.

Splitting beneath Siberia is predicted to be largest (note that δt is scaled by 0.2 for
the Siberia subfigures in Fig. 5.7, rather than 0.5 for the northwest Pacific and the
Americas): this is also expected from the strength of texturing in the plasticity models.
Conversely the NW Pacific path, P, shows little splitting, reflecting the lower degree
of ppv alignment present beneath a downwelling in the TX2008 model (Fig. 5.3).
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P100

P010

P001

Fig. 5.8 Examples of synthetic split waveforms and minimum-eigenvalue surfaces. Three examples
are given for each of the three plasticity models. Maximum δt of λ2 surfaces shows at bottom right
of each panel. S1 path for P100 case shows axes labels enlarged for clarity. Note W2 for P001 is
excluded from further analysis
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Table 5.2 Synthetic shear wave splitting predicted from each plasticity model for each raypath

Model Path φ′ / ◦ Δ(φ′) / ◦ δt / s Δ(δt) / s Q 〈δt〉a / s

P100 E1 −66.0 1.0 3.98 0.90 −0.87
E2 84.0 1.5 5.47 0.26 −0.84
S1 62.0 3.8 1.95 0.06 0.77
S2 −11.0 4.0 2.10 0.09 0.80
W1 −16.0 24.2 5.70 2.98 −0.85 7.3
W2 −84.0 7.2 5.78 0.32 0.90
P −63.0 1.5 4.50 0.17 0.90
Sib1 35.0 1.2 23.00 0.31 0.95
Sib2 33.0 2.0 13.25 0.50 0.89

P010 E1 −51.0 5.5 1.43 0.30 0.00
E2 −14.0 2.2 1.88 0.15 0.85
S1 −14.0 9.2 1.05 0.23 0.58
S2 −61.0 23.2 2.17 2.98 −0.70
W1 64.0 1.0 3.23 0.45 −0.94 3.2
W2 84.0 1.5 3.67 0.04 0.88
P 79.0 20.8 0.70 0.63 0.30
Sib1 31.0 9.2 5.00 0.56 0.57
Sib2 17.0 4.5 9.75 1.81 −0.28

P001 E1 78.0 9.8 2.17 0.47 0.36
E2 73.0 1.5 3.67 0.13 0.88
S1 61.0 2.0 3.15 0.06 0.86
S2 33.0 23.8 1.65 2.96 −0.53
W1 −73.0 10.0 2.10 0.41 s0.69 3.8
W2 – – – – –
P 28.0 4.0 2.20 0.33 0.24
Sib1 21.0 3.5 10.75 0.31 0.84
Sib2 −55.0 10.2 5.25 0.94 0.49

Q is the shear wave splitting quality, as defined by Wuestefeld et al. (2010), where a value of −1
indicates a likely null, 0 a poor measurement, and 1 an excellent positive measurement. Path W2
for the P001 model is excluded
a Mean δt given for each plasticity model

The waveforms produced by applying the synthetic splitting procedure are gener-
ally simple. Figure 5.8 shows examples of these (e.g., P100: S1, Sib1; P010: E2, W2,
Sib2; P001: P). Here, the waveform resulting from the application of many small
splitting operators leads to a clear, single recoverable apparent splitting operator. In
some cases, the initial polarisation is close to the apparent fast orientation, leading
to a minimum-eigenvalue surface which would in real data be classified as a null
measurement. However in the case of path W1 for P100, further splitting analy-
sis with different values of the maximum δt in the grid search and inspection of
the pre- and post-corrected waveforms confirms that the global minimum λ2 and
best-linearised particle motion is indeed found for the values shown in Fig. 5.8 and
Table 5.2. However, such measurements are difficult to compare with observations,
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because the uncertainty is large in δt , and it is arguable that any real measurement
would be considered null if the true splitting were as for this synthetic example. This
specific case highlights one point which the method does not address: the source is
very shallow (<200 km) for some of the paths we model here, and hence the wave-
form would be split, and its polarisation changed, by the significant upper mantle
anisotropy beneath the earthquake. The subsequently altered waveform would be
split again in D′′, and possibly therefore differently to if it were unaffected by any
previous layer of anisotropy. However, because of the generally very small errors
inherent in this synthetic splitting methodology and the fact that we can recover
apparent fast orientations which are within a few degrees of the initial polarisation
(as for path W1 for P100), it appears that adding a pre-existing amount of splitting
to the initial wave would not change the results significantly.

One path did not yield acceptable recovered splitting parameters: path W2 for
P001. Despite using a variety of different dominant frequencies of the starting wave,
in each case the final waveforms were too complicated to give a well-linearised
particle motion after correction. Figure 5.8 shows the result of the synthetic splitting
and analysis with a wave of dominant frequency 0.1 Hz, but frequencies down to
0.01 Hz were also used. The reason for this is not clear: perhaps, as Fig. 5.10 shows,
the presence of three partly distinct regions of different φ′

i and similar δti combine to
produce particle motion which cannot adequately be linearised by a single splitting
operator. If that were the case, however, this should be addressed by using a wave of
longer period, but this does not seem to improve the results.

5.3.1 Circular Misfit

In order in some sense to quantitatively assess the goodness of fit of each of the
plasticity models, I propose a ‘circular misfit’ in analogy to the reduced χ2 misfit:

χc2 = 1

v

N∑
i

sin2(φi,obs − φi,syn)

sin2(σi,obs)
, (5.1)

where N is the number of data, ν = N − 1 is the number of degrees of freedom, φ
is the observed or synthetic fast orientation, and σ is the uncertainty in the observed
orientations. (The angular quantities φ and σ are in radians.) These are orientational
rather than directional data, hence observed and synthetic angles of −90 and 90◦
respectively should give a misfit of 0, as inspection of the form of χ2

c shows, because
of the squared sine term. Although the values of φsyn are themselves somewhat
uncertain, incorporating these into the measure is difficult as the range in σsyn is very
large (varying from 1.0 to 24.3◦, with mean 7.3◦). Figure 5.9 shows the value of χ2

c
for a constant σobs = 5 and 10◦.

Using the measure χ2
c , it is possible to compare model predictions with the obser-

vations for the fast orientations, but this does not take into account δt . As previ-
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Fig. 5.9 Value of χ2
c for all
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ously mentioned, the texture of the elastic constants in the input models is usually
unphysically strong, producing delay times far beyond any observations, so none
of the models would fit the observed δt at all. Even with some method (inevitably
arbitrary) of scaling the textures down to represent realistic anisotropy in D′′, any
comparisons would be entirely due to the scaling imposed. Hence, with the many
assumptions in the texture calculations, it seems that the modelled φ values are alone
the sensible measurements to compare. Another issue is how to deal with null values
or ones discarded because the waveforms are too complicated (the W2 path for the
P001 model). In this instance, there is only one value rejected.

Table 5.3 compares the χ2
c values for each texture model. It appears that the P010

model best matches the fast orientations overall, whilst the other two models give
about the same misfit. It is possible that the exclusion of the W2 path from the P001
model has affected the χ2

c value, but given it is highest and the values are all similar,
drawing any firm inferences from these values should be treated with caution. To
give a sense of the measure for these data, for a model with predicted angles different
to the observations by 45◦ in each case, χ2

c = 70; for φ′
i,obs − φ′

i,syn = 20◦ for all i ,

χ2
c = 16. χ2

c ≈ N when φ′
i,obs − φ′

i,syn ≈ 15◦ for all i , which should correspond
to a case where the model provides a significantly good fit to the observations. The
maximum value of χ2

c here is ∼140, when all model values are different by 90◦. That
the value of χ2

c here is at least 46 suggests that none of the models predict splitting
measurements that are adequately comparable to the observations, at least for this
particular synthetic splitting methodology. However, the proviso that the particular
forward modelling itself will influence how well the plasticity models predict shear
wave splitting is something which much be addressed. I attempt to do so in the
following section.

We may also consider if the models fit the data significantly better than would a
random set of orientations. Using 500,000 random sets of orientations (all nine paths
for models P100 and P010; only eight for P001), the means and standard deviations
of the χ2

c values are given in Table 5.4. The values show that both the P100 and
P001 models are actually worse than a random set of orientations at the 1σ level,
marginally, whilst the P010 model is better than random. None of the synthetic χ2

c
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Table 5.3 Misfit of synthetic shear wave splitting fast orientations compared to previous observa-
tions for each plasticity model

Model χ2
c χ2

c (selection)a

P100 104 119
P010 46 45
P001 109 84

a For a selection of paths where splitting parameters vary least for each model: see Sect. 5.3.2

Table 5.4 Mean and standard deviations of misfits to data of 500,000 random sets of fast orienta-
tions

Model μ σ

P100 69.6 21.6
P010 69.6 21.6
P001 77.2 24.7

Values are identical for P100 and P010 models as the distributions are only dependent on which
paths are included

are significantly different to those from random orientations at the 2σ level—this
requires a χ2

c of around 26.

5.3.2 Variation of Splitting Along Paths

As mentioned in Sect. 5.2.3, if the infinite-frequency (ray-theoretical) assumption is
to yield results consistent with a finite-frequency approach (likely to better represent
the full waveform effects of anisotropy and heterogeneity), then a requirement of
this is that the variation of splitting along the path is fairly small, or at least smooth.
Figure 5.10 shows how the calculated splitting parameters vary along each of the
paths, for each of the plasticity cases.

As is evident, there is some variation between paths and plasticity models in
how the local splitting parameters predicted by the models changes along the ray in
the anisotropic region. Neglecting the scattering effects that would occur at strong
velocity contrasts, strong variations in apparent anisotropy along a seismic wave’s
propagation would cause complicated waveform changes. Hence the results from the
method of forward modelling the waveforms presented here are most likely to be
consistent with finite-frequency calculations for paths such as Sib1 for P100. Note
that φ′ varies little, and does so quite smoothly. Other relatively constant paths, such
as P for P100, would also likely produce similar results with other methods. By
contrast, paths P for P010 or Sib2 for P001 show strong changes in φ′ and δt along
the ray, making the results of ray-theoretical and finite-frequency forward modelling
techniques potentially different.
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Fig. 5.10 a Variation of splitting parameters with distance along each path in the anisotropic
region for the P100 plasticity model. Gaps show where ppv is locally unstable and where isotropy
is assumed—no splitting occurs in these regions. Note that because of the 180◦ ambiguity in φ′,
where values change from >−90 to <90 (and vice versa) the change in φ′ can seem more dramatic
than is the case. b Variation of splitting parameters with distance along each path in the anisotropic
region for the P010 plasticity model. c Variation of splitting parameters with distance along each
path in the anisotropic region for the P001 plasticity model
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Fig. 5.10 (continued)
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Fig. 5.10 (continued)
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Hence some insight may be gained by considering the simplest paths only.
A necessarily subjective selection of the paths that show least complex variation
along the ray might pick the following: P100: S2, W1, W2 P, Sib1, Sib2; P010: S1,
S2, W1, Sib2; P001: E2, W1, P, Sib1. Taking only these paths, a value of χ2

c can be
calculated—these are also given in Table 5.3. The values are lowered somewhat for
the P010 and P001 models, but increased slightly for P100, so that the P010 case
seems best to fit the data. However the values are still large and suggest that none
of the models are especially good fits. This indicates that, even for paths with the
simplest effects of LPO-derived anisotropy, none of the plasticity models adequately
predicts the observed splitting in all regions.

5.3.3 Comparison with VTI Patterns

The results presented here use very similar elastic constants to those studied by
Walker et al. (2011). They considered only one layer of anisotropy in D′′, rather
than the several possible here, but in other respects the spatial variation in strength
of anisotropy is very similar. The main difference between their work and this is
that in order to compare the results with global tomographic inversions for radial
anisotropy, they formed a VTI average from the elastic constants. Here we do not
impose any symmetry.

Walker et al. (2011) suggest that, by comparison with the models of radial
anisotropy (shown in Fig. 1.3), the P100 and P010 plasticity models reproduce
observations best. This perhaps indicates that slip on (100) or (010) in ppv in defor-
mation is the dominant cause of anisotropy in the lowermost mantle. This is assuming
that the deformation comes from flow similar to that in the flow model we use here.
Here, the P010 plasticity model is by far the most consistent with regional shear wave
splitting observations, whilst P100 does a poor job. It may be, therefore, that the data
tested here provide some extra constraint. This in fact is understandable by consid-
ering the ppv phase velocity surface. If slip is mainly vertical near the observations
modelled here (as shown in Fig. 5.3), then slip on either (010) or (100) will pro-
duce a similar VTI pattern when averaged by rotation. Without this imposition, and
with some horizontal component of flow defining a shear plane, the (010) planes, for
instance, will align perpendicular to one another, leading to fast orientations which
may be very different.

Both studies find a compatible mechanism for anisotropy whereby slip on (010)
in ppv due to deformation. This produces, on average, VTI which is compatible with
both global radial anisotropy tomography, and local shear wave splitting studies,
hence is the strongest candidate to explain our observations.

http://dx.doi.org/10.1007/978-3-642-34842-6_1
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5.3.4 Discussion

There may be several causes of the difference between the observed shear wave
splitting and that predicted by our plasticity models. Perhaps most importantly, it
may be that LPO of ppv caused by dislocation creep in response to mantle flow is
not the cause of anisotropy everywhere in D′′. Hence it may be that in some regions,
our modelled splitting is close to the observed values because this is the causative
mechanism in this region, whilst for the same plasticity model our predictions dis-
agree with observations elsewhere because this mechanism is not responsible in that
region. In this case, we might conclude that in at least some or all of D′′, LPO in ppv
is not the only cause of anisotropy (if one at all), and other mechanisms such as SPO
are responsible.

Another cause of the discrepancy might be inaccuracies and limitations of the
flow model. The model used to calculate the texture in ppv varies only slowly spa-
cially, hence does not include any processes such as strain localisation from strain-
weakening rheologies (e.g.,Yamazaki and Karato 2001) or strain weakening upon
the pv–ppv phase transition itself (e.g., Hunt et al. 2009). These would develop strain
and textures along narrow zones on scales much shorter than the resolution of the
model, but are not included.

Our lack of knowledge of the deformation mechanism of ppv (or indeed other
lowermost mantle phases) means that none of the three plasticity models might be
adequate descriptions of ppv’s behaviour, even for a completely ppv D′′. For instance,
point defect motion (Ammann et al. 2010), which would not generate an LPO, is a
potential deformation mechanism and cannot at present be excluded from possibility.

A final possibility is also that the forward modelling methodology I employ is
only adequate in some cases, and that ray-theoretical calculations are not sufficient
to predict the shear wave splitting that would be observed in waves traversing the
elastic constants we produce. Equally, the strong texture in the elastic constants
might also preclude the forward modelling of waveforms that are similar to those
observed—i.e., the lack of a limiting mechanism to the strength of anisotropy might
itself prevent us being able to test whether any particular plasticity model and recreate
the observations. Further, finite-frequency modelling might be able to address these
issues, whilst at the same time, refinement of the texture modelling methods might
yet yield different results. By far the largest uncertainty in the calculations is our
ignorance of slip systems in ppv at D′′ conditions, and indeed our ignorance of
deformation mechanisms in the mantle above the CMB at all. Hence until significant
progress is made in determining these unknowns, any similar studies to this will still
have at least three, and potentially more, candidate deformation processes to test,
introducing a large a priori uncertainty into the modelling.
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5.4 Conclusions

In this chapter I present the results of forward modelling the shear wave splitting
that would be produced by a suite of three models of lowermost mantle anisotropy.
The models all assume that D′′ is made up purely of ppv, which forms a texture in
response to mantle flow by the movement of crystal dislocations on glide planes, but
each assumes a different set of slip system activities in ppv. Using the approximation
of infinite-frequency rays, I find that the modelled δt are generally much larger than
the observations, and vast differences in the splitting parameters are found between
plasticity models and ray paths. Whilst none of the models accurately model the
data in all regions, the P010 plasticity model (favouring slip mainly on (010) planes)
predicts fast orientations which best match the observations, and which do so better
than random orientations. This might suggest that anisotropy in D′′ is indeed caused
mainly by deformation-induced LPO in ppv, where the dominant slip system involves
dislocation glide on (010). However, the lack of correlation everywhere between the
modelled splitting and observations may also suggest that this mechanism may not be
at work everywhere, and other causes might be present in some or all areas. Another
explanation might also be that if LPO in ppv is the cause of the observed anisotropy,
it develops in a way we have not yet anticipated. Alternatively, there may be incorrect
assumptions in the flow model, the texture modelling, or the forward modelling of
the split waveforms, all of which can be addressed in future studies. This work shows
that our understanding of D′′ processes still leaves plenty of room for refinement in
our knowledge and scope for new observations to place constraints on the range of
possibilities we currently consider; it also shows that we have a powerful way to test
hypotheses of formation of anisotropy in D′′ and potentially a test of future models
of mantle flow.
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Chapter 6
Conclusions

The topmost and lowermost few hundred kilometres of the mantle are where the
sharpest contrast in material properties occur in the Earth. For this reason, these
are the sites of strongest gradients in temperature, forming boundary layers, and
are where direct evidence for the movement of the mantle are to be found. Seismic
anisotropy has proved to be invaluable in measuring flow in the uppermost mantle,
and appears to be the key to understanding the same near the core-mantle boundary.
In this thesis I have reviewed previous attempts to understand how and if we can
infer flow from measurements of seismic anisotropy, finding that especially for the
lowermost mantle, there are still several possibilities to be explored. I present new
data which show that some previous assumptions about the style of anisotropy present
in the deep Earth need to be revised, and develop models of D′′ anisotropy which
suggest that we are still some way from being able to confidently claim that the cause
of seismic anisotropy there is always the alignment of mineral grains.

Here I present an overview of the main points addressed and answered in the
preceding thesis, and briefly discuss some of the implications and future directions
prompted by the chapters herein.

6.1 Flow in the Lowermost Mantle: The Cause
of Anisotropy?

In Chaps. 4 and 5 I respectively measure and forward model the shear wave splitting
in D′′. In the former chapter, we show the orientations of shear for several models
of mantle deformation which are compatible with our observations. We then go on
to speculate that one particular slip system produces the expected shear orientations,
by analogy with flow at mid-ocean ridges. However, as I explain in Chap. 2, this first
attempt at constraining uncertainty in deformation styles and anisotropy generation
is limited. I then go on to test much more ‘realistic’ models of deformation derived
from a mantle flow model in Chap. 5. Here, I show that of the three models of
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anisotropy generation in D′′ from deformation of post-perovskite by dislocation glide,
one where slip is mainly on (010) matches observations better than random data. It
is not surprising that the general inference of flow used in Chap. 4—which assumes
instantaneous strain will correlate with fast shear wave orientation—suggests a slip
system in post-perovskite different to that found later in this thesis.

The main conclusion of this work is that, whilst the best match of the cases we try is
where all anisotropy in D′′ is due to deformation-induced LPO in post-perovskite with
slip on (010), none of the models we test can explain our observations everywhere.
Additionally, none of the cases we examine are better than the random case at the 2σ

level. This may lead us to reject the null hypothesis that flow, post-perovskite LPO
and anisotropy are unrelated in D′′. However, at the lower 1σ confidence level, the
significantly good match of one model—P010—and the significantly bad match of
the others, does suggest that flow-induced alignment of post-perovskite is a strong
contributor. When one considers the single-crystal properties of post-perovskite (i.e.,
its orthorhombic symmetry), and the nature of the three plasticity models I examine
(i.e., all accommodate slip mainly on the three principle, orthogonal planes of the
crystal), it is perfectly understandable that this positive and dual-negative correlation
should present itself. It may even be that this correlation is some evidence that the
cause of anisotropy in D′′ is post-perovskite LPO, or some other mechanism related
to flow which produces an orthorhombic anisotropy. In order to support or refute
this inference, future studies are needed in the fields of seismology, geodynamics,
mineral physics and other areas, which I discuss shortly in these conclusions.

6.2 Summary of Main Conclusions and Original
Contributions

6.2.1 Review of Observations and Explanations
of Boundary Layer Anisotropy

I have reviewed the previous observations of seismic anisotropy in the upper and par-
ticularly the lowermost mantle, discussing primarily body-wave seismic methods, but
also touching on surface wave (upper mantle) and normal-mode (D′′) studies. Whilst
in the upper mantle, flow-induced lattice-preferred orientation (LPO) of olivine is
widely seen as the primary cause of seismic anisotropy—at least in regions away
from subduction—there is still much uncertainty in the reason for the numerous
observations of D′′ anisotropy. I discuss potential methods of inferring the direction
and strength of flow from the observed anisotropy, and this depends entirely on how
we believe deformation occurs in this region. To that end, I also summarise the exten-
sive mineral physical work which has gone into pinning down slip systems active in
dislocation creep in MgSiO3 post-perovskite. Global studies of the lowermost mantle
necessarily impose certain approximations on the symmetry of the anisotropy, whilst
recent advances can relax these assumptions. I show these methods, employed in this

http://dx.doi.org/10.1007/978-3-642-34842-6_4
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thesis, have the potential to resolve whether we can indeed link mantle flow in D′′ to
anisotropy in the deep Earth.

6.2.2 Mantle Anisotropy Beneath Mid-Ocean Ridges
and Oceanic Lithosphere

In studies of anisotropy in the deep Earth, one incredibly important and large source
of seismic energy is usually overlooked: the mid-ocean ridges. In order to expand
the area we can image seismically, it is necessary to make use of earthquakes on
oceanic plate boundaries. Not only can they be used to image deeper, the seismic
waves from earthquakes here also contain much information about the structure of
mid-ocean ridges themselves. As the site of the creation of oceanic lithosphere, the
dynamic processes at constructive margins are of great interest, and these can be
revealed by the seismic anisotropy they produce. I have investigated the dynamics
of ridges by making many shear wave splitting measurements in S waves beneath
the source region, correcting for the upper mantle beneath the seismic station. These
more than double the number of shear wave splitting measurements beneath ridges.
I have shown that for most ridges, previous ideas hold true: it appears that flow-
induced alignment of olivine explains the broad pattern of anisotropy, predicting
spreading-direction-parallel fast orientations in vertical shear waves, and increasing
delay times with distance from the ridge axis. However, ultraslow ridges such as the
Gakkel Ridge are not well understood and do not produce the expected splitting from
current models; instead they may deform so slowly as to not form the expected LPO
which contributes to anisotropy elsewhere. Even beneath the East Pacific Rise, which
is the only ridge to have previously been studied for teleseismic anisotropy, LPO of
olivine alone is not sufficient to fully predict the new observations I have made. These
show that the amount of splitting in S waves increases with distance from the ridge
axis faster than for SKS waves, beyond that merely due to their differing incidence
angles. I have suggested that a layer of radial anisotropy—such as that generated
by a layer of horizontal melt pockets at the base of the lithosphere—is needed to
reconcile models and observation, and that this is in agreement with recent studies
of the ‘lithosphere–asthenosphere boundary’ discontinuity.

6.2.3 Multi-Azimuth Observations of D′′ Anisotropy
Beneath the Americas

Shear wave splitting provides perhaps the most unambiguous indicator of the pres-
ence of seismic anisotropy, and offers the advantage over other methods that it
does not itself impose any particular symmetry on the anisotropy present. I have
made several hundred observations of shear wave splitting in D′′ beneath North and
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Central America from ScS waves, correcting for the splitting in the upper mantle,
and exploiting shallow earthquakes as well as deep. This provides ray paths which
cross each other along different azimuths, letting me interpret the anisotropy in
terms of the orientation of a range of candidate lowermost mantle mineral phases,
or more generally as caused by transverse isotropy. In the latter case, the planes
of isotropy must dip southwards beneath the Caribbean, and southwest beneath the
western USA. If anisotropy is caused by aligned material such as melt pockets,
this implies north–south flow directions. One particular style of anisotropy which
is often assumed, radial anisotropy, cannot explain the observations and this shows
that future studies must allow for more complicated types of anisotropy in the lower-
most mantle. Making arguments about the dominant flow regime expected beneath
a palaeo-subduction zone, I have suggested that one particular deformation mecha-
nism in post-perovskite—slip on (001) planes—appears to be the most likely cause
for anisotropy in D′′.

6.2.4 Shear Wave Splitting Predicted by Models
of Post-Perovskite Texture in D′′

The most-commonly held explanation for anisotropy in D′′—the alignment of ppv
by dislocation glide in response to mantle flow—is merely one of many possibilities
which cannot at present be ruled out. However, models of mantle flow have recently
been made by inversion of geophysical and mineral physical data which can be used
to test this hypothesis. Using one such model and a range of possible deformation
mechanisms in ppv in D′′, we have tracked the path taken by packets of mantle
material globally in the lowermost mantle. These paths drive a viscoplastic-self-
consistent (VPSC) description of deformation in a multigranular, monomineralic
ppv sample, which develops LPO as it is tracked. At present, the active slip systems
in ppv are poorly constrained, so I test three different plasticity models of ppv.
Using the same ray paths as those observations I have made in this thesis, and others
previously presented elsewhere, I model the shear wave splitting which such an
LPO-controlled lowermost mantle would create. I have described a method of doing
this by application of successive splitting operators to a synthetic waveform in the
frequency domain, with the modelled splitting measurements made in a typical way
for real data. These were then compared to the observations. I have shown that none
of the models of D′′ elasticity reproduce the observations well everywhere, although
in some cases the infinite-frequency, ray approximation may not be appropriate and
lead to results which would differ from a finite-frequency approach. Nonetheless,
even for ‘simple’ paths, I have suggested that deformation-induced LPO in ppv (or at
least that along slip systems we currently believe to be likely candidate ones) cannot
be the cause everywhere of anisotropy in D′′. It seems that some other cause in at
least some regions must be investigated.
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6.2.5 Workflows, Codes and Algorithms

During the course producing the work outlined above, I have developed several novel
techniques and implemented them with my own code. I have also designed workflows
for the processing of data and calculation of synthetics which are generalisable.

• I designed a novel method of measuring seismic anisotropy from shear wave
splitting in the source region, rather than the receiver, improving on previous work.
I used receiver stations with very well known sub-station shear wave splitting,
which minimises the uncertainty in the source measurements (c.f. Russo et al.
2010), and report wherever possible stacked measurements whose uncertainty is
least.

• To allow the use of shallow seismic sources (typically, tens of km deep) for
source-side shear wave splitting measurements, I developed routines which used
the event’s source parameters (longitude, latitude, depth, time) and event-receiver
parameters (azimuth, backazimuth, distance) to search the GlobalCMT database
and retrieve the event’s moment tensor. These routines then calculate the predicted
polarisation at the receiver, and overlay the result on a standard shear wave split-
ting analysis diagnostic plot. The user can instantly see if the analysis window
unintentionally incorporates surface-reflected phases, making the results invalid,
as a deviation of the linearised particle motion from that predicted by the software.
The code is a combination of Fortran and shell scripts, also containing scripts to
automatically retrieve the CMT databse from the GlobalCMT’s web server, called
CMT2pol.

• For source-side measurements, in order to more accurately stack the output of shear
wave splitting analysis, the λ2 surfaces, I implemented a source-frame method of
doing so, an adaptation of the SHEBA program (J. Wookey, pers. comm.).

• Several new scripts and compiled codes were developed to automatically request,
retrieve and process data downloaded from IRIS and the CNDC. These are useful
to anyone using the WEED or JWEED programs, or sending mailed requests to
the CNDC.

• To interpret measurements of shear wave splitting made in several directions,
I wrote fit_orientations, a shared-memory parallel Fortran code which tests an
arbitrary number of splitting observations with all rotations of an arbitrary elasticity
tensor, reporting which orientations can reproduce the observations. Inspired by
the method of Wookey et al. (2005), it can be used for any input data and elastic
constants, and can test all proportions of mixtures of the elastic constants with an
isotropic average using Voigt–Reuss–Hill averaging.

• split_rays_cart and split_rays_global are Fortran codes which were used to per-
form the forward modelling in Chaps. 3 and 5. They respectively read local and
spherical Cartesian grids of elastic constants and predict the splitting experienced
by a ray traversing a given path through the model. This is done by splitting
a waveform (chosen by the user in terms of parameters such as style—Ricker,
Gaussian, and so on—, period and polarisation) progressively at each model grid-
point in the frequency domain, compounding the splitting accrued to give a total

http://dx.doi.org/10.1007/978-3-642-34842-6_3
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‘effective splitting’. The waveforms are then analysed using a modularised ver-
sion of the SHEBA routines from within the same program. A data format for the
potentially large grid files, and plotting and gridding codes make up the package.

• The code used in Chap. 3 to invert for elliptical anisotropy parameters,
EA_invert_3d, incorporates much of split_rays_cart, but with the addition of
the calculation of elasticity tensors for various effective-medium models and
descriptions of types of anisotropy. These are available in the Fortran module
anisotropy_ajn.

The workflow which I designed for the processing of seismic data from both the
IRIS and CNDC data centres, and from experiments run by Bristol around Hudson
Bay and Ethiopia, are briefly described here.

1. For studies involving shallow earthquakes, use previous SKS splitting measure-
ments to find stations with excellent and consistent SKS splitting beneath them.
Use these in any case for waves from deep events to determine whether they also
contain splitting.

2. Obtain processed data for the stations using custom scripts:

a. Retrieve data automatically from IRIS or CNDC data centres using my
tools JWEED_extract or CNDC_extract. (This step skipped for other data
sources.)

b. Add header information to SAC files.
c. Remove seismograms with gaps where the gap would fall in the analysis

windows.
d. Detrend, taper and band-pass filter the traces.
e. Trim components to be the same length.
f. Sort into directories by event.
g. Add header information for predicted phase arrivals of interest (e.g., S, ScS,

SKS).

3. For each event-receiver pair:

a. Correcting for the receiver, measure splitting in S. For source-side studies
this is the output data for further analysis. Reject measurements where:
• Signal-to-noise ratio is acceptable on both horizontal components;
• CMT-predicted source polarisation and that retrieved by the analysis differ

by more than 15◦;
• Particle motion is not clearly elliptical before and linear after analysis.

b. Correcting for the source and receiver, analyse splitting in ScS. For D′′
studies this is the output for further analysis. The same quality assessment
criteria are applied.

http://dx.doi.org/10.1007/978-3-642-34842-6_3
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6.3 Future Work and Avenues of Exploration

6.3.1 The Upper Mantle Beneath Mid-Ocean Ridges

The observations made of shear wave splitting beneath mid-ocean ridges are only
the first step towards an improved understanding of the anisotropy, structure and
dynamics in these regions. The seismic stations I use to investigate ridges are only
on a tiny fraction of the Earth’s surface (mainly North America and Ethiopia): the
same source-side splitting techniques I demonstrate are equally applicable from
any station with demonstrably simple sub-station anisotropy. I expect that future
studies of SKS splitting beneath other stations globally—potentially using novel,
automated methods (Teanby et al. 2004; Wuestefeld et al. 2010)—will allow more of
the constructive plate boundaries to be studied in greater detail. Thus, more azimuths
of data can be found, more tightly defining the style of anisotropy present, and hence
its cause. There is much scope thereafter to incorporate these measurements into
future mineral textural (e.g., Blackman 2007) and melt-porosity (e.g., Katz 2010)
models, which should eventually allow for inversion of ridge structure by forward
modelling of wave propagation through such models.

Another benefit of progress in this area is that future studies of anisotropy else-
where in the Earth can be improved and uncertainty reduced with a fuller under-
standing of anisotropy beneath the oceanic upper mantle. The inversion technique
I outline for estimating radial anisotropy parameters of the so-called ‘LAB’ region
can easily be extended to include other observations of isotropic and anisotropic
sublithospheric structure, such as surface waves (e.g., Gaherty 2001). Indeed, joint
inversion of multi-azimuth shear wave splitting observations and surface waves is
an ongoing topic of interest (e.g., Long et al. 2008), and perhaps relatively simple
oceanic lithosphere will prove to be an effective ‘test bed’ of the method before more
complex regions like subduction zones are fully characterised.

6.3.2 The Lowermost Mantle

A multitude of potential avenues of exploration present themselves as a result of
the work done in this thesis. To begin with, further data analysis on a global basis
of splitting in ScS—not just that beneath the Americas—would yield an invaluable
database of observations with which to compare the current texture models of LPO
in ppv in D′′. Again, this perhaps may require automated methods, as the publicly-
available dataset is huge and ever-growing, but would add significantly to current
global datasets, which limit the type of anisotropy to TI.

Another obvious course to follow is to incorporate other fabric generation mech-
anisms into our models of mantle flow. For example, it would be possible to test in
a similar way as for ppv LPO whether shear banding and SPO in a multiphase D′′ is
compatible with observations of splitting. Because this would also cause TI, not radial
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anisotropy in general, a large database of shear wave splitting observations would
again be invaluable. The method I describe for predicting shear wave splitting would
be easily applicable to these situations, however there is still scope to more accurately
model the anisotropy experienced in D′′ by core-reflected waves. Finite-frequency
modelling using techniques such as the finite-element, spectral-element and finite-
difference methods can accurately model generally heterogeneous, anisotropic wave
propagation, and though computationally expensive, should best afford the ability to
compare our models of D′′ anisotropy with observations. Adaptation of currently-
available codes should yield synthetic waveforms similar to those modelled in this
thesis, but with more realistic sensitivity to CMB structure: this will allow us to more
rigorously test future hypotheses of deformation in the mantle and mechanisms of
anisotropy generation.

These methods will also enable us to study more seismic phases which traverse
D′′, such as SK(K)S, Sdiff , as at present interpretation of these waves is difficult
without being able to predict their sensitivity to lowermost mantle and outer core
structure, let alone anisotropy. This opens up the possibility of radically enlarging
the datasets and regions of the Earth which will be visible to us, as Sdiff , for instance,
has a very broad sensitivity. We may also be able to use Earth’s free oscillations to
better probe structure in D′′. Continuous, long-period records are becoming much
easier to obtain, hence new normal mode studies looking at the lowermost mantle
may be able to confirm or refute some of our current ideas. In particular, testing our
models by forward modelling normal modes for a heterogeneously anisotropic D′′
is a challenging prospect.

Current knowledge of the rheology and phase stability of the D′′ region is still in
its early days, but this thesis demonstrates that we are already in a position to in some
senses test different hypothesis of deformation in the lowermost mantle. However, it is
still true that we await the results of future experiments (perhaps distant) to determine
the polymineralic behaviour of a mantle-like rock at the conditions present in D′′.
Without such experiments, or equally numerical simulations, we are left to make
informed guesses as to how to interpret our seismic observations. This is evidenced
in Chaps. 4 and 5, where the uncertainty in the slip system of post-perovskite is by
far the largest unknown in our interpretations.

Whilst the upper mantle might appear well-characterised, new questions appear
as soon as old ones are addressed. As the various fields of study converge on ever
more accurate descriptions of how the mantle flows, our observations in turn will
become more useful in describing the mantle’s movement and the processes which
shape the top and bottom of the Earth’s rocky innards.
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Appendix A
The Universal Elastic Anisotropy Index

I use a general measure of the anisotropy of a single crystal of any crystal class, the
universal elastic anisotropy index, AU . For isotropic crystals, AU ¼ 0. Larger
values of AU indicate stronger anisotropy of a crystal, or indeed any elasticity
tensor. It is defined by:

AU ¼ CV : SR � 6 ¼ 5
GV

GR
þ KV

KR
� 6� 0; ðA:1Þ

where C and S are the fourth-order stiffness and compliance tensors respectively, G
is the shear modulus, K is the bulk modulus, the superscript V and R denote the Voigt
and Reuss bounds for the ensemble averaged quantities over the crystal, and :
denotes the tensorial inner product.

Note that isotropic crystals (where the Voigt and Reuss bounds give the same

values for G and K) have AU of zero, and this is the only case where CV ¼ SR
� ��1

.
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Appendix B
The Frequency-Domain Splitting Operator

Forward modelling of shear wave splitting may be done in the time-domain, but it
is frequently practical to do so instead in the frequency domain. Here I note the
method of applying shear wave splitting ‘operators’ to discrete time-series data.

A discrete time series, f , consists of N points. This can be expressed in the
frequency domain using the discrete Fourier transform:

Fk ¼
XN�1

i¼0

fie
�j2p k

Ni ; ðB:1Þ

where j ¼
ffiffiffiffiffiffiffi
�1
p

and k is the wavenumber. The frequency-domain trace, F, can be
represented in the time domain using the inverse discrete Fourier transform:

fi ¼
1
N

XN�1

k¼0

Fkej2pk
Ni : ðB:2Þ

The splitting operator, Cð/; dtÞ, acts on two traces, f 1 and f 2, which are
assumed to be orthogonal to each other. In this work, it represents a delay of the
slow component (oriented arbitrarily compared to the actual trace orientations)
relative to the fast of dt. (This is in contrast to Silver and Chan (1991), who define
a forward shift of the fast and backward of the slow components by dt=2 in each
case). The fast orientation, measured clockwise from a reference orientation in the
plane containing the two components, is termed /0.

To apply the frequency-domain splitting operator to discrete time-series data,
the following operations are needed:

• Fourier transform the time-domain traces.
• Rotate the frequency-domain traces, F1 and F2, by / into the fast and slow

orientations, Ffast and Fslow.
• Multiply the slow trace by a phase shift, U, corresponding to dt.
• Rotate the traces back into the original orientation.
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• Transform the frequency-domain traces back into the time domain.
Rotation of the traces is achieved simply by application of a rotation matrix R to
the real and imaginary parts separately:

R/ ¼
cos / sin /

� sin / cos /

� �
; ðB:3Þ

RfFfastg
RfFslowg

� �
¼ R/

RfF1g
RfF2g

� �
; ðB:4Þ

IfFfastg
IfFslowg

� �
¼ R/

IfF1g
IfF2g

� �
: ðB:5Þ

The slow trace may then be shifted by U to give the delayed slow trace,
Fslow; shifted:

Uk ¼ �2p
dt

D
k

2N
; ðB:6Þ

Fslow; shifted
k ¼ Fslow

k ej Uk ; ðB:7Þ

where D is the sampling rate of the trace. Rotation back by multiplication by the
matrix R�/ returns the traces to their original orientation. The frequency-domain
splitting operator therefore combines rotation, shifting and backrotation.
Additional operators may then be applied before performing the inverse discrete
Fourier transform.
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Appendix C
Shear Wave Splitting Analysis
with Source Correction

In this thesis, extensive use is made of shear wave splitting measurements where
the source-side anisotropy is corrected for and removed from the analysis. This
appendix explains in basic terms how this is done, given the non-commutativity of
the operators, and the meaning of the source correction.

The time-domain discrete traces f 1 and f 2 are split by three distinct splitting
operators, C1, C2 and C3 (Fig. C.1), perhaps corresponding to anisotropy in the
source region, D00 and the receiver region. This produces the split traces

f 1; split

f 2; split

� �
¼ C3 C2 C1

f 1

f 2

� �
: ðC:1Þ

Hereafter, we drop the explicit writing of the traces f .
If we wish to recover the second splitting operator, C2 (that is, it is unknown),

given knowledge of what the first and third are, C1 and C3, then we must correct
for the latter operators in the splitting analysis. However, because the operator is in
general not commutative, matters are complicated.

Fig. C.1 Schematic of a shear wave split by three splitting operators. The star represents the
source and the inverted triangle the surface receiver. The solid line with arrows is the ray path of
the shear wave. Stippled regions show the regions where splitting operators C1 to C3 affect the
wave

A. Nowacki, Plate Deformation from Cradle to Grave, Springer Theses,
DOI: 10.1007/978-3-642-34842-6, � Springer-Verlag Berlin Heidelberg 2013

165



Correcting for C3 is straightforward: apply the inverse operator before any
splitting analysis, leaving only the source (C1) and D00 (C2) splitting:

C�1
3 C3 C2 C1 ¼ C2 C1 : ðC:2Þ

This step may be done before any splitting analysis and requires only one operation.
The method of shear wave splitting analysis employed by Silver and Chan

(1991) and used in this thesis performs a grid search over a set of trial splitting
operators to find that which best linearises the particle motion on the two traces.
N trial operators C0i, i ¼ 1. . .N, are preapplied in turn. In order to recover an
estimate of the unknown C2, therefore, correction for the source (C�1

1 ) must be
applied after each trial operator:

C�1
1 C

0

i C2 C1 :

When C0i is equal to C2, the forward and inverse C1 and C�1
1 cancel leaving linear,

unsplit particle motion. This means, however, that plotting ‘pre-corrected’
waveforms when applying a source correction is not meaningful, as C�1

1 C2 C1

does not represent the splitting only present because of C2, again on account of the
operators’ non-commutativity.
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